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Introduction

Lie algebras are vector spaces endowed with a special non-associative multipli-
cation called a Lie bracket. They arise naturally in the study of mathematical
objects called Lie groups, which serve as groups of transformations on spaces
with certain symmetries. An example of a Lie group is the group O(3) of rota-
tions of the unit sphere x2 + y2 + z2 = 1 in R3.

While the study of Lie algebras without Lie groups deprives the subject of much
of its motivation, Lie algebra theory is nonetheless a rich and beautiful subject
which will reward the physics and mathematics student wishing to study the
structure of such objects, and who expects to pursue further studies in geometry,
algebra, or analysis.

Lie algebras, and Lie groups, are named after Sophus Lie (pronounced “lee”), a
Norwegian mathematician who lived in the latter half of the 19th century. He
studied continuous symmetries (i.e., the Lie groups above) of geometric objects
called manifolds, and their derivatives (i.e., the elements of their Lie algebras).

The study of the general structure theory of Lie algebras, and especially the
important class of simple Lie algebras, was essentially completed by Élie Car-
tan and Wilhelm Killing in the early part of the 20th century. The concepts
introduced by Cartan and Killing are extremely important and are still very
much in use by mathematicians in their research today.
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Chapter 1

Background Linear Algebra

This course requires some knowledge of linear algebra beyond what’s normally
taught in a beginning undergraduate course. In this section, we recall some gen-
eral facts from basic linear algebra and introduce some additional facts needed
in the course, including generalized eigenspaces and the Jordan canonical form
of a linear map on a complex vector space. It is important that you familiarize
yourself with these basic facts, which are also important in and of themselves.

1.1 Subspaces and Quotient Spaces

In what follows, all our vector spaces will be finite-dimensional over the field R
of real numbers or the field C of complex numbers. The notation F will denote
either R or C; when we talk about a vector space V over F, we mean that V is
a vector space either over R or C.

A vector space can of course be defined over any algebraic field F, and not
just R or C, but we will limit our vector spaces to these two fields in order to
simplify the exposition. Many of our results carry over to vector spaces over
arbitrary fields (the ones for C mostly carry over to algebraically closed fields),
although the proofs may not necessarily be the same, especially for fields with
prime characteristic.

Unless otherwise stated, all our vector spaces will be finite-dimensional.

Let V be a vector space over F, and let A and B be any nonempty subsets of
V and λ ∈ F. We put

A+B = {a+ b | a ∈ A and b ∈ B} (1.1)
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and
λA = {λa | a ∈ A}. (1.2)

For simplicity, if v is a vector in V , we put v +B = {v}+B. This is called the
translate of B by the vector v. From (1.1) above, it’s easy to see that

A+B =
⋃

a∈A

(a+B) =
⋃

b∈B

(b+A).

Note that a nonempty subset W of V is a vector subspace of V if and only if
W +W ⊂W and λW ⊂W , for all λ ∈ F.

Suppose now that W is a subspace of our vector space V . If v is any vector
in V , the translate v + W is called the plane parallel to W through v. For
example, suppose that V = R3 (=3-dimensional Euclidean space) and W is the
(x, y)-plane:

W =









x
y
0


 |x, y ∈ R






If

v =




2

−1
3





then v +W is the plane z = 3.

As another example, if W is the one-dimensional subspace of R3 spanned by
the vector

w =




−1
2
2




(this is a straight line through the origin), and if

v =




4
0
1



 ,

then v+W is the straight line in R3 through v and parallel to w; that is, it is the
straight line specified by the parametric equations x = 4− t, y = 2t, z = 1+ 2t.

Now let W be a subspace of a vector space V . Two translates v1 + W and
v2 +W of W coincide if and only of v1 − v2 ∈W . To see this, first assume that
v1+W = v2+W . Then v1 = v1+0 ∈ v1+W = v2+W , so, v1 = v2+w for some
w ∈ W , whence v1 − v2 = w ∈ W . Conversely, suppose that v1 − v2 = w ∈ W .
Then v1 +W = v2 + w +W = v2 +W .

The set of all translates of W by vectors in V is denoted by V/W , and is called
the quotient space of V by W . (We pronounce V/W as “V mod W .”) Thus
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V/W = {v + W | v ∈ V }. V/W has a natural vector space structure whose
vector addition is given by (1.1):

(v1 +W ) + (v2 +W ) = (v1 + v2) + (W +W ) = v1 + v2 +W.

The scalar multiplication on V/W is given by

λ(v +W ) = λv +W.

Note that this definition of scalar multiplication is slightly different from the
definition of scalar multiplication of sets in (1.2) above. (The reason being that
0 ·B = {0} for any nonempty subset B of V .) We will leave to the student the
easy and routine verification that the operations above give rise to a vector space
structure on V/W . Note that in V/W the zero vector is 0 + W = W . (Later,
when we study quotient spaces in greater detail, we’ll just abuse notation and
write the zero vector in V/W as 0.)

Proposition 1.1.1. Let W be a subspace of V . Then dim(V/W ) = dimV −
dimW .

Proof. Let B′ = (w1, . . . , wm) be any basis of W , and extend this to a basis
B = (w1, . . . , wm, vm+1, . . . , vn) of V . We claim that (vm+1 +W, . . . , vn+W ) is
a basis of V/W . First we show that they span V/W . Let v+W be an arbitrary
element of V/W . Then v = a1w1 + · · · + amwm + am+1vm+1 + · · · + anvn, for
suitable scalars a1, . . . , an. Then

v +W = a1w1 + · · · + amwm + am+1vm+1 + · · · + anvn +W

= am+1vm+1 + · · · + anvn +W

= am+1(vm+1 +W ) + · · · + an(vn +W ),

so v +W is a linear combination of (vm+1 +W, . . . , vn +W ).

Next we show that (vm+1+W, . . . , vn+W ) is a linearly independent set in V/W .
Suppose that am+1(vm+1 +W ) + · · · + an(vn +W ) = 0. This is equivalent to
am+1vm+1 + · · · + anvn + W = W , so that am+1vm+1 + · · · + anvn ∈ W .
Since w1, . . . , wm is a basis of W , we must have am+1vm+1 + · · · + anvn =
b1w1 + · · · + bmwm, for suitable scalars b1, . . . , bm, and thus

−b1w1 − · · · − bmwm + am+1vm+1 + · · · + anvn = 0;

Since (w1, . . . , wm, vm+1, . . . , vn) is a basis of V , we see that, in particular,
am+1 = · · · = an = 0.

It is easy to check that the sum of subspaces of V is also a subspace of V .
Explicitly, ifW1, . . . ,Wk are subspaces of V , thenW1+· · ·+Wk is also a subspace
of V . This sum is called a direct sum if, for any vectors w1 ∈ W1, . . . , wk ∈ Wk,
the condition

w1 + · · · + wk = 0

11



implies that w1 = 0, . . . , wk = 0. In this case, we will use the notationW1⊕· · ·⊕
Wk to denote the direct sum. Note that (w1, . . . , wm) is a linearly independent
set if and only if the subspace sum Fw1 + · · · + Fwm is direct.

Exercise 1.1.2. Prove that if U and W are subspaces of V , then the sum
U +W is direct if and only if U ∩W = {0}.

Example 1.1.3. Let 〈 , 〉 be an inner product on a real vector space V . If W
is a subspace of V , put W⊥ = {v ∈ V | 〈v, w〉 = 0 for all w ∈W}. The subspace
W⊥ is called the orthogonal complement of W in V . We have V = W ⊕W⊥.
(See [1], Theorem 6.29.)

Exercise 1.1.4. Let U and W be subspaces of V . Show that dim(U +W ) =
dimU + dimW − dim(U ∩W ). From this, show that dim(U ⊕W ) = dimU +
dimW .

Given any subspaceW of a vector space V , we can always find a subspace U of V
such that V = W ⊕U . (U is called a complementary subspace to W .) The cases
W = {0} and W = V being trivial, we can assume that {0} 6= W ( V . Take
any basis (w1, . . . , wm) of W , extend this to a basis (w1, . . . , wm, vm+1, . . . , vn)
of V , and put U = Fvm+1 + · · ·+ Fvn. Then it is clear that V = U ⊕W . Since
there are infinitely many ways to complete a basis of W to a basis of V , it is also
clear that, unless W = {0} or W = V , the choice of a complementary subspace
to W is not unique.

1.2 Linear Maps

Let V and W be vector spaces over F. The set of all linear maps from V to W
will be denoted by L(V,W ). L(V,W ) has a natural vector space structure given
by addition and scalar multiplication of linear maps: if S and T are in L(V,W )
and λ ∈ F, then the linear maps S + T and λS in L(V,W ) are given by

(S + T )(v) = S(v) + T (v)

(λS)(v) = λS(v) for all v ∈ V

It is not hard to prove that with these operations, L(V,W ) is a vector space
over F.

Fix a basis (v1, . . . , vn) of V . Then any T ∈ L(V,W ) is completely determined
by its effect on the basis vectors vj . For if v ∈ V , then we can write v =
c1v1 + · · · + cnvn for scalars c1, . . . , cn, whence

T (v) = c1T (v1) + · · · + cnT (vn). (1.3)

Conversely, given any vectors w1, . . . , wn in W , there is a unique linear map
T ∈ L(V,W ) such that T (v1) = w1, . . . , T (vn) = wn. This is because any vector
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v ∈ V can be written uniquely as v = c1v1 + · · · cnvn; if we define the map
T : V →W by (1.3), then it is easy to see that T ∈ L(V,W ).

Abstract linear algebra is inextricably bound to matrix theory since any linear
map may be represented by an appropriate matrix, and since the algebra of
linear maps corresponds to the algebra of matrices.

More precisely, let us fix bases B = (v1, . . . , vn) and B′ = (w1, . . . , wm) of
vector spaces V and W , respectively. Recall that any T ∈ L(V,W ) is uniquely
determined by the basis images T (v1), . . . , T (vn) in W . Each of these vectors
T (vj) is a unique linear combination of w1, . . . , wm:

T (vj) =

m∑

i=1

aijwi (j = 1, . . . , n) (1.4)

We define the matrix MB,B′(T ) of T with respect to these bases to be the m×n
matrix whose (i, j)-entry is aij ;

MB′,B(T ) =




a11 · · · a1n

· · · · · · · · ·
am1 · · · amn


 (1.5)

We will frequently denote this matrix by M(T ) if the bases B and B′ are clear
from the context of the discussion.

Let T ∈ L(V,W ). The kernel, or nullspace, of T is the subspace of V given by

kerT = {v ∈ V |T (v) = 0}
From linear algebra, we know that the linear map T is injective, or one-to-one,
if and only if kerT = {0}; in this case we say that T is a linear isomorphism of
V into W .

The range of T is the subspace of W given by

T (V ) = {T (v) | v ∈ V }.
We recall the definition that T is surjective, or onto, if T (V ) = W .

The following is an easy to prove, yet important fact in linear algebra:

Theorem 1.2.1. For any T ∈ L(V,W ), we have

dim T (V ) = dimV − dim(kerT )

(See [1], Theorem 3.4, or better yet, prove it yourself!) In particular, if T is a
linear isomorphism from V onto W , then dimV = dimW .

Making an abrupt and unforgivable change of notation for the moment, suppose
that W is a subspace of a vector space V . The quotient map π from V onto the
quotient space V/W is given by π(v) = v + W . It is obvious that π is linear
and surjective, with kernel W . Using Theorem 1.2.1, this provides a completely
trivial proof of Proposition 1.1.1.
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1.3 The Matrix of a Linear Map

Again let us fix bases B = {v1, . . . , vn} and B′ = {w1, . . . , wm} of V and W ,
respectively. From (1.4) and (1.5) we see that each T ∈ L(V,W ) corresponds to
a unique m×n matrix MB′,B(T ). The map T 7→MB′,B(T ) is from L(V,W ) to
the vector space Mm,n(F) of m×n matrices with entries in F is easily checked to
be linear (and onto), and hence is a linear isomorphism. Since dimMm,n = mn,
we see that dimL(V,W ) = mn = nm = dimV · dimW .

Another useful property of the map T 7→ MB′,B(T ) is that it is multiplicative.
More precisely, suppose that V, W , and U are vector spaces with fixed bases
B, B′, and B′′, respectively, and suppose that T ∈ L(V,W ) and S ∈ L(W,U).
Then the composite map ST := S ◦ T belongs to L(V, U), and we have

MB′′,B(ST ) = MB′′,B′(S)MB′,B(T ), (1.6)

where the right hand side is a matrix product.

Exercise 1.3.1. Prove equation (1.6).

For simplicity, we’ll denote the space of linear maps L(V, V ) simply by L(V ).
An element of L(V ) is called a linear operator on V .

Theorem 1.3.2. Fix a basis B = (v1, . . . , vn) of V . Suppose that T ∈ L(V ).
Then the following are equivalent:

1. T is one-to-one

2. T is onto

3. The matrix M(T ) := MB,B(T ) with respect to the basis B is nonsingular

Proof. (1) ⇐⇒ (2): dim T (V ) = dimV − dim(kerT ) so dimT (V ) = dim V if
and only if dim(kerT ) = 0.
(1) and (2) ⇐⇒ (3): If T is one-to-one and onto, it is invertible; that is, there
is a unique linear map S ∈ L(V ) such that ST = TS = 1V , the identity map
on V . If In is the identity n× n matrix, we see from (1.6) that

In = M(ST ) = M(S)M(T )

= M(TS) = M(T )M(S),

which shows that M(T ) is invertible. Conversely, assume M(T ) is an invertible
n×n matrix; let S be the linear operator on V whose matrix is M(T )−1. Then,
again by (1.6),

In = M(T )−1M(T ) = M(S)M(T ) = M(ST )

= M(T )M(T )−1 = M(T )M(S) = M(TS),

which shows that ST = TS = 1V .
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If P and Q are n×nmatrices with P nonsingular, the conjugate of Q by P is the
n×n matrix PQP−1. Suppose now that B = (v1, . . . , vn) and B′ = (v′1, . . . , v

′
n)

are two bases of the same vector space V . The change of basis matrix from
B to B′ is MB′,B(1V ): it gives us the coefficients in the linear combination
expressing each vj as a linear combination of the v′i’s. From (1.6), this change
of basis matrix is nonsingular, with inverse MB,B′(1V ). For simplicity, let us
denote this change of basis matrix by S. Let T ∈ L(V ). If M(T ) := MB,B(T )
is the matrix of T with respect to the basis B, then its matrix with respect to
B′ is given by conjugating M(T ) by A. Explicitly, by (1.6)

MB′,B′(T ) = MB′,B(1V )MB,B(T )MB,B′(1V )

= SM(T )S−1. (1.7)

Example 1.3.3. Suppose that T is the linear operator on R3 whose matrix
with respect to the standard basis B0 = (e1, e2, e3) of R3 is

A =




2 −1 0
−1 3 1

0 2 0




Consider the vectors

v1 =




4
8
7


 , v2 =




−2
−3
−2


 , v3 =




3
5
4




The 3× 3 matrix S whose columns are v1, v2, v3 is invertible; its inverse can be
calculated using the Gauss-Jordan method and is found to be




4 −2 3
8 −3 5
7 −2 4




−1

=




−2 2 −1
3 −5 4
5 −6 4




We therefore see that B = (v1, v2, v3) is a linearly independent set which thus
forms a basis of R3, and the change of basis matrix from the standard basis B0

to B is given by S. Hence the matrix of T with respect to the basis B is

SAS−1 =




4 −2 3
8 −3 5
7 −2 4






2 −1 0
−1 3 1

0 2 0






−2 2 −1
3 −5 4
5 −6 4




=




−22 28 −18
−74 91 −59
−57 69 −44




The transpose of an m× n matrix A = aij is the n×m matrix tA whose (i, j)
entry is aji. Thus rows of A transform into the columns of tA, and the columns
of A transform into the rows of tA. It’s not hard to show that if A and B are
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m× n matrices and α is a scalar, then t(A + B) = tA + tB, t(αA) = α tA. A
somewhat longer but completely straightforward calculation shows that if A is
an m× n matrix and B is an n× k matrix, then t(AB) = tB tA.

The dual space of a vector space V is L(V,F) (where F is viewed as a one-
dimensional vector space), and is denoted V ∗. Its elements are called linear func-
tionals on V . Any basis (v1, . . . , vn) of V gives rise to a dual basis (f1, . . . , fn)
of V ∗ where each fi is given by

fi(vj) = δij :=

{
1 if i = j

0 if i 6= j

Let V and W be vector spaces over F, and let : V → W be a linear map. The
transpose of T is the map tT : W ∗ → V ∗ given by tT (λ) = λ◦T , for all λ ∈W ∗.
It is not hard to show that tT is a linear map from W ∗ to V ∗. Suppose that
B = (v1, . . . , vn) and B′ = (w1, . . . , wm) are bases of V and W , respectively.
Let B∗ = (f1, . . . , fn) and (B′)∗ = (h1, . . . , hn) be the corresponding dual bases
of V ∗ and W ∗, respectively. We have the easily verified relation

M(B′)∗,B∗( tT ) = t(MB,B′(T ))

where the right hand side denotes the transpose of the matrix MB.B′(T ).

Exercise 1.3.4. 1. Prove that T is injective iff tT is surjective.

2. Using Part (a), prove that the ranges of T and tT have the same dimension.

3. Use Part (b) to prove that the row space and the column space of an m×n
matrix A over F have the same dimension. (This dimension is called the
rank of A. The dimension of the range of a linear mapping T is called the
rank of T .)

1.4 Determinant and Trace

The determinant of an n × n matrix A is defined in various ways. (Most def-
initions of the determinant in standard linear algebra texts are non-intuitive.
Axler’s book [1] develops all of linear algebra without resorting to the determi-
nant until the very end, where it “comes naturally.” For our purposes, since
we’re after different game, it’s sufficient to provide two of the equivalent expres-
sions of the determinant and state its most salient features.)

If A = (aij), let us recall that its determinant detA is the homogeneous degree
n polynomial in the entries of A given by

detA =
∑

σ

ǫ(σ)a1σ(1)a2σ(2) · · ·anσ(n),
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where the sum runs through all the permutations σ of {1, . . . , n}, and ǫ(σ)
denotes the sign of the permutation σ.

Let’s also recall that the determinant detA can also be expanded using minors
along a given row or column, as follows. For each pair of indices i, j in {1, . . . , n},
let Aij denote the (n− 1)× (n− 1) submatrix obtained from A by deleting the
ith row and jth column. Then the minor expansion of detA along the ith row
is

detA =

n∑

k=1

(−1)i+kaik detAik

and that along the jth column is

detA =

n∑

k=1

(−1)k+jakj detAkj .

If A has real entries, detA has a geometrical significance. Let v1, . . . , vn denote
the columns of A. These are vectors in Rn, and | detA| turns out to be the
n-dimensional volume of the parallelepiped whose sides are v1, . . . , vn. This can
be proved by induction on n, and can be seen at least for 3×3 matrices A, since
detA is the triple scalar product (v1×v2) ·v3. (The proof for 2×2 determinants
is even easier and just uses cross products.)

Exercise 1.4.1 (Graduate Exercise). Prove this geometrical fact about the
n-dimensional determinant.

The determinant is multiplicative in that, if A and B are square matrices of the
same size, then detAB = detA · detB. We also recall that a square matrix A
is nonsingular if and only if detA 6= 0. It then follows by multiplicativity that
detA−1 = (detA)−1.

Let V be a vector space over F and suppose that T ∈ L(V ). We define the
determinant of T to be detM(T ), where M(T ) is the matrix of T with respect
to any basis B of V . The value of the determinant detT is independent of the
choice of basis: if B′ is any other basis of V and S is the change of basis matrix
from B to B′, then by (1.7), the matrix of T with respect to B′ is SM(T )S−1,
and hence

det(SM(T )S−1) = detS detM(T ) detS−1

= detS detM(T ) (detS)−1

= detM(T )

Theorem 1.4.2. Let T ∈ L(V ). Then T is invertible if and only if det T 6= 0.

Proof. By Theorem 1.3.2, T is invertible ⇐⇒ M(T ) is nonsingular ⇐⇒
detM(T ) 6= 0 ⇐⇒ detT 6= 0.
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Another useful quantity associated to a linear operator T ∈ L(V ) is its trace.
If A = (aij) is an square n× n matrix, the trace of A is defined to be the sum
of its diagonal entries: trA =

∑n
i=1 aii. The trace satisfies the following easily

verified property:

Proposition 1.4.3. Let A and B be n× n matrices. Then trAB = trBA.

Proof. Let A = (aij and B = (bij). Then from the definition of matrix product,
AB = (cij), where

cij =

n∑

k=1

aikbkj .

Likewise, BA = (dij), with

dij =

n∑

k=1

bikakj .

Hence

trAB =

n∑

i=1

cii =

n∑

i=1

n∑

k=1

aikbki (1.8)

whereas

tr(BA) =

n∑

i=1

dii =

n∑

i=1

n∑

k=1

bikaki

If we interchange the indices i and k in the above sum, we see that it equals the
sum in (1.8).

The trace of a linear operator T ∈ L(V ) is, by definition, the trace of the
matrix M(T ), where M(T ) is the matrix of T with respect to any basis of
V . Now the matrix of T with respect to any other basis of V is given by
SM(T )S−1 for some matrix S, and it follows from Proposition 1.4.3 above
that tr (SM(T )S−1) = tr (M(T )S−1 S) = trM(T ). Thus the trace of T is a
well-defined scalar, depending only on T and not on the choice of basis of V .

1.5 Eigenvalues and Invariant Subspaces

A scalar λ ∈ F is called an eigenvalue of a linear operator T ∈ L(V ) if there is a
nonzero vector v ∈ V such that T (v) = λv. The vector v is called an eigenvector
of T corresponding to λ. If λ ∈ C, the subspace ker(T −λIV ) = {v ∈ V |T (v) =
λv} is called the eigenspace of T corresponding to λ.

Proposition 1.5.1. Suppose that T ∈ L(V ) and λ ∈ F. Then the following are
equivalent:
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1. λ is an eigenvalue of T

2. ker(T − λIV ) 6= {0}

3. det(T − λIV ) = 0.

Proof. An easy exercise.

The polynomial det(λIV − T ) in the indeterminate λ, with coefficients in F,
is called the characteristic polynomial of T ; its roots in F are precisely the
eigenvalues of T .

Linear operators on real vector spaces do not necessarily have real eigenvalues.
For instance, consider the operator T ∈ L(R2) given by Tx = Ax (x ∈ R2),
where

A =

(
0 1

−1 0

)

Then the characteristic polynomial of T is det(λI2 − T ) = λ2 + 1, which has no
real roots. Thus T has no real eigenvalues.

On the other hand, a linear operator on a complex vector space has at least one
eigenvalue.

Theorem 1.5.2. Let V be a nonzero vector space over C and let T ∈ L(V ).
Then T has at least one eigenvalue.

Proof. The characteristic polynomial det(λIV −T ) is a polynomial in λ of degree
dimV > 0, and so by Gauss’s Fundamental Theorem of Algebra, has at least
one complex root, which is, by Proposition 1.5.1, an eigenvalue of T .

An easy consequence of the Fundamental Theorem of algebra is that any poly-
nomial p(z) of degree n has n complex roots, counting multiplicities, and has a

unique linear factorization p(z) = c ·∏k
j=1(z − λj)

mj , where λ1, . . . , λk are the
distinct roots of p(z) and m1, . . . ,mk are their respective multiplicities, with
m1 + · · ·+mk = n. Applying this to the characteristic polynomial of T , we get
det(λIV − T ) =

∏k
j=1(λ − λj)

mj . Here λ1, . . . , λk are the distinct eigenvalues
of T and m1, . . . ,mk are called their respective multiplicities.

It is often useful to study an operator T ∈ L(V ) by examining its invariant
subspaces. A subspace W is said to be invariant under T , or T -invariant if
T (w) ∈W for all w ∈W . Thus the restriction T |W of the map T to W belongs
to L(W ). If v is an eigenvector of T , then the one-dimensional subspace Fv is
obviously a T -invariant subspace.

Exercise 1.5.3. If two operators S and T in L(V ) commute, then show that
both the kernel kerS and the range S(V ) are T -invariant.
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Since T commutes with T − λIV for all λ ∈ F, Exercise 1.5.3 implies, in partic-
ular, that each eigenspace ker(T − λIV ) is T -invariant.

Suppose that W is a T -invariant subspace of V . Then T induces a well-defined
map T ′ on the quotient space V/W given by T ′(v+W ) = T (v) +W . It is easy
to check that T ′ ∈ L(V/W ). We have the commutative diagram

V
T−−−−→ V

π

y
yπ

V/W −−−−→
T ′

V/W

(1.9)

which says that T ′π = πT (as maps from V to V/W ).

1.6 Upper Triangular Matrices

We would like to find a basis of V with respect to which the matrix of a given
operator T is “nice,” in some sense. Ideally, we want the matrix of T to be
diagonal, if this is possible, or at least to have as many 0’s as possible, arranged
in an orderly fashion.

A square matrix is called upper triangular if all the entries below the main
diagonal are 0. Such a matrix can then be represented as follows:




λ1 ∗
. . .

0 λn




Note that the determinant of any upper triangular matrix is the product of the
diagonal entries. Thus, if A is the matrix above, then detA = λ1 · · ·λn.

Proposition 1.6.1. Suppose that T ∈ L(V ). Then the following are equivalent:

1. There is a basis of V for which the matrix of T is upper triangular

2. There is a nested sequence of subspaces 0 ( V1 ( · · · ( Vn = V each of
which is invariant under T .

The proof is obvious. Note that the condition (2) implies that the subspace Vj
must have dimension j.

It is a very useful fact that if V is a complex vector space, any linear map
T ∈ L(V ) has an upper triangular representation:
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Theorem 1.6.2. Let V be a vector space over C and let T ∈ L(V ). Then there
is a basis of V for which the matrix of T is upper triangular.

Proof. By induction on dimV . If dimV = 1, there is nothing to prove. So let’s
assume that dimV = n > 1. Then by Theorem 1.5.2, T has an eigenvalue λ.
Let v1 be an eigenvector corresponding to λ, and let W be the one-dimensional
subspace Cv1. Since W is T -invariant, we can consider the induced linear map
T ′ on the complex vector space V/W given by T ′(v + W ) = T (v) + W . Now
dim(V/W ) = n − 1, so by the induction hypothesis, there is a basis (v2 +
W, . . . , vn+W ) of V/W for which the matrix of T ′ is upper triangular. Note that
for each j, j = 2, . . . , n, T ′(vj+W ) is a linear combination of v2+W, . . . , vj+W ;
hence T (vj) is a linear combination of v1, v2, . . . , vj .

It remains to prove that (v1, v2, . . . , vn) is a linearly independent set (and so is
a basis of V ). Once we prove this, it is clear that the matrix of T with respect
to this basis is upper triangular.

Suppose that
∑n

i=1 cjvj = 0. Then (
∑n

i=1 civi) + W = W =⇒ ∑n
i=2(civi +

W ) = W =⇒ c2 = · · · = cn = 0, by the linear independence of (v2+W, . . . , vn+
W ), so we end up with c1v1 = 0, which clearly implies that c1 = 0.

Note: Suppose that n ≥ 2. Since the choice of the vj ’s in the proof is not
necessarily unique, the upper triangular matrix in the theorem above is not
necessarily unique. What is unique, from the characteristic polynomial of T ,
are the diagonal entries and their multiplicities.

Let p(z) = amz
m+am−1z

m−1 + · · ·+a1z+a0 be any polynomial in the variable
z. If T ∈ L(V ), we put p(T ) = amT

m + am−1T
m−1 + · · · + a1T + a0IV . Then

p(T ) ∈ L(V ), and if M is the matrix of T with respect to some basis of V , then
p(M) = amM

m + am−1M
m−1 + · · · + a1M + a0In is the matrix of p(T ) with

respect to this basis.

Theorem 1.6.3. (The Cayley-Hamilton Theorem) Suppose that V is a vector
space over C and that T ∈ L(V ). Let p(λ) = λn + an−1λ

n−1 + · · · + a1λ + a0

be the characteristic polynomial of T . Then the linear map p(T ) is identically
zero on V .

Proof. By induction on dimV . If dimV = 1, then the conclusion is obvious:
T = λ1IV for some λ1 ∈ C, the characteristic polynomial of T is p(λ) = λ− λ1,
and p(T ) = T − λ1IV ≡ 0.

So assume that n > 1 and that the theorem holds for all linear maps on all
vector spaces of dimension < n. Suppose that dimV = n and that T ∈ L(V ).
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Choose a basis (v1, . . . , vn) of V for which T has upper triangular matrix



λ1 ∗
λ2

. . .

0 λn


 (1.10)

Then the characteristic polynomial det(λIV − T ) =
∏n
j=1(λ − λj), and the

diagonal entries λ1, . . . , λn above are the eigenvalues of T . (Of course, these λj
are not necessarily distinct.) Let V1 = Cv1. Now V1 is a T -invariant subspace,
the quotient space V ′ = V/V1 is easily seen to have basis v2 + V1, . . . , vn + V1,
and the matrix of the induced map T ′ : V/V1 → V/V1, v+V1 7→ T (v)+V1 with
respect to this basis is 


λ2 ∗

. . .

0 λn


 (1.11)

The characteristic polynomial of T ′ is thus (λ − λ2) · · · (λ − λn). Since V ′ has
dimension n − 1, the induction hypothesis implies that (T ′ − λ2IV ′) · · · (T ′ −
λnIV ′) ≡ 0 on V ′.

Thus for any v ∈ V , we have

(T ′ − λ2IV ′) · · · (T ′ − λnIV ′)(v + V1) = (T − λ2IV ) · · · (T − λnIV )(v) + V1

= V1

and so
(T − λ2IV ) · · · (T − λnIV )(v) ∈ V1

Therefore (T − λ2IV ) · · · (T − λnIV )(v) = cv1 for some c ∈ C. Hence

(T − λ1IV )(T − λ2IV ) · · · (T − λnIV )(v) = (T − λ1IV )(cv1)

= 0.

Since v ∈ V is arbitrary, we have shown that (T − λ1IV ) · · · (T − λnIV ) ≡ 0 on
V , proving the conclusion for V and completing the induction step.

Note: The Cayley-Hamilton Theorem also holds for linear operators on real
vector spaces. In order to see this, we note that it suffices to prove the Cayley-
Hamilton Theorem for real square matrices, due to the correspondence between
linear maps on V and square matrices of size dimV . But then any real square
matrix can be considered to be a complex matrix, which by the Cayley-Hamilton
Theorem, satisfies its characteristic polynomial.

Exercise 1.6.4. Suppose that T ∈ L(V ) is invertible. Show that there exists
a polynomial p(z) such that T−1 = p(T ).

Exercise 1.6.5. Suppose that V is a n-dimensional complex vector space, and
that T ∈ L(V ) has spectrum {4, 5}. Prove that

(T − 4IV )n−1(T − 5IV )n−1 = 0.
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1.7 Generalized Eigenspaces

The spectrum of a linear operator T on a vector space V over F is the collection
of all eigenvalues of T in F. We saw, from Theorem 1.5.2, that if V is complex,
then any T ∈ L(V ) has a nonempty spectrum.

In order to derive further nice properties about linear maps, it is useful to have
at least one eigenvalue, so in this section, we’ll assume that V is a vector space
over C and that T ∈ L(V ).

Choose a basis of V for which T has upper triangular matrix




λ1 ∗
λ2

. . .

0 λn


 (1.12)

As we had already observed, the characteristic polynomial det(λIV − T ) equals∏n
j=1(λ−λj), and the diagonal entries λ1, . . . , λn above are the eigenvalues of T ,

which are not necessarily distinct. Note that the number of times each distinct
eigenvalue λj appears in the diagonal of the matrix above equals its multiplicity
mj as a root of the characteristic polynomial of T .

As mentioned previously, the upper triangular representation (1.12) of T is not
unique, except for the appearance of the eigenvalues (with the correct multi-
plicities) along the diagonal. Our goal is to obtain a particular upper triangular
representation of T which is unique and useful in the sense that much of the
behavior of T is apparent upon cursory examination of the matrix.

With this goal in mind, we define the generalized eigenspaces of T as follows.
For any complex scalar λ, the generalized eigenspace of T corresponding to λ is
the set

{v ∈ V | (T − λIV )kv = 0 for some k ∈ Z+} (1.13)

Note that the eigenspace ker(T − λIV ) is a subset of the generalized eigenspace
(1.13) above. The following result shows that the generalized eigenspace is a
subspace of V .

Theorem 1.7.1. Fix λ ∈ C. Then there is an integer m ≥ 0 such that

{0} ( ker(T − λIV ) ( ker(T − λIV )2 ( · · · ( ker(T − λIV )m = ker(T − λIV )m+1

= ker(T − λIV )m+2 = · · ·

Proof. For simplicity, let S = T−λIV . If v ∈ kerSk, then Sk+1(v) = S(Sk(v)) =
0, so v ∈ kerSk+1, so it follows that kerSk ⊂ kerSk+1, and we get a nested
chain of subspaces {0} ⊂ kerS ⊂ kerS2 ⊂ · · ·
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Since V is finite-dimensional, the chain stops increasing after some point. Let
m be the smallest nonnegative integer such that kerSm = kerSm+1. Then
kerSm+1 = kerSm+2: if v ∈ kerSm+2, then S(v) ∈ kerSm+1 = kerSm, so
Sm(Sv) = 0, and so v ∈ kerSm+1.

Arguing in the same manner, we see that kerSm+2 = kerSm+3, etc.

Note that the m in Theorem 1.7.1 must be ≤ dimV .

It follows that the generalized eigenspace of T corresponding to λ equals the
kernel ker(T − λIV )dimV , which is a subspace of V .

Corollary 1.7.2. Let S ∈ L(V ). Then there is an integer m such that

V ) S(V ) ) S(V ) ) · · · ) Sm(V ) = Sm+1(V ) = Sm+2(V ) = · · · (1.14)

Proof. This follows immediately from the proof of the preceding theorem, once
we observe that V ⊃ S(V ) ⊃ S2(V ) ⊃ · · · , and that dimSk(V ) = dimV −
dimker(Sk).

Exercise 1.7.3. Show that for any T ∈ L(V ), we have

V = (kerT n) ⊕ T n(V ),

where n = dim V .

As an additional application of the upper triangular representation (1.12) of T ,
we can determine the dimension of each generalized eigenspace.

Proposition 1.7.4. Suppose that T ∈ L(V ) has characteristic polynomial given
by det(λIV − T ) =

∏n
j=1(λ − λj) (λ1, . . . , λn not necessarily distinct). Then

the generalized eigenspace of T corresponding to λj has dimension equal to the
multiplicity of λj.

Proof. Note that mj is the number of times λj appears in the upper triangular
representation of T .

We prove this by induction on dimV . If dimV = 1, then the conclusion is
trivial. Let n ≥ 2 and assume that the conclusion holds for all linear maps
on all complex vector spaces of dimension < n. Suppose that dim V = n and
that T ∈ L(V ). For each j, we let Vj denote the generalized eigenspace of T
corresponding to λj .

Choose a basis (v1, . . . , vn) of V for which the matrix of T is upper triangular,
of the form (1.10). Let W = Cv1, and let T ′ be the induced linear map on
V ′ = V/W : T ′(v + W ) = T (v) + W . Then, with respect to the basis (v2 +
W, . . . , vn +W ) of V/W , the matrix of T ′ is upper triangular and is given by
(1.11).
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Now the induction hypothesis says that the generalized eigenspace V ′
j of T ′

corresponding to λj has dimension mj if λj 6= λ1 and has dimension m1 − 1 if
λj = λ1.

We therefore consider the two cases λj 6= λ1 and λj = λ1 separately.

Let π : V → V/W be the quotient map. We first note that, for any j, π(Vj) ⊂
V ′
j . Indeed, for each v ∈ Vj , we have (T − λjIV )N v = 0, for sufficiently large

N , so 0 = π
(
(T − λjIV )N v

)
= (T ′ − λjIV ′)N (π(v)), whence π(v) ∈ V ′

j . Thus
π maps Vj into V ′

j .

Now let us first consider the case λj 6= λ1. We claim that π maps Vj isomor-
phically onto V ′

j .

Suppose that v ∈ Vj belongs to kerπ. Then v = cv1 for some c ∈ C. The
condition (T −λjIV )Nv = 0 (for some N) then implies that c(λ1 −λj)

Nv1 = 0,
so that c = 0, and so v = 0. Hence π maps Vj injectively into V ′

j .

Next let us show that π maps Vj onto V ′
j . Let v′ ∈ V ′

j , and write v′ = π(v)

for some v ∈ V . By assumption (T ′ − λjIV ′)N (π(v)) = 0 for some N . This
yields π

(
(T − λjIV )Nv

)
= 0, so (T − λjIV )Nv = cv1 for some c ∈ C. Now

let u = v − c(λ1 − λj)
−Nv1. Then (T − λjIV )Nu = 0, so u ∈ Vj , and clearly,

π(u) = π(v) = v′. Thus π(Vj) = V ′
j , and so we can conclude that dimVj = mj .

Next we consider the case λj = λ1. We claim that π maps V1 onto V ′
1 with

kernel Cv1. Since Cv1 = kerπ = V1 ∩ kerπ, it suffices to prove that π(V1) =
V ′

1 . Let v′ ∈ V ′
1 . We have v′ = π(v) for some v ∈ V . Now the condition

(T ′ − λ1IV ′)Nv′ = 0 for some N implies that (T − λ1IV )Nv = av1 for some
a ∈ C. Hence (T−λ1IV )N+1v = 0, and thus v ∈ V1. This shows that v′ ∈ π(V1),
and so π(V1) = V ′

1 .

We conclude in this case that dimV1 = dimV ′
1 + 1 = m1. This completes the

proof of Proposition 1.7.4.

Exercise 1.7.5. Suppose that V is a complex vector space of dimension n and
T ∈ L(V ) such that

kerT n−2 ( kerT n−1.

Prove that T has at most two distinct eigenvalues.

We now reorder the eigenvalues of T , if necessary, so that we now assume that
the distinct eigenvalues of T are λ1, . . . , λk. Let us again consider the charac-
teristic polynomial

p(λ) = det(λIV − T ) (1.15)

and its factorization
k∏

j=1

(λ− λj)
mj (1.16)
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Our objective now is to show that V is the direct sum of the generalized
eigenspaces corresponding to each λj .

Lemma 1.7.6. Let p1(z), . . . , pk(z) be nonzero polynomials with coefficients
in C sharing no common factor of degree ≥ 1. Then there are polynomials
q1(z), . . . , qk(z) such that p1(z)q1(z) + · · · + pk(z)qk(z) = 1.

Proof. (Optional) Let C[z] be the ring of polynomials in z with complex coef-
ficients. Since C[z] is a Euclidean ring, it is a principal ideal domain, and so
the ideal C[z]p1(z) + · · · + C[z]pk(z) is principal: C[z]p1(z) + · · · + C[z]pk(z) =
C[z]r(z), for some nonzero polynomial r(z). Clearly, r(z) divides all the pj(z),
so r(z) must be a degree 0 polynomial; i.e., a nonzero constant. Thus C[z]p1(z)+
· · · + C[z]pk(z) = C[z]; in particular 1 ∈ C[z]p1(z) + · · · + C[z]pk(z).

Theorem 1.7.7. V is a direct sum of the generalized eigenspaces of the eigen-
values of T . More precisely,

V =

k⊕

j=1

ker(T − λjIV )mj

Moreover, for each j, we have dim(ker(T−λjIV )mj ) = mj. Thus the dimension
of the generalized eigenspace corresponding to λj equals the number of times λj
appears in any upper triangular matrix representation of T .

Proof. We let p(λ) be the characteristic polynomial (1.15) of T , factored as in
(1.16).

Suppose first that T has just one eigenvalue λ1. Then p(λ) = (λ − λ1)
n, and

by the Cayley-Hamilton Theorem, (T − λ1IV )n = 0, so V = ker(T − λ1IV )n,
proving the theorem.

Thus we can assume that T has more than one eigenvalue.

For each j, let

pj(λ) =
p(λ)

(λ− λj)mj
=
∏

l 6=j

(λ− λl)
ml .

Then by Lemma 1.7.6, there exist complex polynomials q1(λ), . . . , qk(λ) such
that p1(λ)q1(λ)+ · · ·+pk(λ)qk(λ) = 1. Replacing λ by T , we have p1(T )q1(T )+
· · · + pk(T )qk(T ) = IV . (Strictly speaking, we’re applying the well-defined
algebra homomorphism p(λ) 7→ p(T ) from C(λ) to L(V ).)

For each j, let Vj be the image Vj = pj(T )qj(T )(V ). Then Vj is a subspace of
V , and for each v ∈ V , we have

v = IV v = p1(T )q1(T )(v) + · · · + pk(T )qk(T )(v) ∈ V1 + · · · + Vk
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Thus V = V1 + · · · + Vk.

(Note: The subspaces Vj here have not yet been proven to be generalized
eigenspaces: that comes next!)

Now by the Cayley-Hamilton Theorem, (T−λjIV )mjVj = (T−λjIV )mjpj(T )qj(T )(V ) =
qj(T )p(T )(V ) = {0}. This shows that Vj ⊂ ker(T − λj)

mj .

Note that each of the subspaces Vj is T -invariant, since T (Vj) = Tpj(T )qj(T )(V ) =
pj(T )qj(T )T (V ) ⊂ pj(T )qj(T )(V ) = Vj . Moreover, for i 6= j, the restriction of
T − λiIV to Vj is invertible. For, if w ∈ Vj such that (T − λiIV )w = 0, then
T (w) = λiw, so 0 = (T−λjIV )mj (w) = (λi−λj)mjw, which implies that w = 0.

Next we prove that the sum V = V1 + · · ·Vk is direct. If this were not the
case, there would exist vectors v1 ∈ V1, . . . , vk ∈ Vk, not all zero, such that
v1 + · · ·+ vk = 0. Assume that vj 6= 0. Then since T − λiIV is invertible on Vj
for i 6= j, we see that pj(T ) is invertible on Vj and is identically zero on Vi for
all other i. Thus

0 = pj(T )(v1 + · · · + vk)

= pj(T )(v1) + · · · + pj(T )(vk)

= pj(T )vj

The last expression above is nonzero because pj(T ) is invertible on Vj and
vj 6= 0. This contradiction shows that V = V1 ⊕ · · · ⊕ Vk.

Note that dimVj ≤ mj , for all j by Proposition 1.7.4, since Vj is contained in
the generalized eigenspace of T corresponding to λj . Since we have a direct sum
V = V1⊕· · ·⊕Vk and dimV = m1+· · ·+mn, we must in fact have dimVj = mj ,
for all j.

It remains to prove that Vj = ker(T −λjIV )mj for all j. It will then follow from
the above that dim(ker(T − λjIV )mj ) = mj . Suppose v ∈ ker(T − λjIV )mj .
Then write v = v1 + · · · + vk, where each vj ∈ Vj . Then

0 = (T − λjIV )mj (v)

= (T − λjIV )mjv1 + · · · + (T − λjIV )mjvj−1 + (T − λjIV )mjvj+1 + · · ·
+ · · · + (T − λjIV )mjvn

Now (T − λjIV )mjvi ∈ Vi for each i; since the sum V =
⊕k

i=1 Vi is direct, this
forces (T − λjIV )mjvi = 0 for all i 6= j. Then, since (T − λjIV )mj is invertible
on Vi, it follows that vi = 0 whenever i 6= j. Thus v = vj ; this shows that
ker(T − λjIV )mj ⊂ Vj , so in fact ker(T − λjIV )mj = Vj .

1.8 The Jordan Canonical Form

An operator N ∈ L(V ) is said to be nilpotent if Nm = 0 for some positive
integer m.
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Exercise 1.8.1. Let V be a complex vector space. Prove that N is nilpotent
if and only if the only eigenvalue of N is 0.

Suppose that V is a vector space over F, and that N ∈ L(V ) is nilpotent. It is
not hard to show that there is a basis of V with respect to which the matrix of
T has the form 


0 ∗

. . .

0 0


 ; (1.17)

here all the entries on or below the main diagonal are 0. (We call such a matrix
strictly upper triangular.) If F = C, then this follows immediately from Theorem
1.6.2 and Exercise 1.8.1. For F aribitrary, we just consider a basis of kerN , then
extend this to a basis of kerN2, then extend that to a basis of kerN3, etc. If we
continue this procedure, we end up with a basis of V = kerNm, for sufficiently
large m. It is clear that the matrix of N with respect to this basis is strictly
upper triangular.

Our goal in this section is to represent a linear operator T ∈ L(V ) by a matrix
which has as many 0’s as possible. As a first step, we see that an immediate
application of Theorem 1.7.7 is the following result.

Proposition 1.8.2. Let T be a linear operator on a complex vector space V .
Then there is a basis of V with respect to which T has the following matrix in
block diagonal form 


A1 0

. . .

0 Ak


 (1.18)

where each Aj is an upper triangular matrix of the form



λj ∗
. . .

0 λj


 (1.19)

Proof. By Theorem 1.7.7, we have V =
⊕k

j=1 Vj , where Vj = ker(T − λjIV )mj .
Thus the restriction (T − λjIV )|Vj

is nilpotent and there is a basis of Vj for
which the matrix of this restriction is strictly upper triangular, of the form
(1.17). Hence the matrix of T |Vj with respect to this basis is of the form (1.19).
If we combine the bases of the Vj so obtained, we get a basis of V with respect
to which the matrix of T has the form (1.18).

We now try to modify the bases of the Vj so as to simplify the block diagonal
matrix (1.18) further. As already noted each Vj is T -invariant, and in addition,
the restriction (T − λjIV )|Vj

is nilpotent. Thus we need to find a suitable basis
of Vj with respect to which the matrix of (T − λjIV ) is suitably nice.
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Proposition 1.8.3. Let N be a nilpotent operator on a nonzero vector space V
over F. Then there are vectors v1, . . . , vk in V such that

1. the list (v1, Nv1, . . . , N
r1v1, v2, Nv2, . . . , N

r2v2, . . . , vk, Nvk, . . . , N
rkvk) is

a basis of V

2. (N r1v1, N
r2v2, . . . , N

rkvk) is a basis of kerN .

Proof. The proof is by induction on dimV . If dimV = 1, then N must be the
identically 0, so the proposition is trivially true.

Suppose that the proposition holds for all nilpotent linear operators on all vector
spaces of dimension < dim V , and let N be a nilpotent linear operator on V .
Since the range N(V ) is an N -invariant subspace of dimension < dimV , we
apply the induction hypothesis to obtain vectors w1, . . . , wm such that

(a) (w1, Nw1, . . . , N
s1w1, . . . , wm, Nwm, . . . , N

smvm) is a basis of N(V ); and

(b) (Ns1w1, . . . , N
smwm) is a basis of (kerN) ∩N(V ).

Pick vectors v1, . . . , vm such that Nvj = wj for 1 ≤ j ≤ m, and, if necessary,
pick additional vectors vm+1, . . . , vk so as to complete the list in (b) above to a
basis of kerN .

Put r1 = s1 + 1, . . . , rm = sm + 1 and let rm+1 = · · · = rk = 1. We first claim
that the list

(v1, Nv1, . . . , N
r1v1, v2, Nv2, . . . , N

r2v2, . . . , vm, Nvm, . . . , N
rmvm, vm+1, . . . , vk)

(1.20)
is linearly independent. Indeed, given the relation

m∑

j=1

rj∑

l=0

aljN
lvj +

k∑

t=m+1

btvt = 0, (1.21)

we apply the operator N to both sides to obtain

0 =

m∑

j=1

rj∑

l=0

aljN
l+1vj

=

m∑

j=1

rj∑

l=0

aljN
lwj

=
m∑

j=1

sj∑

l=0

aljN
lwj
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It follows by condition (a) above that alj = 0 for all 0 ≤ l ≤ sj ; 1 ≤ j ≤ m;
that is, all the coefficients alj in the last sum above vanish. From (1.21), this
leaves us with the relation

0 = ar11N
r1v1 + · · · + armmN

rmvm + bm+1vm+1 + · · · + bkvk

= ar11N
s1w1 + · · · + armmN

smwm + bm+1vm+1 + · · · + bkvk.

But by condition b and the choice of vm+1, . . . , v + k, we see that all the coef-
ficients above also vanish. It follows that the list (1.20) - which coincides with
the list in conclusion (1) of the proposition - is linearly independent.

The list (1.20) is also a basis, since by the induction hypothesis (a), dimN(V ) =
s1 + · · · + sm + m, and dim(kerN) = k, so dimV = (

∑m
i=1 si) + m + k =

(
∑m

i=1 ri)+k, which equals the number of vectors in (1.20). Condition (2) in the
statement of the proposition is satisfied by construction, since kerN has basis
(Ns1w1, . . . , N

smwm, vm+1, . . . , vk) = (N r1v1, . . . , N
rmvm, vm+1, . . . , vk).

Remark 1.8.4. The numbers k and r1, . . . , rk in Proposition 1.8.3 are unique
in the following sense. Let us, without loss of generality, arrange the basis in
Proposition 1.8.3 such that r1 ≥ r2 ≥ · · · ≥ rk. Now suppose that

(u1, . . . , N
l1u1, u2, . . . , N

l2u2, · · · , us, · · · , N lsus)

is another basis of V satisfying the conclusions of the proposition, with l1 ≥
· · · ≥ ls. Then s = k and l1 = r1, . . . , lk = rk. This can be proved by a simple
induction argument, going from the range N(V ) to V . We leave the details to
the student.

Suppose T ∈ L(V ). We call a basis of V a Jordan basis for T if the matrix of
T with respect to this basis has block diagonal form




A1 0
A2

. . .

0 Am


 (1.22)

where each diagonal block Aj has the form




λj 1 0
. . .

. . .

. . . 1
0 λj




(1.23)

The matrix (1.22) is then called the Jordan canonical matrix of T . The blocks
Aj are called Jordan blocks.

Theorem 1.8.5. Let V be a nonzero complex vector space and let T ∈ L(V ).
Then V has a Jordan basis for T .
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Proof. Assume that T has characteristic polynomial p(λ) =
∏l
j=1(λ − λj)

mj ,
where λ1, · · · , λl are the distinct eigenvalues of T . By Theorem 1.7.7, V is the
direct sum

V =
l⊕

j=1

Vj ,

where Vj is the generalized eigenspace ker(T − λjIV )mj . Vj is T -invariant and
of course the restriction Nj := (T − λjIV )|Vj

= T |Vj
− λjIVj

is nilpotent. But
then we can apply Proposition 1.8.3 to Nj to obtain a basis of Vj for which the
matrix of N has block form




R1 0
R2

. . .

0 Rk


 (1.24)

where each diagonal block Ri is of the form




0 1 0
. . .

. . .

. . . 1
0 0




(1.25)

Each block Ri above corresponds to the list (N ri

j vi, . . . , Njvi, vi) corresponding
to the vector vi in the basis given in Part (1) of Proposition 1.8.3. The linear
span of (N ri

j vi, . . . , Njvi, vi) is invariant under T |Vj
= Nj + λjIVj

, and on this
linear span, the matrix of T |Vj

is of the form 1.23.

Putting these bases together, we obtain a Jordan basis for T .

Corollary 1.8.6. Let A be an n× n matrix with complex entries. Then there
is an n× n matrix S such that SAS−1 is of the form (1.22).

Remark 1.8.7. Since the generalized eigenspace corresponding to λj has dimen-
sion mj , the multiplicity of λj , the size of the collection of blocks corresponding
to λj in the Jordan canonical form (1.22) is unique. Then, by Remark 1.8.4, for
each λj , the number of Jordan blocks and their respective sizes is also unique.

1.9 The Jordan-Chevalley Decomposition

Suppose that V is a vector space of dimension n over F and that T ∈ L(V ).

Since dim(L(V )) = n2, the operators IV , T, T
2, . . . T n

2

are linearly dependent
in L(V ). We thus have a relation

Q(T ) := a0IV + a1T + a2T
2 + · · · + an2T n

2

= 0 (1.26)
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such that not all coefficients ai are 0.

A monic polynomial p(z) is a polynomial in z whose highest degree coefficient
is 1. Thus we may write p(z) = zm + am−1z

m−1 + · · · + a1z + a0.

Proposition 1.9.1. Let T ∈ L(V ), and let p(z) be a monic polynomial of
smallest positive degree such that p(T ) = 0. If s(z) is any polynomial such that
s(T ) = 0, then p(z) divides s(z).

Proof. By the Euclidean algorithm (i.e., long division), we have

s(z) = q(z)p(z) + r(z),

where q(z) and r(z) are polynomials with deg r(z) < deg p(z). Replacing z by
T in the above we obtain

s(T ) = q(T )p(T ) + r(T )

=⇒ 0 = r(T ),

which by the minimality of p implies that r(z) = 0.

It follows that there is only one such polynomial p(z). We call this polynomial
the minimal polynomial of T ∈ L(V ), and denote it by Pmin(z). From (1.26),
any minimal polynomial of T has degree ≤ n2, and better yet, by the Cayley-
Hamilton Theorem, it must have degree ≤ n.

The following is an immediate consequence of Proposition 1.9.1.

Corollary 1.9.2. The minimal polynomial of T divides the characteristic poly-
nomial of T .

Proposition 1.9.3. Let V be a complex vector space and T ∈ L(V ). Then the
roots of the minimal polynomial of T are precisely its eigenvalues.

Proof. Let λ be an eigenvalue of T , and let v eigenvector corresponding to λ.
Then since v 6= 0,

0 = Pmin(T )(v) = Pmin(λ)v =⇒ Pmin(λ) = 0.

Conversely, suppose that λ is a root of Pmin. Then by Proposition 1.9.2, λ is a
root of the characteristic polynomial of T , whence λ is an eigenvalue of T .

If the eigenvalues of T all have multiplicity 1; that is, if the characteristic poly-
nomial of T is of the form χ(z) =

∏n
i=1(z − λi), with the λi distinct, then, by

Corollary 1.9.2 and Proposition 1.9.3, the characteristic polynomial coincides
with the minimal polynomial. On the other hand, if T is scalar multiplication,
T = λIV , then the minimal polynomial of T is z − λ, whereas its characteristic
polynomial is (z − λ)n.
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Exercise 1.9.4. Let T be the linear operator on a 6-dimensional complex vector
space whose Jordan matrix is




λ1 1 0

λ1 1
. . .

λ1

. . . λ2 1
λ2

0 λ2




(1.27)

Find the minimal polynomial of T . For any T ∈ L(V ), formulate a theorem
stating what the minimal polynomial is in terms of its Jordan matrix.

Exercise 1.9.5. Suppose that V is a vector space over C, and that T ∈ L(V )

has characteristic polynomial χ(z) =
∏k
i=1(z − λi)

mi and minimal polynomial

Pmin(z) =
∏k
i=1(z − λi)

ri . Suppose that Vi is the generalized eigenspace corre-
sponding to λi. Prove that

ri = min{r | (T − λiIV )r|Vi
= 0}.

Exercise 1.9.6. Suppose that T ∈ L(V ) and v ∈ V . Prove that there is a
unique monic polynomial s(z) of lowest degree such that s(T ) v = 0. Then
prove that s(z) divides the minimal polynomial of T .

Exercise 1.9.7. Give an example of an operator on C4 whose characteristic
polynomial is z(z− 1)2(z− 2) and whose minimal polynomial is z(z− 1)(z− 2).

Let λ1, . . . , λk be the distinct eigenvalues of T . The operator T is said to be
semisimple if the minimal polynomial of T is (z − λ1) · · · (z − λk).

Proposition 1.9.8. T is semisimple if and only if it is diagonalizable; that
is, there is a basis of V such that the matrix of T with respect to this basis is
diagonal.

Proof. Let λ1, . . . , λk be the distinct eigenvalues of T .

Suppose first that T is diagonalizable. Then there is a basis of V consisting of
eigenvectors of T . Let V1(= ker(T−λ1IV )) be the eigenspace of T corresponding
to λ1, V2 the eigenspace corresponding to λ2, etc. Then we must have V =
V1 ⊕ · · · ⊕ Vk. For each j, the restriction (T − λjIV )|Vj

is obviously identically
0. Hence (T − λ1IV ) · · · (T − λkIV ) ≡ 0. so the minimal polynomial of T is
(z − λ1) · · · (z − λk), and T is semisimple.

Next, we assume that T is semisimple, and try to prove that T is diagonaliz-
able. If Vj is the generalized eigenspace corresponding to λj , we have the direct
decomposition

V =
k⊕

j=1

Vj
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Vj is invariant under T − λiIV , and if i 6= j, the restriction (T − λiIV )|Vj is
invertible, for if v ∈ Vj satisfies (T −λiIV )(v) = 0, then v ∈ Vj ∩Vi = {0}. Thus

the restriction of
∏
i6=j(T −λiIV ) to Vj is invertible. Since

∏k
i=1(T −λiIV ) = 0,

we see that T − λjIV ≡ 0 on Vj , so T is just scalar multiplication by λj on
Vj .

Note: Most authors define a semisimple linear operator as one which is diagonal-
izable. But our definition allows us more flexibility, as the following proposition
shows.

Proposition 1.9.9. Suppose that T ∈ L(V ) is semisimple, and that W is a
subspace of V invariant under T . Then the restriction T |W is semisimple.

Proof. Let Pmin(z) denote the minimal polynomial of T . We have Pmin(T |W ) =
Pmin(T )|W = 0, so the minimal polynomial of T |W divides Pmin(z). This mini-
mal poynomial must then be of the form

∏
i∈J (z − λi), where J is a subset of

the set of eigenvalues of T .

Consider now the Jordan matrix of the linear operator T on C6 in Exercise
1.9.4. Let S be the semisimple linear operator on C6 whose matrix with respect
to this Jordan basis of T is




λ1 0

λ1
. . .

λ1

. . . λ2

λ2

0 λ2




and let N be the nilpotent operator with matrix




0 1 0

0 1
. . .

0
. . . 0 1

0
0 0




Then T = S + N , and it is easy to check that S and N commute. Using its
Jordan matrix, it is easy to see that, in fact, any linear operator T on V has
a Jordan-Chevalley decomposition T = S +N , where S is semisimple and N is
nilpotent, and S and N commute. S and N satisfy a few additional properties,
given in Theorem 1.9.14 below.
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Lemma 1.9.10. (The Chinese Remainder Theorem) Suppose that p1(z), . . . , pm(z)
are nonconstant polynomials which are pairwise relatively prime. If r1(z), . . . , rm(z)
are any polynomials, then then is a polynomial P (z) such that P (z) ≡ rj(z)
mod pj(z), for all j.

Proof. For each j, let Qj(z) =
∏
i6=j pi(z). Then there exist polynomials Aj(z)

and Bj(z) such that Aj(z)pj(z) +Bj(z)Qj(z) = 1. Now put

P (z) =

m∑

i=1

ri(z)Bi(z)Qi(z).

For i 6= j, pj(z) divides Qi(z), so

P (z) ≡
m∑

i=1

ri(z)Bi(z)Qi(z) mod pj(z)

≡ rj(z)Bj(z)Qj(z) mod pj(z)

≡ rj(z) (1 −Aj(z)pj(z)) mod pj(z)

≡ rj(z) mod pj(z)

The Chinese Remainder Theorem, properly formulated, holds for all principal
ideal domains, and in fact for all commutative rings with identity. The original
form of the theorem, as it pertains to the integers, appeared in a third-century
AD book by the mathematician Sun Tzu [11] (not the same guy who wrote The
Art of War).

Proposition 1.9.11. Suppose that S1 and S2 are two diagonalizable linear
operators on V . Then S1S2 = S2S1 if and only if S1 and S2 are simultaneously
diagonalizable; that is, if and only if there is a basis of V for which the matrices
of S1 and S2 are both diagonal.

Proof. Since diagonal matrices of the same size commute, it is clear that if S1

and S2 are simultaneously diagonalizable, then they commute.

Conversely, let us assume that S1 and S2 are diagonalizable linear operators
such that S1S2 = S2S1. Let λ1, . . . , λk be the distinct eigenvalues of S1, with
respective eigenspaces V1, . . . , Vk. Then V =

⊕k
i=1 Vi. Since S1 and S2 com-

mute, each eigenspace Vi is invariant under S2. Then by Lemma 1.9.9, the
restriction S2|Vi

is diagonalizable. Choose a basis of Vi for which the matrix of
S2|Vi

is diagonal. Then, combining the bases of the Vi, we obtain a basis of V
for which the matrices of S1 and S2 are both diagonal.

In particular, this proposition says that S1 + S2 must be semisimple!
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Exercise 1.9.12. Show that if {S1, . . . , sm} are pairwise commuting semisimple
elements of L(V ), then there exists a basis of V for which the matrices of
{S1, . . . , sm} are all diagonal.

Lemma 1.9.13. Let N1 and N2 be commuting nilpotent linear operators on a
vector space V . Then N1 +N2 is nilpotent.

Proof. Assume that Nm1

1 = 0 and Nm2

2 = 0. Since N1 and N2 commute, we
can apply the binomial theorem to obtain, for any m ∈ N,

(N1 +N2)
m =

m∑

k=0

(
m

k

)
Nk

1N
m−k
2

It follows immediately that (N1 +N2)
m1+m2 = 0.

Theorem 1.9.14. (The Jordan-Chevalley Decomposition) Let V be a complex
vector space, and let T ∈ L(V ). Then there exists a polynomial p(z) such that
if q(z) = z − p(z), the following properties hold:

1. S := p(T ) is semisimple and N := q(T ) is nilpotent;

2. Any linear operator which commutes with T must commute with both S
and N ;

3. If S′ and N ′ are commuting semisimple and nilpotent operators, respec-
tively, such that T = S′ +N ′, the S′ = S and N ′ = N ; and

4. If A ⊂ B ⊂ V are subspaces, and if T : B → A, then so do S and N .

Proof. Let λ1, . . . , λk be the distinct eigenvalues of T , and assume that the
minimal polynomial of T is Pmin(z) =

∏k
i=1(z − λi)

ri . Now according to the
Chinese Remainder Theorem, there exists a polynomial p(z) such that, for each
i,

p(z) ≡ λi mod (z − λi)
ri (1.28)

p(z) ≡ 0 mod z (1.29)

(In case one of the λi’s equals 0, then (1.28) implies (1.29), so the second
condition above is superfluous. Condition (1.29) is really only needed to prove
the technical conclusion (4) above.)

Let Vi be the generalized eigenspace of T corresponding to λi. Then we have
the direct decomposition

V =
k⊕

i=1

Vi.

Each Vi is invariant under T , hence is invariant under p(T ). Now by Exercise
1.9.5, (T − λiIV )ri vanishes on Vi, so by the relation (1.28) above, we see that
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the operator p(T )−λiIV is identically 0 on Vi. Thus p(T )v = λiv for all v ∈ Vi,
and it follows that p(T ) is semisimple on V .

For any v ∈ Vi, we also have q(T )v = (T − p(T ))(v) = (T − λiIV )v, so (since
(T −λiIV )ri = 0 on Vi), we see that q(T ) is nilpotent on Vi, with q(T )ri ≡ 0 on
Vi. Putting R = max1≤i≤k ri, we have q(T )R = 0 on V , so q(T ) is a nilpotent
operator.

Since S = p(T ) and N = q(T ) are polynomials in T , they commute, and in
addition, any linear operator which commutes with T must commute with S
and N . By 1.29, p(z) and q(z) have constant term equal to 0, so clearly S and
N satisfy statement (4) above.

The only thing left to prove is the uniqueness statement (3). So let S′ and N ′ be
commuting semisimple and nilpotent linear operators, respectively, on V , such
that T = S′ + N ′. Then S′ and N ′ commute with T , and so must commute
with both S and N . We then have

S − S′ = N ′ −N

Since S and S′ are commuting semisimple operators, the left hand side above
is a semisimple operator by Lemma 1.9.11. On the other hand, since N and N ′

commute, the right hand side above is a nilpotent operator, by Lemma 1.9.13.
The only eigenvalue of S − S′ is therefore 0, whence S − S′ = 0. Therefore,
N ′ −N = 0.

1.10 Symmetric Bilinear Forms

Let V be a vector space over F. A bilinear form on V is a map

〈 , 〉 : V × V → F (1.30)

(v, w) 7→ 〈v, w〉
which is linear in each of its two arguments:

〈αv + βv′, w〉 = α〈v, w〉 + β〈v′, w〉
〈v, αw + βw′〉 = α〈v, w〉 + β〈v, w′〉,

for all v, v′, w, w′ ∈ V and all α, β ∈ F.

Example 1.10.1. The dot product on Rn is a bilinear form. More generally,
an inner product on a real vector space V is a bilinear form.

Example 1.10.2. Let A be any n× n matrix over F. Using the matrix A, we
can define a bilinear form on Fn by putting

〈x, y〉 = txAx for all x, y ∈ Fn

As a special case, when A = In and F = R, we obtain the dot product on Rn.
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Let 〈 , 〉 be a bilinear form on V . Fix a basis B = (v1, . . . , vn) of V . The
matrix of 〈 , 〉 with respect to B is the n × n matrix A whose (i, j) entry is
aij = 〈vi, vj〉. This matrix A completely determines the bilinear form, since
each vector in V is a unique linear combination of the basis vectors in B:

v =
n∑

i=1

xivi and w =
n∑

j=1

yjvj =⇒ 〈v, w〉 =
n∑

i=1

n∑

j=1

xiaijyj (1.31)

Given the basis B of V , we have a coordinate map [ · ]B from V onto Fn with
respect to B: namely, if v ∈ V , then

[v]B =




x1

...
xn


 ⇐⇒ v =

n∑

i=1

xivi.

The coordinate map v 7→ [v]B is a linear isomorphism from V onto Fn.

Exercise 1.10.3. If T ∈ L(V ) with matrix MB,B(T ) with respect to B, show
that [Tv]B = MB,B(T )[v]B , for all v ∈ V .

Now again let 〈 , 〉 be a bilinear form on V , and let A be its matrix with
respect to the basis B of V . Let v =

∑n
i=1 xivi and w =

∑n
j=1 yjvj be vectors

in V . Then by (1.30), we have

〈v, w〉 =

n∑

i=1

n∑

j=1

xiaijyj

=
(
x1 · · · xn

)



a11 a1n

· · ·
an1 ann







y1
...
yn




= t[v]B A [w]B (1.32)

Thus Example 1.10.2 essentially gives us all bilinear forms on V , once we’ve
fixed a basis B of V .

A bilinear form 〈 , 〉 is called nondegenerate if, whenever v is a nonzero vector
in V , there is a w ∈ V such that 〈v, w〉 6= 0. The choice of the vector w, which
is necessarily nonzero, depends on the vector v.

Theorem 1.10.4. Let 〈 , 〉 be a bilinear form on V , and let A be its matrix
with respect to a given basis B of V . Then 〈 , 〉 is nondegenerate if and only
if A is nonsingular.

Proof. Suppose that A is nonsingular. Let v be a nonzero vector in V . Then
[v]B is a nonzero vector in Fn. Since A is nonsingular, its rows are linearly

38



independent, so t[v]BA is a nonzero row matrix. Hence there exists an element
y ∈ Fn such that t[v]BAy 6= 0. If we let w ∈ V be the vector such that [w]B = y,
then according to (1.32), we have 〈v, w〉 6= 0. Thus 〈 , 〉 is nondegenerate.

Suppose next that A is singular. Then its rows are linearly dependent, so there
is an x 6= 0 in Fn such that txA = 0. Let v be the vector in V such that
[v]B = x. Then according to (1.32), we get 〈v, w〉 = 0 for all w ∈ V . This shows
that 〈 , 〉 is not nondegenerate; i.e., is degenerate.

Example 1.10.5. Let

A =

(
1 1

−1 1

)

Then the bilinear form on R2 given by (x, y) = txAy is nondegenerate.

Example 1.10.6. Let Jn be the 2n× 2n matrix which is given in block form
as

Jn =

(
0 In

−In 0

)
, (1.33)

where the “0” in the matrix above refers to the zero n × n matrix. Note that
Jn is nonsingular, with inverse J−1

n = −Jn. Jn gives rise to a nondegenerate
symmetric bilinear form on F2n given by

〈x, y〉 = txJn y for all x, y ∈ F2n

When F = R, we call this form the standard symplectic form on R2n.

Let A be a square matrix with entries in F. A is said to be symmetric if tA = A.
If A = (aij), this is equivalent to the condition that aij = aji for all i and
j. A is called skew-symmetric if tA = −A. This is equivalent to the condition
aij = −aji for all i, j. Note that the diagonal entries of a skew-symmetric matrix
are all 0.

A symmetric bilinear form on a vector space V is a bilinear form 〈 , 〉 on V such
that 〈v, w〉 = 〈w, v〉 for all v, w ∈ V . The dot product on Rn, or more generally,
any inner product on a real vector space, is an example of a (nondegenerate)
symmetric bilinear form.

Again fix a basis B = (v1, . . . , vn) of V , and let A be the matrix of 〈 , 〉
with respect to B. If 〈 , 〉 is symmetric, then A is a symmetric n× n matrix:
aij = 〈vi, vj〉 = 〈vj , vi〉 = aji.

Conversely, it is an easy calculation using (1.31) to show that if A is a symmetric
matrix, then 〈 , 〉 is a symmetric bilinear form on V .

Suppose that 〈 , 〉 is a symmetric bilinear form on a vector space V over F.
For any subspace W of V , the orthogonal complement of W is the set

W⊥ = {v ∈ V | 〈v, w〉 = 0 for all w ∈W}.
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It is easy to see that W⊥ is a subspace of V . Note that V ⊥ = {v ∈ V | 〈v, v′〉 =
0 for all v′ ∈ V }, so 〈 , 〉 is nondegenerate if and only if V ⊥ = {0}.

For any v ∈ V , we let fv be the linear functional on V given by fv(v
′) = 〈v, v′〉,

for all v′ ∈ V .

Proposition 1.10.7. Suppose that 〈 , 〉 is nondegenerate. If W is a subspace
of V , then the map v 7→ fv|W is a linear map of V onto the dual space W ∗,
with kernel W⊥.

Proof. The map f : V → V ∗ given by v 7→ fv is easily seen to be linear. Its
kernel is V ⊥ = {0}, since 〈 , 〉 is nondegenerate. Since dimV = dimV ∗, f is
onto, and we conclude that any element of V ∗ is of the form fv, for a unique
v ∈ V .

Next we prove that any linear functional on W can be extended to a linear
functional on V . To be precise, suppose that g ∈ W ∗. Choose any subspace U
of V complementary to W , so that V = W ⊕U . Then define the function G on
V by G(w + u) = g(w) for all w ∈ W and all u ∈ U . G is a well-defined linear
functional on V such that G|W = g.

The restriction map f 7→ f |W is a linear map from V ∗ to W ∗, and the above
shows that it is surjective. Since the map v 7→ fv is a linear bijection from V
onto V ∗, we see that the composition v 7→ fv|W is a surjective linear map from
V onto W ∗. The kernel of this map is clearly W⊥.

This proposition implies that

dimW⊥ = dimV − dimW ∗ = dimV − dimW. (1.34)

Later, we will make use of the following remarkable fact from linear algebra.
(See [1], Theorem 7.9, where it is stated for more general normal matrices.)

Theorem 1.10.8. Let A be a symmetric n×n matrix over F. Then there exists
an n× n matrix U such that UAU−1 is a diagonal matrix.
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Chapter 2

Lie Algebras: Definition

and Basic Properties

2.1 Elementary Properties

Let A be a vector space over F. A is said to be an algebra over F if there is a
binary operation (a “product”) on A

A×A → A
(a, b) 7→ a.b

such that for all a, b, c ∈ A and α, β ∈ F, we have

a.(b+ c) = a.b+ a.c

(a+ b).c = a.c+ b.c

α(a.b) = (αa).b = a.(αb).

The algebra A is commutative, or abelian, if a.b = b.a for all a, b ∈ A. A is
associative if a.(b.c) = (a.b).c for all a, b, c ∈ A.

There are numerous examples of algebras. Here are but a pitiful few:

1. P [z1, . . . , zn], the algebra of polynomials in the variables z,, . . . , zn, wth
coefficients in F, is a commutative, associative algebra over F.

2. The vector spaceMn(F) of n×nmatrices with entries in F is an associative
(but not commutative) algebra over F, of dimension n2.

3. The vector space L(V ) is an associative algebra under composition of
linear operators. If we fix a basis B of V and identify each T ∈ L(V )
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with its matrix MB(T ), then by (1.6), we see that L(V ) is the same as
the algebra MdimV (F).

4. The algebra H of quaternions is the vector space R4, in which each element
is written in the form a = a0 + a1i + a2j + a3k (with a0, . . . , a3 ∈ R),
and in which the multiplication is defined by the following rule, extended
distributively:

i2 = j2 = k2 = −1

ij = −ji = k

jk = −kj = i (2.1)

ki = −ik = j

Then H is a 4-dimensional algebra over R, or a 2-dimensional algebra over
C (with basis (1, j)). It is associative but not commutative.

5. The exterior algebra ΛV of a vector space V over F, with wedge multi-
plication, is an associative, noncommutative algebra over F, of dimension
2dimV .

Definition 2.1.1. Let g be an algebra over F, with product [x, y]. g is called a
Lie algebra if

[x, x] = 0 for all x ∈ g (2.2)

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ g (2.3)

The multiplication on the Lie algebra g is called the Lie bracket. Any algebra
product which satisfies (2.2) is said to be anticommutative. The identity (2.3)
is called the Jacobi identity.

Note: We have adopted the common practice of Lie theorists (those who study
Lie groups and Lie algebras) to use lowercase gothic letters to denote Lie alge-
bras, and to use g to denote a typical Lie algebra. I don’t know exactly how
this practice came about, but I suspect that it may have had something to do
with Hermann Weyl, a German who was the leading practitioner of Lie theory
(and many other types of mathematics) in the mid-20th century.

Proposition 2.1.2. The condition (2.2) is equivalent to the condition that

[x, y] = −[y, x]

for all x, y ∈ g.

Proof. Suppose that [x, y] = −[y, x] for all x, y ∈ g. then [x, x] = −[x, x] =⇒
[x, x] = 0 for all x ∈ g.
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Conversely, if [x, x] = 0 for all x ∈ g, then for all x, y ∈ g,

0 = [x+ y, x+ y] = [x, x] + [x, y] + [y, x] + [y, y] = [x, y] + [y, x]

=⇒ [x, y] = −[y, x]

Proposition 2.1.3. The Jacobi identity is equivalent to its alter ego:

[[x, y], z] + [[y, z], x] + [[z, x], y] = 0. (2.4)

Proof. Easy, just multiply the Jacobi identity by −1 and use the preceding
proposition.

We now consider some examples of Lie algebras.

Example 2.1.4. An abelian Lie algebra is one in which the Lie bracket is
commutative. Thus, in an abelian Lie algebra g, [x, y] = [y, x], for all x, y ∈ g.
But then, we also have [x, y] = −[y, x], so [x, y] = 0 for all x, y ∈ g. Thus the
Lie bracket in an abelian Lie algebra is identically 0.

Conversely, if we define the bracket on a vector space V by [x, y] = 0 for all
x, y ∈ V , we see that the conditions (2.2) and (2.3) are immediately satisfied.
Thus, any vector space may be endowed with the (obviously trivial) structure
of an abelian Lie algebra.

Exercise 2.1.5. In R3, show that

~a× (~b× ~c) = (~a · ~c)~b − (~a ·~b)~c.

Then show that the cross product is a Lie bracket on the real vector space R3,
so that R3 is a 3-dimensional Lie algebra over R.

Example 2.1.6. Here’s a great source of Lie algebras: take any associative
algebra A, and define a Lie bracket on A by putting

[x, y] := xy − yx

Of course we need to verify that [x, y] is indeed a Lie bracket on A. But the
anticommutativity is obvious, and the verification of the Jacobi identity is a
routine calculation:

[x, [y, z]] + [y, [x, z]] + [z, [x, y]]

= x(yz − zy) − (yz − zy)x+ y(xz − zx) − (xz − zx)y + z(xy − yx) − (xy − yx)z

= xyz − xzy − yzx+ zyx+ yxz − yzx− xzy + zxy + zxy − zyx− xyz + yxz

= 0.
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The Lie bracket [x, y] defined above is called the commutator product of x and
y.

The associative algebra Mn(F) of n × n matrices can therefore be given a Lie
algebra structure. So equipped, we will refer to this Lie algebra as gl(n,F).

Example 2.1.7. Let V be an n-dimensional vector space over F. As we have
already seen, L(V ) is an associative algebra of dimension n2, and if we fix a basis
B of V , L(V ) is isomorphic (as an associative algebra) to Mn(F) under the map
T 7→MB,B(T ). From the preceding example, L(V ) has a Lie algebra structure,
given by [S, T ] = ST − TS. The notation gl(V ) will denote the associative
algebra L(V ) when it is given this Lie algebra structure

Example 2.1.8. Here’s another construction which produces lots of Lie alge-
bras. Suppose that A is any algebra – not necessarily commutative or asociative
– over F. A derivation of A is a linear operator D on A which satisfies Leibniz’
rule with respect to the product on A:

D(a.b) = D(a).b+ a.D(b) for all a, b ∈ A (2.5)

Let Der(A) be the set of all derivations of A. We want to show that Der(A)
has the structure of a Lie algebra, under an appropriate definition of the Lie
bracket.

First, we routinely verify that Der(A) is a vector space, or more precisely, a
subspace of L(A). To accomplish this, we just need to establish that:

1. If D1 and D2 belong to Der(A), then so does D1 +D2.

2. If D ∈ Der(A) and λ ∈ F, then λD ∈ Der(A).

Exercise 2.1.9. Verify (1) and (2) above.

Next, for any D1 and D2 in Der(A), we define [D1, D2] to be the commutator
product D1D2−D2D1. Clearly [D1, D2] ∈ L(A). We now claim that [D1, D2] ∈
Der(A). This claim is verified by another routine calculation: for any a, b ∈ A,
we have

[D1, D2](a.b) = (D1D2 −D2D1)(a.b)

= D1D2(a.b) −D2D1(a.b)

= D1(D2(a).b+ a.D2(b)) −D2(D1(a).b+ a.D1(b))

= (D1D2(a)).b+D2(a).D1(b) +D1(a).D2(b) + a.(D1D2(b))

− (D2D1(a)).b−D1(a).D2(b) −D2(a).D1(b) − a.(D2D1(b))

= (D1D2 −D2D1)(a).b+ a.(D1D2 −D2D1)(b)

= [D1, D2](a).b+ a.[D1, D2](b)
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It is not difficult to verify that Der(A), equipped with the commutator product,
is an algebra. In order to prove that it is a Lie algebra, we need to check
that [ , ] is anticommutative and satisfies the Jacobi identity. But clearly,
[D,D] = 0 for all D ∈ Der(A), and the Jacobi identity is verified by exactly the
same calculation as in Example 2.1.6.

Definition 2.1.10. Let g be a Lie algebra over F and s a vector subspace of g.
We say that s is a Lie subalgebra of g if s is closed under the Lie bracket in g.
That is, s is a Lie subalgebra of g if [x, y] ∈ s whenever x, y ∈ s.

Example 2.1.11. If A is an algebra over F, then Der(A) is a Lie subalgebra
of the Lie algebra gl(A).

Example 2.1.12. Any one-dimensional subspace Fx of a Lie algebra g is an
abelian Lie subalgebra of g, for [cx, dx] = cd[x, x] = 0 for all c, d ∈ F.

Example 2.1.13. Suppose that A is an associative algebra over F, and that B
is a subalgebra of A. That is, B is a vector subspace of A such that b1b2 ∈ B
whenever b1 and b2 are in B. Then by Example 2.1.6, B is a Lie algebra under
the commutator product [x, y] = xy − yx, and is in fact a Lie subalgebra of A.

For example, the vector space Tn(F) of all upper triangular matrices



t1 ∗
. . .

0 tn




is a subalgebra of the associative algebraMn(F). (For this, we just need to verify
that the product of any two upper triangular matrices is upper triangular.)
Hence, equipped with the commutator product, the Lie algebra Tn(F) is a Lie
subalgebra of the Lie algebra gl(n,F).

Definition 2.1.14. Let g be a Lie algebra over F and let s be a vector subspace
of g. We say that s is an ideal of g if [s, x] ∈ s whenever s ∈ s and x ∈ g.

Thus, the ideal s “absorbs” elements of g under the Lie bracket. An ideal s of
a Lie algebra g is obviously a Lie subalgebra of g.

Example 2.1.15. Let sl(n,F) denote the set of all n×nmatricesX with entries
in F such that tr(X) = 0. Since the trace map

gl(n,F) → F
X 7→ tr(X)

is a surjective linear functional on gl(n,F), we see that sl(n,F) = ker(tr) is a
vector subspace of gl(n,F), of dimension n2 − 1. We claim that sl(n,F) is an
ideal of gl(n,F). For this, we just need to verify that tr[X,Y ] = 0 whenever
X ∈ sl(n,F) and Y ∈ gl(n,F).

But in fact, it turns out that for any X and any Y in gl(n,F), we have tr[X,Y ] =
tr(XY − Y X) = tr(XY ) − tr(Y X) = 0! Thus sl(n,F) is an ideal of gl(n,F).
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Example 2.1.16. Let V be a nonzero vector space over F, and let sl(V ) =
{T ∈ gl(V ) | tr(T ) = 0}. Then just as in the preceding example, it is easy to
prove that sl(V ) is an ideal of gl(V ).

The next proposition gives rise to a large class of the so-called classical simple
Lie algebras.

Proposition 2.1.17. Let S be a nonsingular n× n matrix over F. Then let

g := {X ∈ gl(n,F) |S tX S−1 = −X} (2.6)

Then g is a Lie subalgebra of gl(n,F). Moreover, g ⊂ sl (n,F).

Proof. It is straightforward to check that g is a subspace of gl(n,F). What’s
important is to prove that g is closed under the Lie bracket in gl(n,F). That is,
we must prove that [X,Y ] ∈ g whenever X and Y are in g.

But then, for X, Y ∈ g,

S( t[X,Y ])S−1 = S( t(XY − Y X))S−1

= S( tY tX − tX tY )S−1

= S( tY tX)S−1 − S( tX tY )S−1

= (S tY S−1)(S tX S−1) − (S tX S−1) (S tY S−1)

= (−Y )(−X) − (−X)(−Y )

= (Y X −XY )

= −[X,Y ],

which shows that [X,Y ] indeed belongs to g.

For any X ∈ g, we have tr (S tX S−1) = tr (−X), which gives trX = −trX ,
and so trX = 0. Thus g is a subalgebra of sl (n,F).

Example 2.1.18. When we let S = In in Proposition 2.1.17, we obtain the
Lie algebra so(n,F) = {X ∈ gl(n,F) | tX = −X}. so(n,F) consists of all skew-
symmetric matrices in F.

By convention, the real Lie algebra so (n,R) is often simply written as so (n).

Example 2.1.19. Let Jn be the 2n× 2n matrix given in block form by (1.33):

Jn =

(
0 In

−In 0

)
,

If we apply Proposition 2.1.17 to S = Jn, then we obtain the symplectic Lie
algebra sp(n,F), given by

sp(n,F) := {X ∈ gl(2n,F) | Jn tX J−1
n = −X}
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Exercise 2.1.20. (Easy exercise.) Show that if X is a 2n × 2n matrix, then
X ∈ sp(n,F) if and only if X has block form

(
A B
C − tA

)
, (2.7)

where A is an arbitrary n×nmatrix, and B and C are symmetric n×n matrices
over F.

Example 2.1.21. Let n = p+ q, where p, q ∈ Z+. If in Proposition 2.1.17, we
let S be the (p+ q) × (p+ q) matrix which in block form is given by

S = Ip,q :=

(
−Ip 0p×q
0q×p Iq

)
, (2.8)

then we obtain the Lie subalgebra

so (p, q,F) = {X ∈ gl (p+ q,F) | Ip,q tX Ip,q = −X} (2.9)

of sl (p + q,F). When F = R, this Lie algebra is denoted simply by so (p, q).
Note that so (p, 0,F) = so (0, p,F) = so (p,F).

We recall that the adjoint, or transposed conjugate, of a complex matrix X is
the matrix X∗ = tX.

Proposition 2.1.22. Let S be a nonsingular complex n× n matrix, and let

g = {X ∈ gl (n,C) |S X∗ S−1 = −X}. (2.10)

Then g is a Lie subalgebra of gl (n,C).

The easy proof, which is quite similar to that of Proposition 2.1.17, will be
omitted.

Example 2.1.23. In Proposition 2.1.22, if we let S = In, we get the Lie algebra

u (n) = {X ∈ gl (n,C) |X∗ = −X} (2.11)

of skew-Hermitian matrices. Intersecting this with sl (n,C), we get the Lie
algebra

su (n) = u (n) ∩ sl (n,C) (2.12)

of skew-Hermitian matrices of trace 0. (Here we are using the easily checked fact
that the intersection of two Lie subalgebras of a Lie algebra g is a Lie subalgebra
of g.)
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Example 2.1.24. If n = p+ q and if, in Proposition 2.1.22, we let S = Ip,q, as
in equation 2.8, then we obtain the Lie subalgebra

u(p, q) = {X ∈ gl (p+ q,C) | Ip,qX∗ Ip,q = −X} (2.13)

of gl (p+ q,C). The intersection u(p, q) ∩ sl (p+ q,C) is denoted by su(p, q).

Exercise 2.1.25. Show that sl(n,F), so(n,F), and sp(n,F) are all invariant
under the transpose map X 7→ tX . Show that u(n), su(n), u(p, q), and su(p, q)
are all invariant under the adjoint map X 7→ X∗.

Example 2.1.26. Suppose that 〈 , 〉 is a bilinear form on a vector space V
over F. Let g denote the set of all T ∈ L(V ) which satisfies Leibniz’ rule with
respect to 〈 , 〉:

〈T (v), w〉 + 〈v, T (w)〉 = 0 for all v, w ∈ V

It is easy to check that g is a vector subspace of L(V ). Let us show that g is a
Lie subalgebra of gl(V ) under the commutator product. Suppose that S and T
are in g. Then for any V, w ∈ V , we have

〈(ST − TS)(v), w〉 = 〈ST (v), w〉 − 〈TS(v), w〉
= −〈T (v), S(w)〉 + 〈S(v), T (w)〉
= 〈v, TS(w)〉 − 〈v, ST (w)〉
= −〈v, (ST − TS)(w)〉

This shows that [S, T ] = ST −TS ∈ g. The Lie algebra g is sometimes denoted
so (V ).
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Chapter 3

Basic Algebraic Facts

In this section we explore the basic algebraic properties satisfied by all Lie
algebras. Many of these properties, properly formulated, are shared by general
algebras.

3.1 Structure Constants.

Suppose that g is a Lie algebra over F, and that B = (x1, . . . , xn) is a basis of
g. Then there exist unique scalars ckij (1 ≤ k ≤ n) such that

[xi, xj ] =

n∑

k=1

ckijxk (3.1)

for all 1 ≤ i, j ≤ n. The scalars ckij are called the structure constants of g relative
to the given basis B. Since every element of g is a unique linear combination of
the basis vectors in B, we see that the structure constants completely determine
the Lie bracket [x, y], for any x, y ∈ g.

From the anticommutativity (2.2) and the Jacobi identity (2.3), we see that the
structure constants ckij satsify the relations

ckji = −ckij (3.2)
n∑

r=1

(cmirc
r
jk+c

m
jrc

r
ki + cmkrc

r
ij) = 0, (3.3)

for all i, j, k,m.

Conversely, suppose that there exist n3 constants ckij in F satisfying the relations
(3.2) and (3.3). Then it can be shown, by a straightforward computation, that

49



if g is a vector space with basis B = (x1, . . . , xn) and we define a bilinear binary
operation [ , ] on g via (3.1), then this binary operation is anticommutative
and satisfies the Jacobi identity.

Thus a Lie algebra g is completely determined by its structure constants and
the relations (3.1) on a given basis (x1, . . . , xn).

In this course, we will not be making much use of structure constants.

3.2 Quotient Algebras, Homomorphisms, and Iso-

morphisms.

Let h and u be subalgebras of a Lie algebra g. Then the subspace h∩ u is easily
checked to be a Lie subalgebra of g. In addition, if one of them is an ideal of g,
then h + u is a subalgebra of g.

If U and W are nonempty subsets of g, we define [U,W ] to be the subspace
spanned by all [u,w], where u ∈ U, w ∈ W . Thus a subspace U of g is a
subalgebra if and only if [U,U ] ⊂ U .

Let a be an ideal of a Lie algebra g. The quotient space g/a has a (natural) Lie
algebra structure, in which the Lie bracket is defined by

[x+ a, y + a] = [x, y] + a (3.4)

The binary operation on g/a given by 3.4 is well-defined: if x+ a = x1 + a and
y + a = y1 + a, then x1 − x ∈ a and y1 − y ∈ a, so

[x1, y1] = [x+ (x1 − x), y + (y1 − y)]

= [x, y] + [x1 − x, y] + x, y1 − y] + [x1 − x, y1 − y]

Since the last three terms above belong to a, we therefore have [x1, y1] + a =
[x, y] + a. It is easy to verify that the binary operation (3.4) on g/a is a Lie
bracket on g/a. We call the quotient space g/a, equipped with this Lie bracket,
the quotient Lie algebra of g by a.

Example 3.2.1. We saw in Example 2.1.15 that sl(n,F) is an ideal of gl(n,F),
of dimension n2 − 1. The quotient Lie algebra k = gl(n,F)/sl(n,F) is one-
dimensional, and so must be abelian. The fact that k is abelian is also easy to
see because [X,Y ] ∈ sl(n,F) for all X, Y ∈ gl(n,F).

Let g and m be Lie algebras. A homomorphism from g to m is a linear map
ϕ : g → m such that

ϕ[x, y] = [ϕ(x), ϕ(y)],
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for all x, y ∈ g. An isomorphism is a one-to-one, onto, homomorphism. We
say that Lie algebras g and m are isomorphic, written g ∼= m, if there exists an
isomorphism ϕ : g → m. An automorphism of g is an isomorphism of g onto g.

As an example, if a is an ideal of g, then the natural projection

π :g → g/a

x 7→ x+ a

is a surjective Lie algebra homomorphism.

If ϕ : g → m is a homomorphism, then kerϕ is an ideal of g. In fact, if x ∈ kerϕ
and y ∈ g, then

ϕ[x, y] = [ϕ(x), ϕ(y)] = [0, ϕ(y)] = 0,

so [x, y] ∈ kerϕ.

Exercise 3.2.2. Show that if g is a two-dimensional Lie algebra over F, then
either g is abelian, or g has a basis (x, y) such that [x, y] = y. Thus, up to
isomorphism, there are only two Lie algebras of dimension 2 over F.

Exercise 3.2.3. Let so(3) denote the Lie algebra of all 3 × 3 skew-symmetric
matrices over R. (See Example 2.1.18.) Find an explicit isomorphism from so(3)
to the Lie algebra R3, equipped with the cross product.

Theorem 3.2.4. (The Homomorphism Theorem) Let a be an ideal of g, and
let π : g → g/a be the natural projection. Suppose that ϕ : g → m is a homomor-
phism such that a ⊂ kerϕ. Then there is a unique homomorphism ϕ̃ : g/a → m

satisfying ϕ̃ ◦ π = ϕ.

Proof. Let ϕ̃ : g/a → m be given by ϕ̃(x + a) = ϕ(x), for all x ∈ a. Since
ϕ(a) = 0, ϕ̃ is well-defined. It is a homomorphism since ϕ̃[x + a, y + a] =
ϕ̃([x, y]+a) = ϕ[x, y] = [ϕ(x), ϕ(y)] = [ϕ̃(x+a), ϕ̃(y+a)]. And it is unique, since
the condition ϕ̃◦π = ϕ means that, for all x ∈ g, ϕ̃(x+a) = ϕ̃◦π(x) = ϕ(x).

Corollary 3.2.5. Let ϕ : g → m be a Lie algebra homomorphism. Then the
image ϕ(g) is a Lie subalgebra of m, and the resulting map ϕ̃ : g/ kerϕ→ ϕ(g)
is a Lie algebra isomorphism. Thus, if ϕ is onto, then ϕ̃ is an isomorphism of
g/ kerϕ onto m.

Proof. For any x, y ∈ g, we have [ϕ(x), ϕ(y)] = ϕ[x, y] ∈ ϕ(g), so ϕ(g) is a
subalgbra of m. Put a = kerϕ in Theorem 3.2.4. Then ϕ̃ is injective since if
ϕ̃(x + a) = 0, then ϕ(x) = 0, so x ∈ a, and thus x + a = a. Thus the map
ϕ̃ : g/ kerϕ→ ϕ(g) is an isomorphism.

If kerϕ = {0}, then g is isomorphic to its image ϕ(g) in m. In this case, we say
that g is embedded in m.
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Theorem 3.2.6. (The Correspondence Theorem) Let ϕ : g → m be a surjective
homomorphism.

1. If a is an ideal of g, then ϕ(a) is an ideal of m.

2. If s is an ideal of m, the ϕ−1(s) is an ideal of g which contains kerϕ.

3. The mappings a 7→ ϕ(a) and s 7→ ϕ−1(s) are inverse mappings between
the set of all ideals of g which contain kerϕ and the set of all ideals of m,
so the two sets of ideals are in one-to-one correspondence.

4. g/a ∼= m/ϕ(a) for all ideals a of g containing kerϕ.

5. The correspondence in (3) preserves inclusion:

kerϕ ⊂ a1 ⊂ a2 ⇐⇒ ϕ(a1) ⊂ ϕ(a2).

Proof.

1. For any y ∈ m and v ∈ a, we have y = ϕ(x) for some x ∈ g, so

[y, ϕ(v)] = [ϕ(x), ϕ(v)]

= ϕ[x, v] ∈ ϕ(a).

Hence [m, ϕ(a)] ⊂ ϕ(a), and ϕ(a) is an ideal of m.

2. Let v ∈ ϕ−1(s). Then for any x ∈ g, we have

ϕ[x, v] = [ϕ(x), ϕ(v)] ∈ [m, s] ⊂ s,

so [x, v] ∈ ϕ−1(s).

3. We first claim that if a is an ideal of g containing kerϕ, then ϕ−1(ϕ(a)) =
a. Since clearly a ⊂ ϕ−1(ϕ(a)), it suffices to prove that ϕ−1(ϕ(a)) ⊂ a.
But if x ∈ ϕ−1(ϕ(a)), then ϕ(x) = ϕ(v) for some v ∈ a, so x − v ∈ kerϕ,
and hence x ∈ v + kerϕ ⊂ a + a = a.

Next, it is clear from the surjectivity of ϕ that if A is any subset of m,
then ϕ(ϕ−1(A)) = A. Thus, in particular, if s is an ideal of m, then
ϕ(ϕ−1(s)) = s.

From the above, we see that a 7→ ϕ(a) is a bijection between the sets in
question, with inverse s 7→ ϕ−1(s).

4. Consider the following diagram of homomorphisms

g
ϕ

- m

g/a

π

?

............
ϕ1

- m/ϕ(a)

p

?

(3.5)
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where π and p are projections. Now p ◦ ϕ is a homomorphism of g onto
m/ϕ(a) whose kernel is ϕ−1(ϕ(a)) = a. Hence by the Homomorphism
Theorem (Theorem 3.2.4)and its corollary, there is a isomorphism ϕ1 from
g/a onto m/ϕ(a) such that ϕ1 ◦ π = p ◦ ϕ.

5. Obvious.

Theorem 3.2.7. (The Isomorphism Theorem) If g is a Lie algebra, and s a
subalgebra and a an ideal of g, then

1. s ∩ a is an ideal of s

2. s/(s ∩ a) ∼= (s + a)/a

3. If b is an ideal of g such that b ⊂ a, then (g/b)/(a/b) ∼= g/a.

Proof. 1. Easy.

2. We already know that s + a is a subalgebra of g. Consider the diagram

s
π
- s/(s ∩ a)

s + a

i

? p
- (s + a)/a

i′

?

................

where π and p are projections, and i is the inclusion map of s into s + a.
p ◦ i is obviously a homomorphism, and it is surjective, since any element
of (s + a)/a is of the form v + w + a, where v ∈ s and w ∈ a, and this
element is of course the same as v + a = p ◦ i(v). The kernel of p ◦ i is
{v ∈ s | v + a = a} = {v ∈ s | v ∈ a} = s ∩ a. Thus by the Homomorphism
Theorem, the resulting map i′ : s/(s ∩ a) → (s + a)/a is an isomorphism.

3. Consider the map h : g/b → g/a given by x + b 7→ x + a. h is well-
defined, since b ⊂ a and is easily checked to be a surjective Lie algebra
homomorphism. Its kernel is the ideal {x + b |x + a = a} = {x + b |x ∈
a} = a/b of g/b. Thus, by the Homomorphism Theorem, the algebras
(g/b)/(a/b) and g/a are isomorphic.

Exercise 3.2.8. (Graduate Exercise.) Suppose that ϕ is an involution of a
Lie algebra g; i.e., an automorphism ϕ of g such that ϕ2 = Ig. Let h = {x ∈
g |ϕ(x) = x} be the +1 eigenspace and q = {x ∈ g |ϕ(x) = −x} the −1-
eigenspace of ϕ, respectively. Prove that g = h ⊕ q, and that [h, h] ⊂ h (so that
h is a subalgebra), [h, q] ⊂ q, [q, q] ⊂ h.
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Definition 3.2.9. A representation of a Lie algebra g on a vector space V is a
Lie algebra homomorphism π : g → gl(V ). V is called the representation space
of π. If there is a representation of g on V , then we say that g acts on V .

If π is a representation of g on V , then of course π(x) is a linear map on V for
any x ∈ g.

Example 3.2.10. If V is any vector space, then gl(V ) acts on V , via the
identity map id : gl(V ) → gl(V ). Any Lie subalgebra g of gl(V ) likewise acts
on V , via the inclusion map ι : g →֒ gl(V ). This action is called the standard
representation of g on V .

Note that sl(n,F), so(n,F) and sp(n,F) ((Examples 2.1.15), 2.1.18, and 2.1.19,
respectively) are Lie algebras of matrices acting on Fn, Fn, and F2n under their
respective standard representations.

Example 3.2.11. The trivial representation of g on V is the map π : g → gl(V )
such that π(x) = 0, for all x ∈ g.

In representation theory, one studies representations of Lie algebras, and their
associated Lie groups, on finite and infinite-dimensional vector spaces. Repre-
sentation theory has intimate connections to number theory, physics, differential
and symplectic geometry, and harmonic and geometric analysis, to mention but
a few fields. It is an extremely active and vibrant field of mathematics.

3.3 Centers, Centralizers, Normalizers, and Sim-

ple Lie Algebras

The center of a Lie algebra g is the set c = {c ∈ g | [c, v] = 0 for all v ∈ g}.
It is obvious that c is an ideal of g. If A is a nonempty subset of g, then the
centralizer of A is the set c(A) = {x ∈ g | [x, v] = 0 for all v ∈ A}. It is easily
checked that c(A) is a subspace of g. Note that c = c(g).

Proposition 3.3.1. Let A be a nonempty subset of g. Then its centralizer c(A)
is a subalgebra of g.

Proof. This is an immediate consequence of the Jacobi identity. Let x, y ∈ c(A)
and let a ∈ A. Then

[[x, y], a] = −[[y, a], x] − [[a, x], y] = −[0, x] − [0, y] = 0.

Proposition 3.3.2. If a is an ideal of g, then its centralizer c(a) is an ideal of
g.
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Proof. Another immediate consequence of the Jacobi identity: let c ∈ c(a), v ∈
g, and x ∈ a. Then

[[c, v], x] = −[[v, x], c] − [[x, c], v]

But c ∈ c, so [x, c] = 0 and [v, x] ∈ a so [[v, x], c] = 0.

Proposition 3.3.3. Let ϕ be a surjective Lie algebra homomorphism of g onto
m. If c denotes the center of g, then its image ϕ(c) lies in the center of m.

Proof. m = ϕ(g), so [m, ϕ(c)] = [ϕ(g), ϕ(c)] = ϕ([g, c]) = ϕ({0}) = {0}.

If s is a subalgebra of g, its normalizer is the set n(s) = {x ∈ g | [x, v] ∈
s for all v ∈ s}. n(s) is clearly a subspace of g containing s, and the Jacobi
identity shows that it is in fact a subalgebra of g:

Proposition 3.3.4. n(s) is a subalgebra of g.

Proof. Let x and y be in n(s), and let s ∈ s. Then

[[x, y], s] = −[[y, s], x] − [[s, x], y] ∈ −[s, x] − [s, y] ⊂ s + s = s.

One more thing: it is easy to see that n(s) is the largest subalgebra of g for
which s is an ideal.

Example 3.3.5. Let g = sl(2,C) = {X ∈ gl(2,C) | tr(X) = 0}. Its standard
basis is given by

e =

(
0 1
0 0

)
, h =

(
1 0
0 −1

)
, f =

(
0 0
1 0

)
(3.6)

The commutation relations among these basis elements is given by

[h, e] = he− eh = 2e

[h, f ] = hf − fh = −2f (3.7)

[e, f ] = ef − fe = h

From the above, we see that the one-dimensional algebra Ch is its own nor-
malizer. (Ch is called a Cartan subalgebra of g.) We will see later on that the
commutation relations (3.7) play a key role in the structure and representation
theory of semisimple Lie algebras.

Definition 3.3.6. A Lie algebra g is said to be simple if g is non-abelian and
g has no ideals except {0} and g.
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Example 3.3.7. sl(2,C) is simple. Suppose that a 6= {0} is an ideal of sl(2,C).
Let v 6= 0 be an element of a, and write v = αe+ βf + γh, where not all of α, β
or γ are 0.

Assume that α 6= 0. Then from the commutation relations (3.7), [v, f ] = αh −
2γf ∈ a, and so [[v, f ], f ] = −2αf ∈ a. Hence f ∈ a, and so h = [e, f ] ∈ a and
also e = 1/2[h, e] ∈ a. Thus α 6= 0 implies a = g. A similar argument shows
that β 6= 0 implies a = g.

Finally, if γ 6= 0, then [v, e] = −βh+ 2γe ∈ a, so the argument in the preceding
paragraph shows that a = g.

One of the goals of this course is to obtain Cartan’s classification of all simple Lie
algebras over C. These consist of four (infinite) classes – the so-called classical
simple Lie algebras – and five so-called exceptional Lie algebras.

3.4 The Adjoint Representation.

For each x ∈ g define the linear operator ad x : g → g by ad x (y) = [x, y], for
all y ∈ g. The Jacobi identity shows that ad x is a derivation of g, since for all
u, v ∈ g, we have

ad x [u, v] = [x, [u, v]]

= −[u, [v, x]] − [v, [x, u]]

= [u, [x, v]] + [[x, u], v]

= [u, ad x (v)] + [ad x (u), v].

Example 3.4.1. Let g = sl(2,C), with standard basis (e, f, h) given by (3.6).
Using the commutation relations (3.7), we see that the matrices of ad e, ad f ,
and adh with respect to the standard basis are:

ad e =




0 0 −2
0 0 0
0 1 0



 , ad f =




0 0 0
0 0 2

−1 0 0



 , adh =




2 0 0
0 −2 0
0 0 0





Proposition 3.4.2. The map x 7→ ad x is a homomorphism of g into the Lie
algebra Der g.

Proof. First, we show that ad (x+ y) = ad x+ ad y. Now for all z ∈ g, we have

ad (x+ y) (z) = [x+ y, z] = [x, z] + [y, z]

= ad x (z) + ad y (z)

= (ad x+ ad y)(z).
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Similarly, ad (αx) = α(ad x), since for all z ∈ g, we have ad (αx) (z) = [αx, z] =
α[x, z] = α ad x (z).

Finally, we prove that ad [x, y] = [ad x, ad y] for all x and y in g. For any z ∈ g,
we have

ad [x, y] (z) = [[x, y], z]

= −[[y, z], x]− [[z, x], y]

= [x, [y, z]] − [y, [x, z]]

= ad x (ad y (z)) − ad y (ad x (z))

= (ad x ◦ ad y − ad y ◦ ad x)(z)

= [ad x, ad y](z)

Since the map ad : g → Der g ⊂ gl(g) is a homomorphism, we see that ad is a
representation of g on itself. For this reason, it is called the adjoint representa-
tion of g.

Let ad g denote the subspace of Der g consisting of all ad x, for all x ∈ g.

Proposition 3.4.3. ad g is an ideal of Der g.

Proof. The proposition will follow once we prove that

[D, adx] = ad (Dx) (3.8)

for all x ∈ g and D ∈ Der g. But for any y ∈ g, we have

[D, adx](y) = (D ◦ adx − adx ◦D)(y)

= D[x, y] − [x,Dy]

= [Dx, y]

= ad (Dx) (y), (3.9)

since D is a derivation of g.

We say that g is complete if ad g = Der g.

The kernel of the adjoint representation x 7→ adx of g into Der g consists of all
x ∈ g such that adx = 0; i.e., all x such that [x, y] = 0 for all y ∈ g. This is
precisely the center c of g.

Corollary 3.4.4. If the center c of g is {0} (e.g., when g is simple), then ad
maps g isomorphically onto the ideal ad g of Der g, so g is embedded in Der g.
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Proof. c is the kernel of the adjoint representation, so by the Corollary 3.2.5,
ad maps g isomorphically onto ad g.

Proposition 3.4.5. If c = {0}, then the centralizer c(ad g) in Der g is {0},
hence c(Der g) = {0}, so Der g is embedded in Der (Der g).

Proof. Suppose that D ∈ c(ad g). Then for all x ∈ g, we have by by (3.9),
0 = [D, adx] = ad (Dx). Since c = {0}, we see that Dx = 0 for all x ∈ g, and
hence D = 0. Now since the elements of the center c(Der g) kill everything in
Der g, we see that c(Der g) ⊂ c(ad g), whence c(Der g) = {0}. By the previous
corollary, this implies that Der g is embedded in Der (Der g).

So, amusingly, if the center c of g is {0}, we have an increasing chain of Lie
algebras

g ⊂ Der g ⊂ Der (Der g) ⊂ Der (Der (Der g)) ⊂ · · ·

According to a theorem by Schenkmann, this chain eventually stops growing.
(See Schenkmann’s paper [9] or Jacobson’s book ([6] p.56, where it’s an exercise)
for details.)

Definition 3.4.6. Let a and b be ideals of g such that g = a ⊕ b. We say that
g is a direct sum of the ideals a and b.

Exercise 3.4.7. If c = {0}, then show that g is complete if and only if g is a
direct summand of any Lie algebra m which contains g as an ideal: m = g ⊕ h,
where h is another ideal of m.

Exercise 3.4.8. If g is simple, show that Der g is complete.
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Chapter 4

Solvable Lie Algebras and

Lie’s Theorem

4.1 Solvable Lie Algebras

Definition 4.1.1. The derived algebra of a Lie algebra g is g′ = [g, g].

g′ is an ideal of g, since g′ is spanned by the products [x, y], for all x, y ∈ g, and
[[x, y], z] ∈ [g, g] = g′, for all x, y, z ∈ g.

We could abbreviate the argument that g′ is an ideal by writing [g′, g] =
[[g, g], g] ⊂ [g, g] = g′.

Theorem 4.1.2. g/g′ is abelian, and for any ideal a, g/a is abelian ⇐⇒ g′ ⊂
a.

Proof. For any x, y ∈ g, we have [x + g′, y + g′] = [x, y] + g′ = g′, so g/g′ is
abelian.

Let us now prove the second assertion. Now

g/a is abelian ⇐⇒ [x+ a, y + a] = [x, y] + a = a for all x, y ∈ g

⇐⇒ [x, y] ∈ a for all x, y ∈ g

⇐⇒ g′ = [g, g] ⊂ a

Definition 4.1.3. A characteristic ideal of g is an ideal a such that D(a) ⊂ a

for every derivation D of g.
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The derived ideal g′ is a characteristic ideal: for every derivation D, we have
D(g′) = D[g, g] = [D(g), g] + [g, D(g)] ⊂ [g, g] + [g, g] = [g, g] = g′.

Proposition 4.1.4. Let h be any vector subspace of the Lie algebra g such that
g′ ⊂ h. Then h is an ideal of g.

Proof. We have [g, h] ⊂ [g, g] = g′ ⊂ h.

Definition 4.1.5. The derived series of g is

g(0) = g ⊃ g(1) = g′ ⊃ g(2) = g′′ = [g′, g′] ⊃ · · · ⊃ g(i) ⊃ g(i+1) = [g(i), g(i)] ⊃ · · ·
(4.1)

Proposition 4.1.6. The derived series consists of a decreasing sequence of
characteristic ideals of g.

Proof. We need to prove that each g(i) is a characteristic ideal of g. This is done
by induction on i, noting that there is nothing to prove for i = 0, and that we
have already proved that g(1) = g′ is a characteristic ideal in the remark before
Definition 4.1.5. So assume that g(i) is a characteristic ideal of g. Then by the
Jacobi identity and the induction hypothesis,

[g, g(i+1)] = [g, [g(i), g(i)]] ⊂ [g(i), [g, g(i)]] + [g(i), [g(i), g]] ⊂ [g(i), g(i)] = g(i+1).

It follows that g(i+1) is an ideal of g. Next, for any D ∈ Der g, we have

D(g(i+1)) = D[g(i), g(i)]

= [D(g(i)), g(i)] + [g(i), D(g(i))]

⊂ [g(i), g(i)] + [g(i), g(i)] (by the induction hypothesis)

= g(i+1).

Definition 4.1.7. g is said to be solvable if g(k) = {0} for some k ∈ Z+.

Exercise 4.1.8. Show that g is solvable if and only if there is a nested sequence
of ideals g = g0 ⊃ g1 ⊃ · · · ⊃ gm = {0} such that gi+1 is an ideal of gi and
gi/gi+1 is abelian.

Note that no simple Lie algebra can be solvable. In fact, if g is simple, then
g′ = [g, g] is a nonzero ideal of g (since g is, by definition, non-abelian); hence
g′ = g. Thus g′′ = g′ = g, etc, and the derived series is constant. In particular,
sl(2,C) is not solvable.
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Example 4.1.9. Let g = Tn(F) be the vector space of upper triangular n× n
matrices over F. If A and B are upper triangular matrices

A =




s1 ∗
0 s2

. . .

0 sn


 , B =




t1 ∗
0 t2

. . .

0 tn




then the product AB has the form

AB =




s1t1 ∗
0 s2t2

. . .

0 sntn




and likewise, BA has the same form. Hence the commutator AB−BA is strictly
upper triangular

AB −BA =




0 ∗
0

. . .

0 0


 (4.2)

Thus the elements of g′ consist of strictly upper triangular matrices. With a bit
of thought, one can see that the elements of g′′ are matrices whose entries are
0’s below the diagonal 2 steps above the main diagonal; that is, g′′ consists of
matrices (aij) such that aij = 0 whenever i ≥ j − 1.




0 0 ∗ ∗ ∗
0 0 ∗ ∗

0 0
. . .

. . . ∗
0 0

0 0




The g(3) matrices have 0’s below the diagonal 22 steps above the main diagonal.
Generally, g(i) matrices have 0’s below the diagonal 2i−1 steps above the main
diagonal.

We can also use Exercise 4.1.8 to show that Tn(F) is solvable. First, for any
i, j, let Eij be the n× n matrix whose (i, j) entry is a 1 and all of whose other
entries are 0. Then {Eij}1≤i,j≤n is a basis of gl(n,F). The Eij satisfy the
multiplication rules

EijEkl = δjkEil, (4.3)

and so
[Eij , Ekl] = EijEkl − EklEij = δjkEil − δliEkj (4.4)
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Now
Tn(F) =

⊕

i≤j

(FEij).

For each integer r ≥ 0, let gr denote the subspace of Tn(F) consisting of those
matrices whose entries below the diagonal r steps above the main diagonal are
0. Then

gr =
⊕

k≤l−r

(FEkl)

Note that Tn(F) = g0 ⊃ g1 ⊃ · · · ⊃ gn ⊃ gn+1 = {0}. We claim that gr is an
ideal of Tn(F) and that gr/gr+1 is abelian.

To prove that gr is an ideal of Tn(F), we just need to prove that [Eij , Ekl] ∈ gr
whenever Eij ∈ Tn(F) and Ekl ∈ gr. For this, we apply the commutation rule
(4.4). The right hand side of (4.4) is nonzero only if j = k or l = i. If j = k,
then i ≤ j = k ≤ l − r, so Eil ∈ gr. If l = i, then k ≤ l − r = i− r ≤ j − r, so
Ekj ∈ gr. Either way, we get [Eij , Ekl] ∈ gr.

The condition that gr/gr+1 is abelian is the same as the condition that [gr, gr] ⊂
gr+1. For r = 0, the proof is the same as the argument leading up to equation
(4.2).

For r ≥ 1, we will show that if Eij and Ekl are in gr, then [Eij , Ekl] ∈ gr+1. For
this, it suffices, in turn, to show that the matrix product EijEkl lies in gr+1.
(The argument that EklEij ∈ gr+1 is the same.)

Now, by (4.3), EijEkl is nonzero if and only if j = k, in which case the product
is Eil. But this means that i ≤ j − r = k− r ≤ l− 2r ≤ l− (r+ 1), since r ≥ 1.
Thus Eil ∈ gr+1.

We have thus shown that for all r ≥ 0, [gr, gr] ⊂ gr+1, and hence g = Tn(F) is
solvable. �

We now make the the following observations about solvable Lie algebras. First,
if g is solvable, then so is any subalgebra h of g. This is because if h(i) is the ith
term in the derived series for h, then a simple induction argument shows that
h(i) ⊂ g(i) for all i. The second observation is that if g is solvable, then so is
any homomorphic image of g. In fact, suppose that ϕ : g → m is a Lie algebra
homomorphism. Then the image q = ϕ(g) is a subalgebra of m, and it is easy
to see, using another simple induction argument, that ϕ(g(i)) = q(i) for all i.

Proposition 4.1.10. If g is a Lie algebra and a is an ideal of g, then g is
solvable ⇐⇒ both a and g/a are solvable.

Proof. If g is solvable, then so is a, since the ideal a is also a subalgebra of g.
The quotient algebra g/a is the homomorphic image of g under the projection
π : g → g/a, so it must also be solvable.
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Conversely, suppose that both a and g/a are solvable. Since g/a is solvable, we
must have (g/a)(k) = {0}, for some k. (The “0” here refers to the zero vector
in g/a.) But (g/a)(k) = π(g)(k) = π((g)(k)). It follows that g(k) ⊂ a, and from
this, it follows that g(k+r) ⊂ a(r), for all r. But then a is solvable, so a(m) = {0}
for some m, whence g(k+m) = {0}. Therefore, g is solvable.

Corollary 4.1.11. Suppose that a and b are solvable ideals of any Lie algebra
g. Then a + b is a solvable ideal of g.

Proof. It is easy to see that a+b is an ideal of g. Now b is also an ideal of a+b,
and by the Isomorphism Theorem (Theorem 3.2.7), (a + b)/b ∼= a/(a ∩ b). But
the quotient algebra a/(a ∩ b) is solvable by the preceding proposition. Hence
both (a+ b)/b and b are solvable, so again by the preceding proposition, we see
that a + b is solvable.

Theorem 4.1.12. Any (finite-dimensional) Lie algebra g has a maximal solv-
able ideal Rs, which contains every solvable ideal of g.

Proof. Since {0} is a solvable ideal of g, the collection of all solvable ideals of g

is nonempty. In this collection, let Rs be a solvable ideal of maximal dimension.
If a is any solvable ideal, then by Corollary 4.1.11, Rs + a is a solvable ideal
of g, whence by the maximality of Rs, we conclude that Rs + a = Rs, and so
a ⊂ Rs.

Definition 4.1.13. Rs is called the solvable radical of g. The Lie algebra g is
said to be semisimple if Rs = {0}.

Corollary 4.1.14. If g is simple, then g is semisimple.

Proof. We had previously observed that since g is simple, the derived series for
g is constant: g(i) = g for all i. Thus, g 6= Rs, but Rs is an ideal of g, so this
forces Rs = {0}.

Are there semisimple Lie algebras which are not simple? Sure! For an example,
we first introduce the notion of an external direct sum of Lie algebras.

Let V and W be vector spaces over F. The Cartesian product V ×W has the
structure of a vector space, where addition and scalar multiplication are defined
by

(v1, w1) + (v2, w2) = (v1 + v2, w1 + w2)

α (v, w) = (αv, αw),
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for all v, v1, v2 ∈ V , all w,w1, w2 ∈ W , and all α ∈ F. Equipped with this vector
space structure, we call V1 × V2 the external direct sum of V1 and V2.

The external direct sum V1×V2×· · ·×Vk of k vector spaces is defined similarly.

Exercise 4.1.15. (Easy) Suppose that U ′ and U ′′ are subspaces of a vector
space V such that U ′ ∩ U ′′ = {0}. Show that the map (u′, u′′) 7→ u′ + u′′ is a
linear isomorphism from the external direct sum U ′ × U ′′ onto the direct sum
U ′ ⊕ U ′′.

If g and h are Lie algebras, then their external direct sum is also a Lie algebra
with Lie bracket defined by

[(x1, y1), (x2, y2)] = ([x1, x2], [y1, y2])

(In the above, for the sake of clarity, we’re massively abusing notation, since
[x1, x2] refers to the bracket in g, [y1, y2] refers to the bracket in h, and the
bracket on the left hand side above is the one for g × h. Strictly speaking, we
should distinguish between the Lie brackets for g and h by denoting them by
[ , ]g and [ , ]h, respectively, but you can see how cumbersome this quickly
gets.)

Exercise 4.1.16. (Straightforward) Show that the Lie bracket above makes
g × h a Lie algebra.

Exercise 4.1.17. Let g be the external direct sum sl(2,C)×sl(2,C). Prove that
the Lie algebra g is semisimple but that g is not simple. (Hint: The projections
π1 and π2 of sl(2,C)× sl(2,C) onto its first and second factors, respectively, are
surjective homomorphisms.)

Corollary 4.1.18. If g is any Lie algebra and Rs is its solvable radical, then
the quotient algebra g/Rs is semisimple.

Proof. Let I denote the solvable radical of g/Rs. Then, by the Correspon-
dence Theorem (Theorem 3.2.6), we have I = R/Rs, where R is an ideal of
g containing Rs. But since both R/Rs and Rs are solvable, it follows from
Corollary 4.1.11 that R is solvable. Since Rs is maximal solvable, we conclude
that R = Rs, so I = {0}. This shows that g/Rs is semisimple.

Exercise 4.1.19. Suppose that g is solvable. Show that g has no semisimple
subalgebra 6= {0}.
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4.2 Lie’s Theorem

Let V be a nonzero vector space over F. Let us recall that gl(V ) is the Lie
algebra of all linear operators on V (same as L(V )), in which the Lie bracket
is the commutator [A,B] = AB − BA. If we fix a basis B of V , then the map
which takes any T ∈ gl(V ) into its matrix M(T ) with respect to B is a Lie
algebra isomorphism from gl(V ) onto gl(n,F).

Our objective now is to prove Lie’s Theorem, which says that, when V is a com-
plex vector space, then any solvable subalgebra of gl(V ) is essentially an algebra
of upper triangular matrices; i.e., a subalgebra of Tn(C) (wherein we identify
an operator T with its matrix M(T ) under the isomorphism given above).

Let g be a Lie subalgebra of gl(V ), and suppose that f is a linear functional on
g. The joint eigenspace of g corresponding to f is the subset of V given by

Vf = {v ∈ V |T (v) = f(T ) v for all T ∈ g} (4.5)

The joint eigenspace Vf is easily shown to be a subspace of V : supposing that
v1, v2 ∈ Vf and α ∈ C, then T (v1 + v2) = T (v1) + T (v2) = f(T ) v1 + f(T ) v2 =
f(T ) (v1 + v2); and similarly, T (αv1) = αT (v1) = αf(T ) v1 = f(T ) (αv1), for
all T ∈ g.

Of course, for a given f , Vf could very well be the trivial subspace {0} of V .
Any nonzero element of a joint eigenspace of g is called a joint eigenvector of g.

Any nonzero vector v ∈ V which is an eigenvector of each T ∈ g is necessarily a
joint eigenvector of g. For this, we simply define the function f : g → F by the
requirement that

T v = f(T ) v,

for all T ∈ g. It is easy to show that f is a linear functional on g, and that
therefore v is a nonzero element of Vf .

The following important lemma is the key to Lie’s Theorem.

Lemma 4.2.1. (E.B. Dynkin) Let V be a nonzero vector space over F, and let
g be a Lie subalgebra of gl(V ). Suppose that a is an ideal of g, and that f is
a linear functional on a. If Vf is the joint eigenspace of a corresponding to f ,
then Vf is invariant under g. That is, X(Vf ) ⊂ Vf whenever X ∈ g.

Proof. Let X ∈ g and v ∈ Vf . We want to prove that X(v) ∈ Vf . That is, we
want to prove that T (X(v)) = f(T )X(v) for any T ∈ a. For v = 0, this result
trivially holds, so we may assume that v 6= 0.
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Note that for any T ∈ a,

T (X(v)) = X(T (v)) + (TX −XT )(v)

= X(T (v)) + [T,X ](v)

= X(f(T ) v) + f([T,X ]) v (since [T,X ] ∈ a)

= f(T )X(v) + f([T,X ]) v (4.6)

The proof will be complete once we prove that f([T,X ]) = 0.

Let v0 = v, v1 = X(v), v2 = X2(v), . . . , vj = Xj(v), . . .. Next, for each
j ≥ 0, let Vj be the subspace of V spanned by (v0, . . . , vj). Since V is finite-
dimensional, there is an integer k ≥ 0 such that (v0, . . . , vk) is linearly indepen-
dent but (v0, . . . , vk, vk+1) is not. Let k be the smallest such integer.

We claim that for each j such that 0 ≤ j ≤ k, the subspace Vj is invariant under
any T ∈ a and that the matrix of T |Vj

with respect to the basis (v0, . . . , vj) of
Vj is upper triangular of the form




f(T ) ∗
. . .

0 f(T )


 (4.7)

If k = 0, then this is obvious, since Vj = Vk = V0 = Fv0, and T (v0) = f(T ) v0,
because v0 ∈ Vf .

So assume that k ≥ 1. Equation (4.6) says that for any T ∈ a,

T (v1) = f(T ) v1 + f([T,X ]) v0,

which shows that the subspace V1 = Fv0 + Fv1 is invariant under T . Moreover,
relative to the basis (v0, v1) of V1, the matrix of the restriction T |V1

is
(
f(T ) f([T,X ])

0 f(T )

)

We will now use induction on j to prove the same thing for Vj , for any j ≤ k.
So assume that Vj−1 is T -invariant, and that, for any T ∈ a, the matrix of the
restriction T |Vj−1

with respect to the basis (v0, . . . , vj−1) of Vj−1 is of the form
4.7. Now for any T ∈ a, we have,

T (vj) = T (Xj(v))

= T X (Xj−1(v))

= X T (Xj−1(v)) + [T,X ]Xj−1(v)

= X T (vj−1) + [T,X ](vj−1)

= X
(
f(T )vj−1 +

∑

i<j−1

civi
)

+
(
f([T,X ]) vj−1 +

∑

i<j−1

divi
)
,
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by the induction hypothesis, where the ci and the di are constants. The last
expression above then equals

f(T )X(vj−1) +
∑

i<j−1

ciX(vi) + f([T,X ]) vj−1 +
∑

i<j−1

divi

= f(T ) vj +
∑

i<j−1

civi+1 + f([T,X ]) vj−1 +
∑

i<j−1

divi

= f(T ) vj +
(
a linear combination of (v0, . . . , vj−1)

)

This proves our claim. In particular, Vk is invariant under any T ∈ a, and the
matrix of T |Vk

is of the form 4.7.

This means that for any T ∈ a, the trace of T |Vk
is (k + 1)f(T ). Hence, the

trace of the restriction [T,X ]|Vk
is (k + 1) f([T,X ]). But then, this trace also

equals
tr (TX −XT )|Vk

= tr (T |Vk
X |Vk

) − tr (X |Vk
T |Vk

) = 0.

Thus (k + 1) f([T,X ]) = 0, whence f([T,X ]) = 0, proving the lemma.

The following theorem can be construed as a generalization of Theorem 1.5.2,
which states that any linear operator on a complex vector space has an eigen-
vector.

Theorem 4.2.2. Let V be a nonzero vector space over C, and let g be a solvable
Lie subalgebra of gl(V ). Then g has a joint eigenvector.

This theorem asserts that there exists a nonzero vector v ∈ V and a linear
functional f on g such that T (v) = f(T ) v, for all T ∈ g.

Proof. We prove the theorem by induction on dim g. If dim g = 1, then g = CT ,
where T is a linear operator on V . By Theorem 1.5.2, T has an eigenvalue λ.
Let v be an eigenvector corresponding to λ. For any S ∈ g, we have S = cT , so
S(v) = cT (v) = cλ v, so we can put f(cT ) = cλ. Clearly, f ∈ g∗.

Now assume that dim g = m, and that any solvable Lie subalgebra of gl(V ) of
dimension < m has a joint eigenvector. Consider the derived algebra g′ = [g, g].
Since g is solvable, g′ is a proper ideal of g, so it is a subalgebra of gl(V ) of
dimension < m.

Next let h be any vector subspace of g, of dimension m − 1, such that g′ ⊂ h.
Such an h of course exists. By Proposition 4.1.4, h is an ideal of g. Moreover,
since g is solvable, so is h. (See the observations made after Example 4.1.9.)

Thus, by the induction hypothesis, h has a joint eigenvector. In other words, h

has a nonzero joint eigenspace Vµ, where µ is a linear functional on h.
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Since h is an ideal of g, we conclude, using Lemma 4.2.1, that Vµ must be g-
invariant. Let S be a nonzero element of g not in h. Then, since dim h = m− 1,
we have g = h ⊕ CS. The subspace Vµ is S-invariant, so the restriction S|Vµ

must have an eigenvalue λ. Let v ∈ Vµ be an eigenvector of S|Vµ
corresponding

to λ.

For any T ∈ g, we have T = cS + Y , for unique Y ∈ h and c ∈ C. Define the
map f : g → C by f(cS + Y ) = cλ+ µ(Y ). It is easy to prove that f is a linear
functional on g. Moreover, if T = cS + Y ∈ g,

T (v) = (cS + Y )(v)

= c S(v) + Y (v)

= cλ v + µ(Y ) v

= (cλ+ µ(Y )) v

= f(T ) v.

This shows that v is a joint eigenvector of g, completing the induction step and
proving the theorem.

Theorem 4.2.3. (Lie’s Theorem) Let V be a nonzero complex vector space,
and let g be a solvable Lie subalgebra of gl(V ). Then V has a basis (v1, . . . , vn)
with respect to which every element of g has an upper triangular matrix.

Proof. The proof is by induction on dimV . If dimV = 1, there is nothing to
prove. So assume that dimV = n > 1, and that Lie’s theorem holds for all
complex vector spaces of dimension < n.

Now by Theorem 4.2.2, g has a joint eigenvector v1. Let V1 = C v1. Then,
for every T ∈ g, the subspace V1 is T -invariant; let T̃ : V/V1 → V/V1 be the
induced linear map.

The map T 7→ T̃ is a Lie algebra homomorphism of g into gl(V/V1). It’s clearly

linear, and the relation [̃S, T ] = [S̃, T̃ ] is easily verified by a simple computation.
Since homomorphic images of solvable Lie algebras are solvable, the image g̃ of
this homomorphism is a solvable Lie subalgebra of gl(V/V1).

Since dim(V/V1) = n− 1, we can now apply the induction hypothesis to obtain
a basis (v2 + V1, . . . , vn + V1) of V/V1 for which the elements of g̃ are upper
triangular.

The list (v1, v2, . . . , vn) is then a basis of V . For each T ∈ g, the matrix of

T̃ : V/V1 → V/V1 with respect to (v2+V1, . . . , vn+V1) is upper triangular. Hence
the matrix of T with respect to (v1, v2, . . . , vn) is upper triangular, proving the
theorem.
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A flag in a vector space V is a sequence (V1, . . . , Vk) of subspaces of V such
that V1 ( V2 ( · · · ( Vk. We say that a linear operator T ∈ L(V ) stabilizes the
flag (V1, . . . , Vk) if each Vi is T -invariant. Finally, a Lie subalgebra g of gl(V )
stabilizes the flag (V1, . . . , Vk) if each T ∈ g stabilizes the flag.

Corollary 4.2.4. If g is a solvable Lie subalgebra of gl(V ), then g stabilizes
some flag ({0} = V0, V1, V2, . . . , Vn = V ).

Proof. Let (v1, . . . , vn) be a basis of V with respect to which the matrix of every
element of g is upper triangular. Then, for each i, let Vi = Cv1 + · · ·+ Cvi.

Corollary 4.2.5. (Lie’s Abstract Theorem) Let g be a solvable Lie algebra over
C, of dimension N . Then g has a chain of ideals {0} = g0 ( g1 ( · · · ( gN = g.

Proof. The adjoint representation x 7→ adx maps g onto the solvable Lie sub-
algebra ad g of Der g ⊂ gl(g). Thus ad g stabilizes a flag {0} = g0 ( g1 ( · · · (
gN = g in g. Each subspace gi therefore satisfies adx (gi) ⊂ gi, for all x ∈ g.
This means that gi is an ideal of g.

In particular, Corollary 4.2.5 shows that if g is a complex solvable Lie algebra
and if 0 ≤ i ≤ dim g, then g has an ideal of dimension i.

In Example 4.1.9, we saw that the Lie algebra Tn(F) of all upper triangular n×n
matrices over F is solvable. If a Lie algebra g is solvable and complex, then the
following shows that g is in some sense just a subalgebra of Tn(C). Thus Tn(C)
is the “prototypical” solvable complex Lie algebra. For this, we will need the
following important theorem.

Theorem 4.2.6. (Ado’s Theorem) Let g be any nonzero Lie algebra over F.
Then there exists a vector space V over F and an injective Lie algebra homo-
morhism ϕ of g into gl(V ).

We won’t be needing Ado’s Theorem in the sequel, so we omit its proof.

Now suppose that g is a solvable complex Lie algebra. Using Ado’s Theorem,
we may therefore identify g with a (solvable) Lie subalgebra of gl(V ). Then,
from Lie’s theorem, there is a basis B of V with respect to which the matrix
of every element of g is upper triangular. Now, for every linear operator T on
V , let M(T ) be its matrix with respect to B. Then the map T 7→ M(T ) is
a Lie algebra isomorphism of gl(V ) onto gl(n,C). The image of g under this
isomorphism is a Lie subalgebra of Tn(C). Thus g may be identified with this
Lie subalgebra of Tn(C).
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Chapter 5

Nilpotent Lie Algebras and

Engel’s Theorem

5.1 Nilpotent Lie Algebras

For any Lie algebra g over F, we define a sequence of subspaces of g as follows.
Let C1(g) = g, C2(g) = g′ = [g, g], and inductively, let Ci+1(g) = [Ci(g), g] for
all i.

Proposition 5.1.1. The subspaces Ci(g) satisfy the following properties:

1. Each Ci(g) is a characteristic ideal of g.

2. C1(g) ⊃ C2(g) ⊃ · · · ⊃ Ci(g) ⊃ · · ·

3. Ci(g)/Ci+1(g) lies inside the center of g/Ci+1(g)

Proof. We prove (1) by induction on i, the case i = 1 being trivial. Suppose
that Ci(g) is a characteristic ideal of g. Then [g, Ci+1(g)] = [g, [Ci(g), g]] ⊂
[g, Ci(g)] = Ci+1(g), proving that Ci+1(g) is an ideal of g. Moreover, for any
derivation D of g, we have

D(Ci+1(g)) = D([Ci(g), g])

⊂ [D(Ci(g)), g] + [Ci(g), Dg]

⊂ [Ci(g), g] + [Ci(g), g]

= Ci+1(g),

proving that Ci+1(g) is characteristic.
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Note that since Ci+1(g) is an ideal of g, it is also an ideal of Ci(g).

Likewise, for (2), we prove the inclusion Ci+1(g) ⊂ Ci(g) by induction on i, with
the case i = 1 corresponding to the trivial inclusion [g, g] ⊂ g. Assume, then,
that Ci+1(g) ⊂ Ci(g). Then Ci+2(g) = [Ci+1(g), g] ⊂ [Ci(g), g] = Ci+1(g).

Finally, for (3), let x ∈ Ci(g). Then for any y ∈ g, we have [x, y] ∈ Ci+1(g).
Hence in the quotient algebra g/Ci+1(g), we have

[x+ Ci+1(g), y + Ci+1(g)] = [x, y] + Ci+1(g) = Ci+1(g)

It follows that every element of Ci(g)/Ci+1(g) is an element of the center of
g/Ci+1(g).

Definition 5.1.2. The descending central series for g is the sequence of ideals
g = C1(g) ⊃ C2(g) ⊃ · · · ⊃ Ci(g) ⊃ · · · . (Since dim g is finite, it is clear that
this series stabilizes after some point.) The Lie algebra g is said to be nilpotent
if Ck(g) = {0} for some k.

Note that the term “central” is appropriate since Ci(g)/Ci+1(g) ⊂ c(g/Ci+1(g)).

Definition 5.1.3. Let C0 = {0}, C1 = c(g) and, recursively, let Ci be the ideal
in g such that Ci/Ci−1 = c(g/Ci−1). (This ideal exists and is unique because of
the Correspondence Theorem (Theorem 3.2.6).) The ascending central series is
the sequence of ideals {0} = C0 ⊂ C1 ⊂ · · · ⊂ Ci ⊂ · · · . (Since dim g is finite,
this series stabilizes after some point.)

Proposition 5.1.4. The Lie algebra g is nilpotent if and only if Cs = g for
some positive integer s.

Proof. We may assume that g 6= {0}; otherwise, there is nothing to prove.

Suppose first that g is nilpotent. Let k be the smallest (necessarily positive)
integer such that Ck(g) = {0}. For any integer i, with 0 ≤ i ≤ k, we claim that
Ci ⊃ Ck−i(g). From this, it will follow that Ck ⊃ C0(g) = g.

To prove the claim, we first note that C0 = {0} = Ck(g), so the claim is certainly
true for k = 0. Assume, inductively, that Ci ⊃ Ck−i(g). By statement (3) of the
Isomorphism Theorem (Theorem 3.2.7) and its proof, the map ϕ : x+Ck−i(g) 7→
x + Ci is a surjective Lie algebra homomorphism of g/Ck−i(g) onto g/Ci, with
kernel Ci/Ck−i(g). By Proposition 3.3.3, ϕmaps the center of g/Ck−i(g) into the
center Ci+1/Ci of g/Ci. But by part (3) of Proposition 5.1.1, Ck−i−1(g)/Ck−i(g)
lies in the center of g/Ck−i(g). Hence ϕ maps Ck−i−1(g)/Ck−i(g) into Ci+1/Ci.
Thus, if x ∈ Ck−i−1(g), then x+ Ci ∈ Ci+1/Ci, and hence x ∈ Ci+1. This shows
that Ck−i−1(g) ⊂ Ci+1, completing the induction and proving the claim.
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Next we assume that Cs = g, for some s. Let k be the smallest integer such
that Ck = g. Since g 6= {0}, this k is necessarily positive. We now prove, by
induction on i, that Ci(g) ⊂ Ck−i. When i = 0, this inclusion is just C0(g) =
g = Ck, which is already true. Now assume that for i ≥ 0, Ci(g) ⊂ Ck−i. Then
Ci+1(g) = [g, Ci(g)] ⊂ [g, Ck−i] ⊂ Ck−i−1, the last inclusion arising from the
condition that Ck−i ⊂ c(g/Ck−i−1). This completes the induction.

When i = k, we therefore obtain Ck(g) ⊂ C0 = {0}. Hence g is nilpotent.

Exercise 5.1.5. Show that g is nilpotent if and only if it has a central series
which reaches {0}; that is, there is a descending sequence of ideals of g:

g ⊃ g1 ⊃ · · · ⊃ gm = {0}

where gi/gi+1 ⊂ c(g/gi+1).

Exercise 5.1.6. Prove that if g is nilpotent, then g is solvable.

Example 5.1.7. Recall that g = Tn(F) is the solvable Lie algebra of n×n upper
triangular matrices over F. Then Tn(F) = Dn(F) ⊕ Un(F), where Dn(F) is the
vector space of diagonal n×n matrices and Un(F) is the vector space of strictly
upper triangular n× n matrices. We saw in Example 4.1.9 that g′ ⊂ Un(F).

In fact g′ = Un(F), since Un(F) has basis {Eij}i<j , and

Eij = [Eii, Eij ].

The above equation also shows that [Dn(F), Un(F)] = Un(F). Hence C2(g) =
[g, g′] ⊃ [Dn(F), Un(F)] = Un(F) = g′, so C2(g) = g′, and it follows that Ci(g) =
g′ for all i ≥ 1. Thus Tn(F) is not nilpotent.

On the other hand, the Lie algebra h = Un(F) is nilpotent. Using the notation of
Example 4.1.9, let gr denote the subspace of Tn(F) consisting of those matrices
with 0’s below the diagonal r steps above the main diagonal. We claim, using
induction on r, that Cr(h) = gr for all r ≥ 1. For r = 1, this is just the equality
g1 = Un(F) = h. Assuming that the claim is true for r, the corresponding
equality for r + 1 will follow if we can show that [g1, gr] = gr+1. Now gr
is spanned by the elementary matrices Ekl, where l ≥ k + r. Suppose that
Eij ∈ g1 and Ekl ∈ gr. Then, equation (4.4) says that

[Eij , Ekl] = δjkEil − δliEkj .

If j = k, then l ≥ k + r = j + r ≥ i + 1 + r, so Eil ∈ gr+1. If l = i, then
j ≥ i+ 1 = l+ 1 ≥ k + r + 1, so Ekj ∈ gr+1. Either way, the Lie bracket above
belongs to gr+1, and this shows that [g1, gr] ⊂ gr+1.

On the other hand, if l ≥ k + r + 1, then

Ekl = Ek,k+1 Ek+1,l = [Ek,k+1, Ek+1,l] ∈ [g1, gr],
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so gr+1 ⊂ [g1, gr]. We have thus proved that [g1, gr] = gr+1.

Of course, when r = n, we get Cn(h) = gn+1 = {0}. Thus h = Un(F) is
nilpotent.

Exercise 5.1.8. Prove that the Lie algebras Tn(F) and Un(F) both have centers
of dimension 1.

Exercise 5.1.9. (From Wikipedia [12]) The general Heisenberg Lie algebra hn
is defined as the vector space of (n + 2) × (n + 2) matrices over F which have
block form 


0 tv c
0 0n w
0 0 0



 , (5.1)

where v, w ∈ Fn, c ∈ F, and 0n is the zero n × n matrix. Prove that hn is a
nilpotent Lie algebra of dimension 2n + 1. What is the minimum k such that
Ck(g) = {0}? (hn is the Lie algebra of the Heisenberg group, which in the case
F = R is used in the description of n-dimension quantum mechanical systems.)

Exercise 5.1.10. Show that any non-abelian two-dimensional Lie algebra over
F is solvable, but not nilpotent. (See Exercise 3.2.2.)

Let ϕ : g → h be a Lie algebra homorphism. Then the image ϕ(g) is a Lie
subalgebra of h, and it is clear that ϕ(Ci(g)) = Ci(ϕ(g)), for all i. Thus, if g is
nilpotent, then so are all homomorphic images of g.

Exercise 5.1.11. Suppose that g is nilpotent. Prove that:

1. All subalgebras of g are nilpotent.

2. If g 6= {0}, then its center c 6= {0}.

Proposition 5.1.12. Let g be a Lie algebra, with center c. Then g is nilpotent
if and only if g/c is nilpotent.

Proof. Suppose that g is nilpotent. Then g/c is the homomorphic image of g

under the projection π : g → g/c. Thus g/c is nilpotent.

Conversely, suppose that g/c is nilpotent. If π : g → g/c is the projector, then
π(Ci(g)) = Ci(g/c). By hypothesis, Ck(g/c) = {c} (the zero subspace in g/c) for
some k. Thus, Ck(g) ⊂ c, from which we conclude that Ck+1(g) = [g, Ck(g)] ⊂
[g, c] = {0}.

Exercise 5.1.13. Prove or give a counterexample: suppose that a is an ideal
of g. If a and g/a are nilpotent, then g is nilpotent. (See Proposition 4.1.10.)
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5.2 Engel’s Theorem

In this section, our objective is is to prove the following important result.

Theorem 5.2.1. (Engel’s Theorem) Let g be a Lie algebra over F. Then g is
nilpotent if and only if, for all x ∈ g, ad x is a nilpotent linear operator on g.

It is easy to prove that if g is a nilpotent Lie algebra, then adx is a nilpotent
linear transformation, for all x ∈ g. Indeed, for any y ∈ g and k ≥ 1, we have

(adx)k(y) = [x, [x, [· · · , [x︸ ︷︷ ︸
k times

, y]]]] ∈ Ck(g).

Thus, if Ck(g) = {0}, then (adx)k = 0 for all x ∈ g.

To prove the opposite implication, we make use of the following lemma, which
like Dynkin’s lemma (Lemma 4.2.1), asserts the existence of a common eigen-
vector.

Lemma 5.2.2. (Engel) Let V be a vector space over F. Suppose that g is a
subalgebra of gl(V ) consisting of nilpotent linear operators on V . Then there
exists a vector v 6= 0 in V such that X(v) = 0 for all X ∈ g.

Proof. We prove this lemma by induction on dim g. If dim g = 0, there is
nothing to prove.

Therefore, we may assume that n ≥ 1 and that the lemma holds for all Lie
subalgebras, of dimension < n, of all gl(W ), for all vector spaces W over F.
Then, let g be an n-dimensional Lie subalgebra of gl(V ), for some vector space
V , such that the elements of g are all nilpotent linear maps on V . The induction
proceeds along several steps:

Step 1: g acts on itself via the adjoint representation. We claim that adX is a
nilpotent linear map on g, for each x ∈ g.

Proof of Step 1: Since g ⊂ gl(V ), the Lie bracket in g is the commutator product:
[X,Y ] = XY − Y X . For X ∈ L(V ), let LX denote left multiplication by X
on L(V ): LX(Y ) := XY . Likewise, let RX denote right multiplication by X :
RX(Y ) := Y X . Thus adX (Y ) = (LX−RX)(Y ). Now, as linear maps on L(V ),
LX and RX commute: LX ◦ RX(Y ) = XYX = RX ◦ LX(Y ). Hence, by the
binomial theorem,

(adX)
m

(Y ) = (LX −RX)m(Y )

=

m∑

j=0

LjX ◦Rm−j
X (Y )

=

m∑

j=0

Xj Y Xm−j,
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for all X, Y ∈ g. Now each X ∈ g is a nilpotent linear map on V , so Xk = 0 for
some k. If we let m = 2k in the above equation, we see that (adX)m(Y ) = 0
for all Y ∈ g. Hence adX is nilpotent.

Step 2: Let m be a maximal proper subalgebra of g. (m could very well be {0}.)
Then there exists an X0 ∈ g \ m such that [X0,m] ⊂ m.

Proof of Step 2: m acts on the vector space g/m via ad: that is, for each Z ∈ m,
define the map ad′ Z on g/m by

ad′ Z (Y + m) = adZ (Y ) + m.

It is easy to check that ad′ Z is a well-defined linear map on g/m. For each
Z ∈ m, ad′ Z is a nilpotent linear map, since

(
ad′ Z

)m
(Y + m) = (adZ)m (Y ) + m = m,

for sufficiently large m.

Moreover, the map Z 7→ ad′ Z is easily seen to be a Lie algebra homomorphism
from m into gl (g/m). (For this, one just needs to show that ad′ [Z1, Z2] =
[ad′ Z1, ad′ Z2] (for Z1, Z2 ∈ m), which follows immediately from the same rela-
tion for ad.) Thus ad′ m is a Lie subalgebra of gl (g/m) consisting of nilpotent
linear maps on g/m.

Since dim (ad′ m) ≤ dimm < dim g, the induction hypothesis says that there
exists a nonzero element X0 + m ∈ g/m such that ad′ Z(X0 + m) = m for all
Z ∈ m. This means that X0 ∈ g, X0 /∈ m, and adZ (X0) ∈ m for all Z ∈ m.

Step 3: m + FX0 = g, and m is an ideal of g.

Proof of Step 3: m + FX0 is a subalgebra of g, since

[m + FX0,m + FX0] ⊂ [m,m] + [m,FX0] + [FX0,m] ⊂ m. (5.2)

Since X0 /∈ m, m + FX0 is a subalgebra of g properly containing m. But m is
a maximal proper subalgebra of g; thus g = m + FX0. Equation (5.2) above
shows that m is an ideal of g.

Step 4: There exists a nonzero vector v ∈ V such that Xv = 0 for all X ∈ g.

Proof of Step 4: Now m is a subalgebra of gl(V ) whose elements are all nilpotent.
Since dimm < dim g, we can again apply the induction hypothesis to conclude
that

W := {v ∈ V |Zv = 0 for all Z ∈ m} 6= {0}.

W is a joint eigenspace of m, corresponding to the zero linear functional, so is a
subspace of V . Moreover W is X0-invariant: in fact, for any w ∈W and Z ∈ m,
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we have

Z(X0 (w)) = (ZX0 −X0Z)(w) +X0Z (w)

= [Z,X0](w) +X0(0)

= 0,

since [Z,X0] ∈ m. ThusX0(w) ∈ W , andW isX0-invariant. Now the restriction
X0|W is a nilpotent linear map on W , so X0 annihilates a nonzero vector w0 ∈
W : X0(w0) = 0. Since m also annihilates w0 and g = m + FX0, we see that
Y (w0) = 0 for all Y ∈ g. Putting v = w0, our lemma is proved.

We are now ready to finish the proof of Engel’s Theorem.

Proof of Engel’s Theorem. It suffices to prove that if g is a Lie algebra such that
adx is nilpotent for all x ∈ g, then g is nilpotent. We will do this by induction
on dim g, the cases dim g = 0 and dim g = 1 being trivial.

So assume that the result given above holds for all Lie algebras of dimension
< n, and that dim g = n, with adx nilpotent for all x ∈ g.

Then ad g is a Lie subalgebra of gl(g) consisting of nilpotent linear maps, so by
Lemma 5.2.2, there exists a nonzero element z ∈ g such that adx (z) = 0 for all
x ∈ g. This implies that z lies in the center c of g, so c 6= {0}.

Consider the quotient algebra g′ = g/c. Let adc denote its adjoint representa-
tion. Then

adc(x+ c) (y + c) = [x+ c, y + c] = [x, y] + c

For each x ∈ g, adc(x + c) is a nilpotent linear map on g/c. Thus, by the
induction hypothesis (since dim(g/c) < dim g), the Lie algebra g/c is nilpotent.
Then by Proposition 5.1.12, g is nilpotent.

This completes the induction step and the proof of Engel’s Theorem.

The following theorem is the nilpotent analogue of Lie’s Theorem (Theorem
4.2.3). While Lie’s Theorem only holds for complex vector spaces, the theorem
below holds for F = R or C.

Theorem 5.2.3. (Engel’s Structure Theorem) Let g be a Lie algebra consisting
of nilpotent linear maps acting on a vector space V . Then there is a basis of V
relative to which the matrix of every element of g is strictly upper triangular.

Proof. The proof is by induction on dimV . If dimV = 0 or dimV = 1, this
result is trivial, since any nilpotent linear map on V is just 0.

Assume that the result is true for dimension n− 1, and let V have dimension n.
Now by Lemma 5.2.2, there exists a nonzero vector v1 such that X(v1) = 0 for
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all X ∈ g. Let V1 = Fv1. Since V1 is g-invariant, g acts on the quotient space
V/V1 via

X · (v + V1) = X(v) + V1

for all v ∈ V and X ∈ g. Each X ∈ g is clearly a nilpotent linear map on V/V1.
Hence V/V1 has a basis (v2 + V1, . . . , vn + V1) relative to which the matrix of
each X ∈ g is strictly upper triangular. Then (v1, v2, . . . , vn) is a basis of V ,
and it is also clear that the matrix of each X ∈ g with respect to this basis is
strictly upper triangular.

Theorem 5.2.4. Let g be a solvable Lie algebra over C. Then g′ = [g, g] is
nilpotent.

Proof. By Lie’s Abstract Theorem (Theorem 4.2.5), there is a basis of g with
respect to which the matrix of adx is upper triangular, for each x ∈ g. Thus, for
any x, y ∈ g, the matrix of ad [x, y] = [adx, ad y] = adx ◦ ad y− ad y ◦ adx with
respect to this basis is strictly upper triangular. Since strictly upper triangular
matrices correspond to nilpotent linear maps, it follows that adw is nilpotent
for each w ∈ g′. Therefore the restriction adw|g′ is also nilpotent. By Engel’s
Theorem, this implies that g′ is nilpotent.

The converse holds for any field F.

Theorem 5.2.5. Let g be a Lie algebra over F such that g′ is nilpotent. Then
g is solvable.

Proof. Since g′ is nilpotent, by Exercise 5.1.6 it is solvable. Moreover, the
quotient Lie algebra g/g′ is abelian, hence solvable. Thus, by Proposition 4.1.10,
g is solvable.
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Chapter 6

Cartan’s Criteria for

Solvability and

Semisimplicity

In this section we define an important symmetric bilinear form on a Lie algebra
g and derive conditions on this form which are necessary and sufficient for g to
be solvable, as well as conditions on the form which are necessary and sufficent
for g to be semisimple.

6.1 The Killing Form

For any elements x and y of g, the map adx ◦ ad y is a linear operator on g, so
we may consider its trace.

Definition 6.1.1. Let g be a Lie algebra over F. The Killing form on g is the
map

B : g × g → F
(x, y) 7→ tr (adx ◦ ad y) (6.1)

Thus, B(x, y) = tr (adx ◦ ad y).

Note that B(y, x) = tr (ad y ◦ adx) = tr (adx ◦ ad y) = B(x, y), so the Killing
form B is symmetric.

Since the adjoint map ad and the trace are linear, it is also easy to see that
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B(x, y) is a bilinear form:

B(αx1 + βx2, y) = tr (ad (c x1 + x2) ◦ ad y)

= tr ((α adx1 + βadx2) ◦ ad y)

= α tr (adx1 ◦ ad y) + βtr (adx2 ◦ ad y)

= αB(x1, y) + βB(x2, y),

for all x1, x2, y ∈ g, and all α, β ∈ F. (The linearity of B in the second argument
follows from its the above and the fact that B is symmetric.)

Exercise 6.1.2. (Graduate Exercise.) Suppose that g is the Lie algebra of a
compact Lie group G. Prove that B is negative semidefinite; i.e., B(x, x) ≤ 0
for all x ∈ g. If c = {0}, show that B is negative definite. (Hint: There exists
an inner product Q on g invariant under adG: B(Ad g (x),Ad g (y)) = B(x, y)
for all x, y ∈ g and all g ∈ G.)

Our objective in this section is to prove the following theorems.

Theorem 6.1.3. (Cartan’s Criterion for Solvability) Let g be a Lie algebra over
F. Then g is solvable if and only if B(x, y) = 0 for all x ∈ [g, g] and y ∈ g.

Theorem 6.1.4. (Cartan’s Criterion for Semisimplicity) Let g be a Lie algebra
over F. Then g is semisimple if and only if the Killing form B is nondegenerate.

We will first prove Theorem 6.1.3 for complex Lie subalgebras of gl (V ), where
V is a complex vector space. Then, in order to prove it for real Lie algebras,
we will need to use the notion of complexification. Theorem 6.1.4 will then
essentially be a corollary of Theorem 6.1.3.

Let us now develop the necessary machinery.

6.2 The Complexification of a Real Lie Algebra

A vector space V over R is said to have a complex structure if there is a J ∈ L(V )
such that J2 = −IV . Note that, by definition, J is R-linear, and that the
condition J2 = −IV means that it is invertible. Note also that J has no real
eigenvalues, since its only possible eigenvalues are ±i.

The operator J turns the vector space V into a complex vector space in which
scalar multiplication by z = α+ βi (with α, β ∈ R) is given by

(α+ βi) v = αv + β Jv, (6.2)

for all v ∈ V . The routine verification that V is indeed a complex vector space
will be left to the reader.
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Example 6.2.1. For any real vector space U , let V be the external direct sum
V = U ⊕U . Then the linear operator J on V given by J (u1, u2) = (−u2, u1) is
a complex structure on V . Since (u1, u2) = (u1, 0)+J(u2, 0) = (u1, 0)+ i(u2, 0),
it is often convenient to identify U with the subspace {(u, 0) |u ∈ U}, and thus
write the element (u1, u2) as u1 +Ju2. Since V now has a complex vector space
structure, we call V the complexification of U , and denote it by U c.

Note: For the advanced student, complexification can be carried out using tensor
products: V = U ⊗R C, but we’ll not go through this route.

Suppose that J is a complex structure on a real vector space V . Then V becomes
a complex vector space, with scalar multiplcation given by (6.2) above. Since
any R-spanning set in V is also a C-spanning set, it is obvious that V is finite-
dimensional as a complex vector space. Now let (u1, . . . , un) be a C-basis of V .
Then (u1, . . . , un, Ju1, . . . , Jun) is an R-basis of V : in fact, any v ∈ V can be
written as a unique linear combination

v =

n∑

j=1

(αj + iβj)uj =

n∑

j=1

αj uj +

n∑

j=1

βj Juj (αj , βj ∈ R)

Now if we let U be the real subspace Ru1+· · ·+Run of V , we see that V = U⊕JU
(as a real vector space), and is thus easy to see that V ∼= U c. In particular,
dimR V = 2n = 2 dimC V , so any real vector space with a complex structure is
even-dimensional over R. The subspace U is called a real form of V .

Of course, any complex vector space V is a real vector space equipped with a
complex structure: Jv = iv, for all v ∈ V . In the future, we will nonetheless
have occasion to complexify a complex vector space (considered as a real vector
space) using the construction in Example 6.2.1.

So suppose that U is a complex vector space. Considering U as a real vector
space, we can then complexify U in accordance with Example 6.2.1. Now the
external direct sum U c = U ⊕ U = U × U is already a complex vector space,
since each factor is a complex vector space. The complex structure J on U ⊕U
commutes with multiplication by i, since

J(i(u1, u2)) = J(iu1, iu2) = (−iu2, iu1) = i(−u2, u1) = iJ(u1, u2).

Thus J is a C-linear map on U ⊕ U . U ⊕ U decomposes into a direct sum of
±i-eigenspaces of J :

(u1, u2) =
1

2
(u1 + iu2, u2 − iu1) +

1

2
(u1 − iu2, u2 + iu1),

so
U c = {(v,−iv) | v ∈ U} ⊕ {(w, iw) |w ∈ U}.

If U is a real form of complex vector space V , we define the conjugation τU
of V with respect to U as follows: for any v ∈ V , we can write v uniquely as
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v = u1 + iu2, where u1, u2 ∈ U ; put τU (v) = u1 − iu2. Then τU is an R-linear
map of V satisfying τ2

U = IV . It is easy to check that τU is conjugate-linear:
τU (zv) = z τU (v), for all v ∈ V and z ∈ C.

Exercise 6.2.2. (i) Suppose that T is a C-linear operator on a complex vector
space V . Show that if TR denotes T considered as an R-linear operator on V ,
then tr (TR) = 2 Re(tr (T )). (ii) Next suppose that T is an R-linear operator
on a real vector space U . Show that T has a unique natural extension T c to a
C-linear map on U c, and that tr (Tc) = tr (T ).

Now suppose that g is a real Lie algebra equipped with a complex structure J .
J is said to be compatible with the Lie bracket in g if [Jx, y] = J [x, y] for all
x, y ∈ g. (Then, of course [x, Jy] = J [x, y] for all x, y.) If g is given the complex
vector space from (6.2), then multiplication by complex scalars commutes with
the Lie bracket, since

i [x, y] = J [x, y] = [Jx, y] = [ix, y] = [x, Jy] = [x, iy].

Hence, g has the structure of a complex Lie algebra. Of course, the Lie bracket
of any complex Lie algebra is compatible with its complex structure.

A real form of a complex Lie algebra g is a real Lie subalgebra g0 of g such that
g = g0 ⊕ ig0. (A real form of g (as vector space) is not necessarily a real Lie
subalgebra of g. For example, Re+ Rf + Rih is a real form of the vector space
sl (2,C) but is not a real Lie subalgebra.) It is easy to check that if τ denotes
the conjugation of g with respect to g0, then τ [x, y] = [τx, τy], for all x, y ∈ g.

Exercise 6.2.3. Let u(n) denote the Lie algebra of skew-Hermitian matrices;
i.e., u(n) = {X ∈ gl (n,C) | tX = −X}. (See Example 2.1.23.) Prove that u(n)
is a real form of gl (n,C). If τ denotes the conjugation of gl (n,C) with respect
to u(n), show that τ(X) = −tX for all X ∈ gl (n,C).

Next, suppose that g0 is a real Lie algebra The Lie bracket in g0 can be extended
to its vector space complexification g = gc0 = g0 ⊕ Jg0 via

[x1 + Jx2, y1 + Jy2] = [x1, y1] − [x2, y2] + J([x1, y2] + [x2, y1]).

The operation above is R-bilinear and can be routinely verified to be anticom-
mutative and to satisfy the Jacobi identity. Moreover

J [x1 + Jx2, y1 + Jy2] = −([x1, y2] + [x2, y1]) + J([x1, y1] − [x2, y2])

= [−x2 + Jx1, y1 + Jy2]

= [J(x1 + Jx2), y1 + Jy2],

and so it follows that this extension of the Lie bracket to g is C-bilinear. Thus
the complexification g has the structure of a complex Lie algebra, and of course,
g0 is a real form of g.
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Example 6.2.4. It is obvious that gl (n,R) is a real form of gl (n,C). We can
express this as (gl (Rn))c = gl (Cn). Now any real vector space V is (duh) a
real form of its complexification V c. If we fix a basis B of V , then the map
T 7→MB,B(T ) identifies gl (V ) with gl (n,R). Complexifying this identification,
we see that (gl (V ))c ∼= (gl (Rn))c ∼= gl (Cn) ∼= gl (V c). This identification of
(gl (V ))c with gl (V c) is concretely given by

(T1 + iT2) (v1 + iv2) = T1v1 − T2v2 + i(T1v2 + T2v1),

for all T1, T2 ∈ gl (V ) and all v1, v2 ∈ V .

If g is a Lie subalgebra of gl (V ), then its complexification gc may be viewed as
a complex Lie subalgebra of gl (V c).

Exercise 6.2.5. Let g be a complex Lie algebra, and let gR denote g, considered
as a real Lie algebra. If B andBR are the Killing forms on g and gR, respectively,
show that BR(x, y) = 2 Re (B(x, y), for all x, y ∈ g. Then show that B is
nondegenerate ⇐⇒ BR is nondegenerate.

(Note: If you don’t know anything about Lie groups, you may safely skip this
paragraph.) A real Lie algebra u is said to be compact if u is the Lie algebra of a
compact Lie goup U . Here are two interesting and useful facts about compact
Lie algebras (cf. [4], Chapter 3):

1. If u is compact, then u = c ⊕ [u, u], where c is the center of u and [u, u] is
compact and semisimple.

2. Any complex semisimple Lie algebra g has a compact real form u. This
remarkable fact is a cornerstone of representation theory. In a later section,
we will consider how to obtain such a real form.

6.3 Cartan’s Criterion for Solvability.

Lemma 6.3.1. Let V be a vector space over C, and let X ∈ gl (V ). If X is
semisimple, then so is adX. If X is nilpotent, then so is adX.

Proof. If X is nilpotent, then so is adX by Step 1 in the proof of Lemma 5.2.2.

Suppose that X is semisimple. Let B = (v1, . . . , vn) be a basis of of V consisting
of eigenvectors of X , corresponding to the eigenvalues λ1, . . . , λn, respectively.
Next, we abuse notation and let, for any i, j in {1, . . . , n}, Eij be the linear
operator on V whose matrix with respect to B is the elementary matrix Eij :

Eij(vk) := δjk vi
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Then (Eij)1≤i,j≤n is a basis of gl (V ). By matrix multiplication, we see that

[X,Eij ] = (λi − λj)Eij . (6.3)

Thus, each Eij is an eigenvector of adX with eigenvalue λi − λj , and so gl (V )
has basis (Eij) consisting of eigenvectors of adX . Thus adX is semisimple.

Lemma 6.3.2. Suppose that X ∈ gl (V ) has Jordan-Chevalley decomposition
X = Xs+Xn, with Xs semisimple and Xn nilpotent. Then the Jordan-Chevalley
decomposition for adX is adX = adXs + adXn.

Proof. By the preceding lemma, adXs and adXn are semisimple and nilpotent
linear operators on gl (V ), respectively. Moreover, adXs and adXn commute:

[adXs, adXn] = ad [Xs, Xn]

= ad (XsXn −XnXs)

= 0,

since Xs and Xn commute. By the uniqueness of the Jordan-Chevalley de-
composition, it follows that adX = adXs + adXn is the Jordan-Chevalley
decomposition of adX .

Lemma 6.3.3. Let x0, x1, . . . , xn be distinct numbers in F, and let C0, C1, . . . , Cn
be any numbers in F. Then there exists a polynomial P (x) in the variable x,
with coefficients in F, of degree ≤ n, such that P (xi) = Ci, for all i.

Proof. According to the Lagrange Interpolation Formula, this polynomial is
given by

P (x) =

∏
i6=0(x− xi)∏
i6=0(x0 − xi)

C0 +

∏
i6=1(x − xi)∏
i6=1(x1 − xi)

C1 + · · · +
∏
i6=n(x− xi)∏
i6=n(xn − xi)

Cn

It is easy to see that this P (x) satisfies the properties asserted in the lemma.

Exercise 6.3.4. (Graduate Exercise.) Show that any polynomial satisfying the
conclusion of Lemma 6.3.3 is unique. (Hint: The formula above comes from a
linear system whose coefficient matrix is Vandermonde.)

The following is a technical lemma whose proof features some “out of the box”
thinking.

Lemma 6.3.5. Let V be a vector space over C, and let A ⊂ B be subspaces of
gl (V ). Let m = {X ∈ gl (V ) | [X,B] ⊂ A}. Suppose that some X ∈ m has the
property that tr (XY ) = 0 for all Y ∈ m. Then X is nilpotent.
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Proof. Let S = (v1, . . . , vn) be a Jordan basis of V corresponding to X . If
X = Xs +Xn is the Jordan-Chevalley decomposition of X , then S consists of
eigenvectors of Xs, and the matrix of Xs with respect to S is diagonal, of the
form 


λ1

. . .

λn


 (6.4)

The matrix of Xn with respect to S is strictly upper triangular, with some 1’s
right above the diagonal. We want to show that λi = 0 for all i. This will
establish that Xs = 0, and so X = Xn.

Let E ⊂ C be the vector space over Q (= the rationals) spanned by λ1, . . . , λn.
We’ll show that E = {0}. This will, of course, show that each λi = 0. If
E∗ denotes the dual space (over Q) of E, standard linear algebra says that
dimQE

∗ = dimQE. (See Subsection 1.3.) Thus it’s sufficient to prove that
E∗ = {0}. That is, we will prove that any Q-linear functional on E must vanish
identically.

So let f ∈ E∗. Then let Y ∈ gl (V ) be the linear map on V whose matrix with
respect to the basis S above is the diagonal matrix




f(λ1)
. . .

f(λn)




Now by equation (6.3), the semisimple operator Xs satisfies

adXs (Eij) = (λi − λj)Eij . (6.5)

For the same reason, the semisimple operator Y satisfies

adY (Eij) = (f(λi) − f(λj))Eij . (6.6)

According to Lemma 6.3.3, there exists a polynomial G(x) in the variable x,
with complex coefficients, such that

G(0) = 0,

G(λi) = f(λi) for all i = 1, . . . , n

G(λi − λj) = f(λi) − f(λj) for all i, j = 1, . . . , n

This polynomial is well-defined, since if λi−λj = λk −λl, then f(λi)− f(λj) =
f(λi−λj) = f(λk−λl) = f(λk)−f(λl). There are at most 2

(
n
2

)
+n+1 = n2+n+1

elements in the set {0} ∪ {λi}ni=1 ∪ {λi − λj}ni,j=1, so G(x) can be assumed to

have degree ≤ n2 + n, but this does not matter.
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Let us now compute the linear operator G(adXs) on gl (V ). It suffices to do
this on each elementary matrix Eij . Now, by equation (6.5), adXs (Eij) =
(λi − λj)Eij , and so

G(adXs) (Eij) = G(λi − λj)Eij

= (f(λi) − f(λj))Eij

= adY (Eij),

the last equation coming from (6.6). It follows that G(adXs) = adY . (Note
also that the condition G(λi) = f(λi) for all i implies that G(Xs) = Y .)

Now by Lemma 6.3.2, the semisimple part of adX is adXs, which by Theorem
1.9.14 is a polynomial in adX with zero constant term. Since the polynomial
G(x) also has zero constant term, we see that adY = G(adXs) is a polynomial
in adX with zero constant term:

adY = ar (adX)r + ar−1 (adX)r−1 + · · · + a1 adX.

Since, by hypothesis, adX (B) ⊂ A, it follows from the above (and the fact
that A ⊂ B) that adY (B) ⊂ A. Therefore, by the definition of m, we see that
Y ∈ m.

Now by the hypothesis on X , we have tr (XY ) = 0. With respect to the basis
S of V , the product XY has matrix



λ1 ∗
. . .

0 λn







f(λ1) 0
. . .

0 f(λn)


 =




λ1f(λ1) ∗
. . .

0 λnf(λn)




and so tr (XY ) =
∑n

i=1 λif(λi).

Thus 0 =
∑n

i=1 λif(λi). Applying the linear functional f to this equality, we
get 0 =

∑n
i=1 f(λi)

2. Since the f(λi) are all in Q, we conclude that f(λi) = 0
for all i. Thus f = 0, so E∗ = {0}, so E = {0}, and so λi = 0 for all i.

We conclude that X = Xn, and the lemma is proved.

Lemma 6.3.6. Let V be a vector space over F. If X, Y, Z ∈ gl (V ), then
tr ([X,Y ]Z) = tr (X [Y, Z]).

This follows from

tr ([X,Y ]Z) = tr ((XY − Y X)Z)

= tr (XY Z − Y XZ)

= tr (XY Z) − tr (Y XZ)

= tr (XY Z) − tr (XZY )

= tr (X(Y Z − ZY ))

= tr (X [Y, Z]).
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The following theorem gives the version of Cartan’s solvability criterion (Theo-
rem 6.1.3) for Lie subalgebras of gl (V ).

Theorem 6.3.7. (Cartan’s Criterion for gl (V ), V complex.) Let V be a vector
space over C, and let g be a Lie subalgebra of gl (V ). Then g is solvable if and
only if tr (XY ) = 0 for all X ∈ [g, g] and all Y ∈ g.

Proof. Suppose that g is solvable. Then by Lie’s Theorem (Theorem 4.2.3),
there is a basis S of V relative to which every element of g has an upper tri-
angular matrix. It follows that every element of g′ = [g, g] has a strictly upper
triangular matrix relative to this basis. If X ∈ g′ and Y ∈ g, it is easy to see
that the matrix of XY with respect to S is also strictly upper triangular. Thus
tr (XY ) = 0.

Conversely, suppose that tr (XY ) = 0 for all X ∈ g′ and Y ∈ g. We want to
prove that g is solvable. By Theorem 5.2.5, it suffices to prove that g′ is nilpo-
tent. For this, it suffices in turn to prove that every X ∈ g′ is a nilpotent linear
operator on V . For then, by Step 1 in the proof of Engel’s Lemma (Lemma
5.2.2), adX is nilpotent, and so by Engel’s Theorem (Theorem 5.2.1), g′ is
nilpotent.

To this end, we will use Lemma 6.3.5 with A = g′ and B = g. The subspace m

will then be {Y ∈ gl (V ) | [Y, g] ⊂ g′}. Clearly, g′ ⊂ m. To apply the lemma, we
will need to prove that tr (XY ) = 0 for all X ∈ g′ and all Y ∈ m.

Now g′ is spanned by the brackets [Z,W ], for all Z, W ∈ g. Suppose that
Y ∈ m. By Lemma 6.3.6, tr ([Z,W ]Y ) = tr (Z[W,Y ]) = tr ([W,Y ]Z). But
[W,Y ] ∈ g′ (by the definition of m). So, by our underlined hypothesis above,
tr ([W,Y ]Z) = 0.

This shows that tr (XY ) = 0 for all generators X = [Z,W ] of g′ and all Y ∈ m.
Since the trace is linear, we conclude that tr (XY ) = 0 for all X ∈ g′ and
Y ∈ m. Hence, by Lemma 6.3.5, each X ∈ g′ is nilpotent, and the theorem is
proved.

Corollary 6.3.8. (Cartan’s Criterion for gl (V ), V real.) Let V be a vector
space over R, and let g be a Lie subalgebra of gl (V ). Then g is solvable if and
only if tr (XY ) = 0 for all X ∈ g′ and all Y ∈ g.

Proof. Let B = (v1, . . . , vn) be a fixed basis of V . Then B is also a complex
basis of V c. As remarked earlier, the map T 7→ MB,B(T ) is a Lie algebra
isomorphism of gl (V ) onto gl (n,R) and gl (V c) onto gl (n,C). Thus it suffices
to prove this corollary for Lie subalgebras g of gl (n,R).

The derived algebra (gc)′ is the linear span of elements of the form [X1+iX2, Y1+
iY2] = [X1, X2]− [Y1, Y2]+ i([X1, Y2]+ [X2, Y1]), where the Xi, Yj ∈ g, and from
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this it is not hard to see that (gc)′ = (g′)c. By induction, we conclude that
(gc)(r) = (g(r))c. This in turn shows that g is solvable ⇐⇒ gc is solvable.

Now if g is solvable, then gc is a solvable Lie subalgebra of gl (n,C). Hence by
Theorem 6.3.7, tr (XY ) = 0 for all X ∈ (gc)′ and all Y ∈ gc. In particular,
tr (XY ) = 0 for all X ∈ g′ and Y ∈ g.

Conversely, suppose that tr (XY ) = 0 for all X ∈ g′ and Y ∈ g. We want
to prove that tr (ZW ) = 0 for all Z ∈ (gc)′ and all W ∈ gc. But then we
can resolve Z into its real and imaginary components: Z = X1 + iX2, where
X1, X2 ∈ g′. Likewise, W = Y1 + iY2, with Y1, Y2 ∈ g. Thus tr (ZW ) =
tr (X1Y1 −X2Y2)+ itr (X1Y2 +X2Y1) = 0. By Theorem 6.3.7, we conclude that
gc is solvable, and hence g also is.

We are now ready to prove Cartan’s criterion for solvability.

Proof of Theorem 6.1.3: Suppose first that g is solvable. Then ad g is solvable
by Proposition 4.1.10, since ad g ∼= g/c, where c is the center of g. Thus ad g

is a solvable subalgebra of gl (g), and so by the “only if” part of Theorem
6.3.7 (for F = C) or Corollary 6.3.8 (for F = R), we conclude that B(x, y) =
tr (adx ◦ ad y) = 0 for all x ∈ [g, g] and all y ∈ g.

Conversely, suppose that B(x, y) = 0 for all x ∈ g′ and all y ∈ g. This translates
to the condition that tr (adx◦ad y) = 0 for all adx ∈ ad [g, g] and all ad y ∈ ad g.
By the “if” part of Theorem 6.3.7 or Corollary 6.3.8, we conclude that ad g is a
solvable subalgebra of gl (V ). But ad g = g/c, so, since c is obviously solvable,
Proposition 4.1.10 implies that g is solvable. �

The argument above can be summarized as follows:

g is solvable ⇐⇒ ad g ∼= g/c is a solvable subalgebra of gl (g) ⇐⇒ tr (adx ◦
ad y) = 0 for all adx ∈ (ad g)′ and all ad y ∈ ad g ⇐⇒ tr (adx ◦ ad y) = 0 for
all x ∈ g′ and all y ∈ g ⇐⇒ B(x, y) = 0 for all x ∈ g′ and all y ∈ g.

6.4 Cartan’s Criterion for Semisimplicity.

We’ve already seen that the Killing form B on a Lie algebra g over F is an
F-valued symmetric bilinear form. The following lemma gives an invariance
property satisfied by B:

Lemma 6.4.1. The Killing form B satisfies the property that

B([x, y], z) = B(x, [y, z]) (6.7)

for all x, y, z ∈ g.
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Proof. By Lemma 6.3.6, we have

tr ([adx, ad y] ◦ ad z) = tr (adx ◦ [ad y, ad z]),

and so

tr (ad [x, y] ◦ ad z) = tr (adx ◦ ad [y, z]),

which implies the result.

The radical of B is the subspace of g given by B⊥ := {x ∈ g |B(x, y) =
0 for all y ∈ g}. Note that by Theorem 1.10.4, B is nondegenerate if and
only if B⊥ = {0}.

Corollary 6.4.2. B⊥ is an ideal of g.

Proof. Let x ∈ B⊥. Then for all y ∈ g, we claim that [x, y] ∈ B⊥. But for any
z ∈ g, we haveB([x, y], z) = B(x, [y, z]) = 0, so we conclude that [x, y] ∈ B⊥

Proposition 6.4.3. Let g be a Lie algebra over F and a an ideal of g. If Ba

denotes the Killing form of the Lie algebra a, then Ba(x, y) = B(x, y) for all
x, y ∈ a. Thus, Ba equals the restriction of B to a × a.

Proof. Let r be any subspace of g complementary to a, so that g = a ⊕ r. Next
let B′ and B′′ be bases of a and r, respectively. If x and y belong to a, then adx
and ad y both map g to a; thus, relative to the basis (B′, B′′) of g, the matrices
of adx and ad y have block form

adx =

(
R1 S1

0 0

)
and ad y =

(
R2 S2

0 0

)
,

respectively. In the above, R1 is the matrix of the restriction adx|a with respect
to the basis B′ of a. Likewise, R2 is the matrix of ad y|a with respect to B′.
Hence

B(x, y) = tr adx ◦ ad y

= tr

(
R1R2 R1S2

0 0

)

= tr (R1R2)

= tr adx|a ◦ ad y|a
= Ba(x, y).
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Example 6.4.4. In Example 3.4.1, we saw that for the basis (e, f, h) of sl (2,C),
we could represent ad e, ad f , and adh by the following matrices relative to this
basis:

ad e =




0 0 −2
0 0 0
0 1 0



 , ad f =




0 0 0
0 0 2

−1 0 0



 , adh =




2 0 0
0 −2 0
0 0 0





Thus,

B(e, e) = tr (ad e ◦ ad e) = tr




0 −2 0
0 0 0
0 0 0


 = 0

B(e, f) = tr (ad e ◦ ad f) = tr




2 0 0
0 0 0
0 0 2


 = 4

B(e, h) = tr (ad e ◦ adh) = tr




0 0 0
0 0 0
0 −2 0


 = 0

B(f, f) = tr (ad f ◦ ad f) = tr




0 0 0
−2 0 0

0 0 0


 = 0

B(f, h) = tr (ad f ◦ ad f) = tr




0 0 0
0 0 0

−2 0 0


 = 0

B(h, h) = tr (ad f ◦ ad f) = tr




4 0 0
0 4 0
0 0 0



 = 8

Thus the matrix of the bilinear form B with respect to (e, f, h) is




0 4 0
4 0 0
0 0 8


 .

The determinant of this matrix is −128 6= 0. Thus, by Theorem 1.10.4, B is
nondegenerate.

Lemma 6.4.5. Let g be a Lie algebra over F, and let a be an ideal of g. Then
the derived series a ⊃ a′ ⊃ a(2) ⊃ · · · consists of ideals of g.

Proof. This is an easy induction. Certainly, a = a(0) is an ideal of g by hypoth-
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esis. Then, assuming that a(r) is an ideal of g, we have

[a(r+1), g] = [[a(r), a(r)], g]

= [[a(r), g], a(r)] (by the Jacobi identity)

⊂ [a(r), a(r)] (by the induction hypothesis)

= a(r+1),

so a(r+1) is an ideal of g.

Lemma 6.4.6. Let g be a Lie algebra over F. Then g is semisimple if and only
if g has no abelian ideals a 6= {0}.

Proof. Suppose that g is semisimple. Any abelian ideal a of g is solvable, so
a ⊂ Rs = {0}, and thus a = {0}.

Conversely, suppose that g is not semisimple. Then the solvable radical Rs 6=
{0}. Let Rs ) R′

s ) · · · ) R(k)
s ) {0} be the derived series for Rs. By the

preceding lemma, each of the R(i)
s is an ideal of g. The last nonzero ideal R(k)

s

is thus a nonzero abelian ideal of g. Thus, g has nonzero abelian ideals.

We are now ready to prove Cartan’s criterion for semisimplicity:

Proof of Theorem 6.1.4: To avoid the obvious triviality, we may assume that g 6=
{0}. Suppose first that g is a Lie algebra over F such that B is nondegenerate.
To prove that g is semisimple, it suffices, by Lemma 6.4.6, to prove that g has
no nonzero abelian ideals. Suppose that a is an abelian ideal. then for x ∈ a

and y, z ∈ g, we have

(adx ◦ ad y)2 (z) = [x, [y, [x, [y, z]]]] ∈ [a, a] = {0},

so (adx ◦ ad y)2 = 0. Thus, adx ◦ ad y is nilpotent. This implies that tr (adx ◦
ad y) = 0. (See equation 1.17.) Hence B(x, y) = 0 for all x ∈ a and all y ∈ g.
Therefore, a ⊂ B⊥ = {0}, and so a = {0}. Hence any abelian ideal of g is {0},
and so g is semisimple.

Conversely, suppose that g is semisimple. We’ll show in this case that B⊥ = {0}.
Now by definition, B(x, y) = 0 for all x ∈ B⊥ and y ∈ g. Hence B(x, y) = 0 for
all x ∈ B⊥ and y ∈ [B⊥, B⊥]. By Proposition 6.4.3, we see that BB⊥(x, y) = 0
for all x ∈ B⊥ and y ∈ [B⊥, B⊥]. (Here the awkward notation BB⊥ denotes
the Killing form on the ideal B⊥ of g.) Then by Cartan’s solvability criterion
(Theorem 6.1.3), we see that B⊥ is solvable. Thus B⊥ ⊂ Rs = {0}, and so B
is nondegenerate. �

Corollary 6.4.7. Let g be a Lie algebra over R. Then g is semisimple ⇐⇒ gc

is semisimple.
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Proof. Let B and Bc denote the Killing forms on g and gc, respectively. Then
it suffices to prove that B is nondegenerate ⇐⇒ Bc is nondegenerate. Note
that Bc(X,Y ) = B(X,Y ) if X and Y are in g.

Using this last observation, it is not hard to see that (B⊥)c = (Bc)⊥, so B⊥ =
{0} ⇐⇒ (Bc)⊥ = {0}.

Exercise 6.4.8. Suppose that g is a Lie algebra over C. Let gR be the Lie
algebra g considered as a real Lie algebra. Prove that g is semisimple ⇐⇒ gR

is semisimple.

We conclude this section by considering a slight variant of the Killing form,
called the trace form, on Lie algebras of linear operators.

Let V be a vector space over F, and let g be a Lie subalgebra of gl (V ). The trace
form on g is the symmetric bilinear form (X,Y ) 7→ tr (XY ), for all X, Y ∈ g.

Proposition 6.4.9. Let g be a Lie subalgebra of gl (V ). If g is semisimple, then
its trace form is nondegenerate.

Proof. The proof is similar to that of Theorem 6.1.4. Let I = {X ∈ g | tr (XY ) =
0 for all Y ∈ g}. Then it follows easily from Lemma 6.3.6 that I is an ideal of
g.

For any X ∈ [I, I] and Y ∈ I, we have tr (XY ) = 0. Hence by Theorem 6.3.7
and Corollary 6.3.8, I is solvable, and so I = {0}. Thus the trace form is
nondegenerate.
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Chapter 7

Semisimple Lie Algebras:

Basic Structure and

Representations

7.1 The Basic Structure of a Semisimple Lie Al-

gebra

The rest of the text is essentially going to be devoted to the structure theory
of semisimple and simple Lie algebras over R and C. We start off with an
important consequence of Cartan’s criterion for semisimplicity.

We say that a Lie algebra g is a direct sum of ideals if there exist ideals a1, . . . , ak
of g such that g = a1 ⊕ · · ·⊕ ak. Note that if i 6= j, then [ai, aj] ⊂ ai ∩ aj = {0}.

Theorem 7.1.1. Let g be a semisimple Lie algebra over F. Then g is a direct
sum of simple ideals

g = g1 ⊕ · · · ⊕ gk. (7.1)

Any simple ideal of g is one of the ideals gi. Any ideal of g is a direct sum of
some of the gi’s.

Proof. If g is already simple, then we’re done. So assume that g is not simple.
Then g has ideals 6= {0} and 6= g. Let g1 be a nonzero ideal of g of minimal
dimension.

The subspace g⊥1 = {x ∈ g |B(x, y) = 0 for all y ∈ g1} is an ideal of g. in fact,
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if x ∈ g⊥1 and y ∈ g, then for any z ∈ g1, we have by Lemma 6.4.1,

B([x, y], z) = B(x, [y, z]︸︷︷︸
in g1

) = 0, (7.2)

so [x, y] ∈ g⊥1 .

Next we prove that [g1, g
⊥
1 ] = {0}. For this, let u ∈ g1 and v ∈ g⊥1 . Then for

any w ∈ g, we have
B([u, v], w) = B(u, [v, w]︸ ︷︷ ︸

in g⊥

1

) = 0.

Since B is nondegenerate, we conclude that [u, v] = 0.

It follows that
[g1 ∩ g⊥1 , g1 ∩ g⊥1 ] ⊂ [g1, g

⊥
1 ] = {0},

and hence g1∩g⊥1 is an abelian ideal of g. But since g is semisimple, this means
that g1 ∩ g⊥1 = {0}.

In addition, since B is nondegenerate, equation (1.34) says that dim g = dim g1+
dim g⊥1 . Together with our observation that g1 ∩ g⊥1 = {0}, we see that

g = g1 ⊕ g⊥1 . (7.3)

Now, by Proposition 6.4.3, the Killing form on the ideal g⊥1 is the restriction
of B to g⊥1 × g⊥1 . But B is nondegenerate on g⊥1 . In fact, if x ∈ g⊥1 satisfies
B(x, g⊥1 ) = {0}, then we also have B(x, g) = B(x, g1 ⊕ g⊥1 ) = {0}, so x = 0. By
Cartan’s criterion for semisimplicity, we conclude that g⊥1 is semisimple.

Next we observe that g1 is a simple ideal of g. In fact, by the decomposition
(7.3), any ideal of g1 is also an ideal of g. Then, by the minimality of dim g1,
such an ideal is either {0} or g1.

We now apply the procedure above to the semisimple ideal g⊥1 in place of g to
produce ideals g2 and g′′ of g⊥1 , with g2 simple and g′′ semisimple, such that

g⊥1 = g2 ⊕ g′′.

Then by (7.3),
g = g1 ⊕ g2 ⊕ g′′.

The decomposition above shows that both g2 and g′′ are ideals of g. We then
apply the same procedure to g′′, etc., to produce the direct sum (10.5) of simple
ideals of g.

Now suppose that m is an ideal of g. Let I = {i | gi ⊂ m} and let J = {1, . . . , k}\
I. We claim that m =

⊕
i∈I gi. Certainly, m ⊃ ⊕

i∈I gi. Now suppose that
x ∈ m \⊕i∈I gi. We decompose x according to the direct sum (10.5) to obtain

x = x′ + x′′,
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where x′ ∈ ⊕i∈I gi and x′′ ∈ ⊕j∈J gj . Since x /∈ ⊕i∈I gi, we have x′′ 6= 0.
But x′ ∈ ⊕i∈I gi ⊂ m, so we see that x′′ ∈ m. If [x′′, gj ] = {0} for all j ∈ J ,
then [x′′, g] = {0}, so x′′ lies in the center c of g, so x′′ = 0, contrary to x′′ 6= 0.
Thus [x′′, gj ] 6= {0} for some j ∈ J . For this j, we conclude that [m, gj ] 6= {0},
and hence m ∩ gj 6= {0}. Since gj is simple, it follows that gj ⊂ m, so j ∈ I, a
contradiction. This shows that m =

⊕
i∈I gi.

Finally, if m is a simple ideal of g, then there is only one summand in m =⊕
i∈I gi, so m = gi for some i.

Corollary 7.1.2. Let g be a semisimple Lie algebra over F. Then [g, g] = g.

Proof. By Theorem 7.1.1, g is a direct sum of simple ideals: g =
⊕k

i=1 gi. Since
each gi is simple, we have [gi, gi] = gi, and since the sum is direct, we have
[gi, gj ] ⊂ gi ∩ gj = {0} for i 6= j. Hence

[g, g] =




k⊕

i=1

gi,

k⊕

j=1

gj





=
∑

i,j

[gi, gj]

=
∑

i

gi

=

k⊕

i=1

gi

= g.

Exercise 7.1.3. Prove the converse to Theorem 7.1.1: If g is a direct sum of
simple ideals, then g is semisimple.

Theorem 7.1.1 and Exercise 7.1.3 show that the study of semisimple Lie algebras
over F essentially reduces to the study of simple Lie algebras over F.

Corollary 7.1.4. If g is a semisimple Lie algebra over F, then so are all ideals
of g and all homomorphic images of g.

Proof. By Theorem 7.1.1, g is a direct sum of simple ideals g =
⊕k

i=1 gi, and
any ideal of g is a direct sum of some of the gi. By Exercise 7.1.3, any such
ideal must be semisimple.
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If m is a homomorphic image of g, then m ∼= g/a, where a is an ideal of g.
Now a is a direct sum a =

⊕
i∈I gi, for some subset I ⊂ {1, . . . , k}. Put

J = {1, . . . , n} \ I. Then m ∼=
⊕

j∈J gj , a semisimple Lie algebra by Exercise
7.1.3.

Theorem 7.1.5. Let g be a semsimple Lie algebra over F. Then g is complete;
that is, ad g = Der g.

Proof. We already know, by Proposition 3.4.3, that ad g is and ideal of Der g.
Let B0 denote the Killng form on Der g. The restriction of B0 to ad g × ad g

coincides with the Killing form B on ad g ∼= g, which is nondegenerate.

Now let
m = (ad g)⊥ = {D ∈ Der g |B0(D, ad g) = {0}}.

m is an ideal of Der g, by exactly the same calculation as (7.2). Moreover,
m ∩ ad g = {0}, since any D ∈ m ∩ ad g must satisfy B(D, ad g) = {0}, and so,
since B is nondegenerate, D = 0.

For each D ∈ Der g, let FD denote the linear functional on ad g given by
FD(adX) = B0(D, adX) (for X ∈ g). The map F : D 7→ FD is a surjective
linear map from Der g onto the dual space (ad g)∗ – surjective, since the image
of ad g under this map is (ad g)∗, by Proposition 1.10.7 and the nondegeneracy
of B. The kernel of F is clearly the ideal m. Hence

dim m = dimkerF = dimDer g − dim(ad g)∗ = dimDer g − dimad g.

It follows that Der g is the direct sum of ideals

Der g = ad g ⊕ m. (7.4)

Now let D ∈ m. For any X ∈ g, equation 3.8 says that [D, adX ] = ad (DX).
But (7.4) shows that [m, ad g] = {0}, so ad (DX) = 0. Since c = {0}, ad is
injective, so DX = 0 for all X ∈ g, whence D = 0. Thus m = {0}, and we
finally conclude that Der g = ad g.

We conclude this section with an important theorem, whose proof we shall omit.
(See [6], Chapter III, §9.)

Theorem 7.1.6. (The Levi Decomposition) Let g be a Lie algebra over C, and
let Rs be its solvable radical. Then g is a direct sum of ideals g = Rs⊕I, where
the ideal I is semisimple.

The semisimple ideal I, which is not unique, is called a Levi factor of g. If
I1 is another Levi factor of g, then there is an automorphism ϕ of g such that
ϕ(I) = I1.
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7.2 Simple Lie Algebras over R

In this section we obtain a general characterization of simple Lie algebras over
R. It turns out that there are essentially two types, depending on their com-
plexifications.

Theorem 7.2.1. Let g be a simple Lie algebra over R. Then g is exactly one
of the following two types:

1. A real form of a simple Lie algebra over C

2. A simple Lie algebra over C, considered as a real Lie algebra.

g is of the second type if and only if its complexification gc is the direct sum of
two simple ideals, both isomorphic (as real Lie algebras) to g.

Proof. We can assume that g 6= {0}. The Lie algebra g is, of course, semisimple
because of Exercise 7.1.3. Then by Lemma 6.4.7, the complexification gc of g is
semisimple. By Theorem 7.1.1, gc is the direct sum of simple ideals

gc = g1 ⊕ g2 ⊕ · · · ⊕ gm. (7.5)

Now let σ denote the conjugation of gc with respect to its real form g. The
image σ(g1) is closed with respect to multiplication by complex scalars, since if
z ∈ C and v ∈ g1, then z σ(v) = σ(z v) ∈ σ(g1). Thus σ(g1) is a complex vector
subspace of gc. It is also an ideal of gc since

[σ(g1), g
c] = [σ(gc), σ(g1)]

= σ ([gc, g1])

= σ(g1).

Finally, σ(g1) is a simple ideal of gc: if a is any ideal of σ(g1), then σ(a) is an
ideal of g1, so σ(a) = g1 or σ(a) = {0}. Since σ is bijective, this forces a = σ(g1)
or a = {0}.

Thus σ(g1) must be one of the ideals g1, . . . , gm. Suppose first that σ(g1) = g1.
Then g1 is σ-invariant. Let a = {v ∈ g1 |σ(v) = v}. Clearly, a = g ∩ g1, so a is
an ideal of g. Each x ∈ g1 can be written as

x =
x+ σ(x)

2
+ i

i(σ(x) − x)

2

Both (x+ σ(x)/2 and i(σ(x) − x)/2 belong to a, which shows that

g1 = a ⊕ ia

as real vector spaces. We conclude that a is a nonzero ideal of g, whence a = g.
Thus g1 = g⊕ ig = gc, and so g is a real form of the complex simple Lie algebra
g1.
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Suppose next that σ(g1) = gj for some j ≥ 2. Let h = g1 ⊕ σ(g1). h is then
a nonzero σ-invariant ideal of gc. The same reasoning as that in the preceding
paragraph then shows that h = gc, and so

gc = g1 ⊕ σ(g1).

Thus gc is the direct sum of two simple (complex) ideals. The map

x 7→ x+ σ(x)

is then easily shown to be a real Lie algebra isomorphism from g1 onto g. (See
the exercise below.) Thus g is isomorphic to a complex simple Lie algebra,
considered as a real Lie algebra.

Exercise 7.2.2. In the last part of the proof of Theorem 7.2.1, show that
x 7→ x+ σ(x) is an real Lie algebra isomorphism of g1 onto g.

The complete classification of complex simple Lie algebras was carried out by
Cartan and Killing in the early part of the twentieth century. This also classifies
the real simple Lie algebras of type (2) above. The classification of the real forms
of complex simple Lie algebras is a much harder problem, and is related to the
classification of symmetric spaces. This was also completed by Cartan in the
1930’s.

7.3 Basic Representation Theory

In this section, we introduce some of the basic terminology and results of the
representation theory of Lie algebras, such as the complete reducibility of g-
modules when g is semisimple, Schur’s Lemma, and the representation theory
of sl (2,C).

Definition 7.3.1. Let g be a Lie algebra over F. A vector space V over F is
called a g-module if there is a representation π of g on V .

Recall that we also say that g acts on V .

Definition 7.3.2. Let π1 : g → gl (V ) and π2 : g → gl (W ) be representations
of the Lie algebra g. A linear map T : V →W is said to intertwine π1 and π2 if
π2(x) ◦T = T ◦ π1(x), for all x ∈ g. We also say that T is a g-equivariant linear
map from the g-module V to the g-module W .

Thus T intertwines the representations π1 and π2 if, for all x ∈ g, the following

98



diagram commutes:

V
π1(x)

- V

W

T

?

π2(x)
- W

T

?

If T is a linear isomorphism, we call T a g-module isomorphism. In this case, it
is clear that T−1 is also a g-module isomorphism from W onto V .

Definition 7.3.3. Let V be a g-module, via the representation π. A subspace
U of V is called a g-submodule if W is invariant under all operators π(x), for
all x ∈ g. Thus the map πU : g → gl (U) given by πU (x) = π(x)|U is a
representation of g on U .

If U is a g-submodule of V , we also say that U is a g-invariant subspace of V .
Note that the sum and the intersection of g-invariant subspaces is a g-invariant
subspace. In addition, if U is a g-invariant subspace, then the quotient space
V/U is a g-module via the quotient representation π′ given by

π′(x) (v + U) = π(x) (v) + U (7.6)

for all x ∈ g and all v ∈ V . (The relation π′[x, y] = [π′(x), π′(y)] follows
immediately from π[x, y] = [π(x), π(y)].) We call V/U a quotient module.

Definition 7.3.4. A representation π of g on a vector space V is said to be
irreducible if V has no g-submodules other than {0} and V . We also say that
V is an irreducible g-module.

One more definition:

Definition 7.3.5. A representation π of g on a vector space V is said to be
completely reducible if, for any g-invariant subspace U of V , there exists a g-
invariant subspace W of V such that V = U ⊕W .

Example 7.3.6. A Lie algebra g acts on itself via the adjoint representation
ad : g → gl (g). A subspace a ⊂ g is g-invariant if and only if a is an ideal of g.
The adjoint representation is completely reducible if and only if, for any ideal
a of g, there is another ideal b of g such that g = a ⊕ b.

If g is semisimple, then ad is completely reducible. In fact, by Theorem 7.1.1,
g is a direct sum of simple ideals g =

⊕k
i=1 gi. If a is any ideal of g, then

a = ⊕i∈Igi, for some subset I of {1, . . . , n}. Put J = {1, . . . , n} \ I, and let
b = ⊕j∈Jgj . Then b is an ideal of g such that g = a ⊕ b.

In the above example, there’s nothing special about the representation ad.
What’s important is that g is semisimple, as the following theorem shows:
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Theorem 7.3.7. (H. Weyl) Let g be a semismple Lie algebra over F. Then any
representation π of g is completely reducible.

The proof, which we omit, can be found in several places, such as [5], §6.

Here is an equivalent characterization of complete reducibility.

Theorem 7.3.8. Let V be a vector space over F and let π be a representation
of a Lie algebra g on V . Then π is completely reducible if and only if V is a
direct sum of irreducible g-modules:

V = V1 ⊕ · · · ⊕ Vm (7.7)

Proof. Suppose that π is completely reducible. If V is already irreducible, then
there is nothing to prove. Otherwise, choose a g-invariant subspace V1 of V , of
minimum positive dimension. Clearly, V1 is an irreducible g-module. Since π is
completely reducible, V1 has a complementary g-invariant subspace W , so

V = V1 ⊕W (7.8)

If W is irreducible, then let V2 = W , and we are done. If it isn’t, there exists
an g-invariant subspace V2 of W , of minimum positive dimension. Then V2 is
irreducible. Moreover, V2 has a complementary g-invariant subspace W ′ in V :

V = V2 ⊕W ′ (7.9)

We now claim that
W = V2 ⊕ (W ′ ∩W ). (7.10)

In fact, by equation (7.9) any w ∈W can be written as w = v2 +w′, where v2 ∈
V2 and w′ ∈ W ′. Since v2 ∈ W , it follows that w′ ∈ W , so w′ ∈W ∩W ′. Thus
W = V2 + (W ∩W ′). The sum is direct, since V2 ∩ (W ∩W ′) ⊂ V2 ∩W ′ = {0}.
This proves (7.10), and so by (7.8),

V = V1 ⊕ V2 ⊕ (W ∩W ′) (7.11)

The subspace W ′′ = W ∩W ′ is an intersection of g-invariant subspaces, which
is g-invariant. Thus V is the direct sum of g-invariant subspaces

V = V1 ⊕ V2 ⊕W ′′ (7.12)

If W ′′ is irreducible, put V3 = W ′′ and we’re done. If not, let V3 be a g-invariant
subspace of W ′′ of minimum positive dimension. Then V3 is irreducible, and,
just as we obtained the decomposition (7.12), we can write V as a direct sum
of g-submodules

V = V1 ⊕ V2 ⊕ V3 ⊕W (3). (7.13)

If we continue this procedure, we will eventually reach the decomposition (7.7)
above, since dimV is finite.
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Conversely, suppose that π is a representation of g on V , and that V is a direct
sum (7.7) of irreducible g-modules. We want to prove that π is completely
reducible. Let U be a g-invariant subspace of V , with U 6= {0} and U 6= V .

Since U 6= V , there is a subspace Vi1 among the irreducible subspaces in (7.7)
such that Vi1 * U . Thus Vi1 ∩ U is a proper g-invariant subspace of Vi1 ; since
Vi1 is irreducible, we conclude that Vi1 ∩U = {0}. Put U2 = U⊕Vi1 . If U2 = V ,
then we can take Vi1 as our complementary g-invariant subspace. if U2 6= V ,
there is another irreducible subspace Vi2 in (7.7) such that Vi2 * U2. Then
Vi2 ∩ U2 = {0}, so we can let

U3 = U2 ⊕ Vi2 = U ⊕ Vi1 ⊕ Vi2 .

If U3 = V , then we can take our complementary g-invariant subspace to be
W = Vi1 ⊕ Vi2 . If U3 6= V , then there is a subspace Vi3 among the irreducible
subspaces in (7.7) such that Vi3 * U3, and so forth. Since V is finite-dimensional,
this procedure ends after a finite number of steps, and we have

V = U ⊕ Vi1 ⊕ · · · ⊕ Vir .

The subspaceW = Vi1⊕· · ·⊕Vir is then our g-invariant complementary subspace
to U .

Some authors define complete reducibility by means of the decomposition (7.7).
In general, neither this decomposition nor the complementary g-invariant sub-
space in the definition of complete reducibility is unique.

Example 7.3.9. Consider the representation π of gl (2,C) on itself via matrix
multiplication:

π(X) (Y ) = X Y

It is easy to see that π is indeed a representation, and that the representation
space gl (2,C) decomposes into the direct sum of irreducible subspaces:

gl (2,C) =

{(
z1 0
z2 0

) ∣∣∣∣ z1, z2 ∈ C
}
⊕
{(

0 z3
0 z4

) ∣∣∣∣ z3, z4 ∈ C
}

gl (2,C) also decomposes into the following invariant irreducible subspaces

gl (2,C) =

{(
z1 z1
z2 z2

) ∣∣∣∣ z1, z2 ∈ C
}
⊕
{(

z3 −z3
z4 −z4

) ∣∣∣∣ z3, z4 ∈ C
}

Theorem 7.3.10. (Schur’s Lemma) Let V be a vector space over F, and let π
be an irreducible representation of g on V . If T ∈ L(V ) commutes with π(x),
for all x ∈ g, then either T = 0 or T is invertible. If F = C, then T is just
scalar multiplication: T = λIV .
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Proof. First we observe that both the kernel and the range of T are g-invariant
subspaces of V . In fact, if v ∈ kerT , then T (π(x) v) = π(x) (T (v)) = 0, so
π(x) v ∈ kerT for all x ∈ V . Likewise, π(x) (T (V )) = T (π(x)(V )) ⊂ T (V ).

Since kerT is g-invariant and π is irreducible, we have either kerT = {0} or
kerT = V . In the former case, T is invertible, and in the latter case, T = 0.

Suppose now that F = C. Then our linear operator T has an eigenvalue λ, so
ker (T − λIV ) 6= {0}. But the operator T − λIV commutes with π(x), for all
x ∈ g. Thus, by the preceding paragraph, T − λIV = 0, and so T = λIV .

Now we turn to a simple but important topic: the representation theory of the
three-dimensional simple Lie algebra sl (2,C). As we will see later on, this is the
“glue” by which the structure of any complex simple Lie algebra is built upon.
Now by Weyl’s Theorem (Theorem 7.3.7), any finite-dimensional representation
of sl (2,C) is completely reducible, so to understand the (finite-dimensional)
representation theory of this Lie algebra, it suffices, by Theorem 7.3.8, to study
its irreducible representations.

Theorem 7.3.11. (The Basic Representation Theorem for sl (2,C).) Let (e, f, h)
be the standard basis of g = sl (2,C), with

e =

(
0 1
0 0

)
, f =

(
0 0
1 0

)
, h =

(
1 0
0 −1

)

Let π be an irreducible representation of g on a complex vector space V . Then
there exists an eigenvector v0 of π(h), with eigenvalue λ, such that π(e) v0 = 0.
For each j ∈ Z+, let vj = (π(f))j v0. Then the following properties hold:

1. The eigenvalue λ is a nonnegative integer n

2. vn+1 = 0

3. (v0, v1, . . . , vn) is a basis of V

4. π(f) vj = vj+1

5. π(h) vj = (n− 2j) vj, so each basis vector vj is an eigenvector of π(h)

6. π(e) vj = j(n− j + 1)vj−1.

Remark: This theorem implies, among other things, that π(h) is a semisimple
linear operator on V with integer eigenvalues n, (n − 2), . . . ,−(n − 2), −n.
On the other hand, both π(e) and π(f) are nilpotent operators, since their
matrices with respect to the basis (v0, v1, . . . , vn) of V are strictly upper and
lower triangular, respectively.
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Proof. Since V is a complex vector space, the linear operator π(h) has a complex
eigenvalue µ. Let v be an eigenvector of π(h) corresponding to µ. We claim
that π(e) v belongs to the eigenspace of π(h) corresponding to the eigenvalue
µ+ 2. In fact,

π(h) (π(e) v) = π(e) (π(h) v) + (π(h)π(e) − π(e)π(h)) (v)

= µπ(e) v + [π(h), π(e)] v

= µπ(e) v + π[h, e] (v)

= µπ(e) v + 2 π(e) v

= (µ+ 2) π(e) v.

A similar argument then shows that π(e)2 (v) = π(e) (π(e) v) belongs to the
eigenspace of π(h) corresponding to the eigenvalue µ + 4. In general, π(e)s v
belongs to the eigenspace of π(h) corresponding to the eigenvalue µ+ 2s. Since
π(h) has only finitely many eigenvalues, we must have π(e)s v = 0 for some s ∈
N. Let s be the smallest positive integer such that π(e)s v 6= 0 but π(e)s+1 v = 0.
Put v0 = π(e)s v. Then π(e) v0 = 0, and v0 is an eigenvector of π(h). Let
λ (= µ+ 2s) be its eigenvalue.

Now as prescribed in the statement of the theorem, for each j ∈ N, we define
vj = π(f)j v0. This trivially gives conclusion (4). Let us now prove by induction
that for each j ∈ Z+,

π(h) vj = (λ − 2j) vj. (7.14)

If j = 0, the equation above is just π(h) v0 = λ v0, which is true by the hypoth-
esis on v0. Assume, then, that equation 7.14 is true for vj . Then

π(h) vj+1 = π(h) (π(f) vj)

= π(f) (π(h) vj) + [π(h), π(f)] (vj)

= (λ − 2j)π(f)(vj) + π[h, f ] (vj) (by induction hypothesis)

= (λ − 2j) vj+1 − 2 π(f) (vj)

= (λ − 2j) vj+1 − 2 vj+1

= (λ − 2(j + 1)) vj+1,

which proves that equation (7.14) is true for vj+1.

Thus, if vj 6= 0, it must be an eigenvector of π(h) corresponding to the eigenvalue
λ − 2j. Since eigenvectors corresponding to distinct eigenvalues are linearly
independent and V is finite-dimensional, we conclude that there must be a
j ∈ N such that vj = 0. Let n be the smallest nonnegative integer such that
vn 6= 0 but vn+1 = 0.

We will now prove by induction that for all j ≥ 1,

π(e) vj = j(λ− j + 1) vj−1. (7.15)
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Let us first verify equation (7.15) for j = 1. We have

π(e) v1 = π(e) (π(f) v0)

= π(f) (π(e) v0) + π[e, f ] v0

= 0 + π(h) v0

= λ v0,

which is precisely equation (7.15) for j = 1.

Next assume that equation 7.15 holds for vj (with j ≥ 1). Then

π(e) vj+1 = π(e) (π(f) vj)

= π(f) (π(e) vj) + π[e, f ] vj

= j(λ− j + 1)π(f) vj−1 + π(h) vj (by induction hypothesis)

= j(λ− j + 1) vj + (λ− 2j) vj

= (j + 1)(λ− j) vj

= (j + 1)(λ− (j + 1) + 1) vj ,

proving (7.15) for vj+1.

If we now apply (7.15) to the vector vn+1 = 0, we get

0 = π(e) vn+1 = (n+ 1)(λ− n) vn.

Since vn 6= 0, we conclude that (n + 1)(λ − n) = 0, and so λ = n. This proves
conclusion (1). Plugging in λ = n to equation (7.14), we obtain conclusion (5);
and plugging this into equation (7.15) gives us conclusion (6).

It remains to prove conclusion (3), that (v0, . . . , vn) is a basis of V . These
vectors are certainly linearly independent, since by (7.14), they are eigenvectors
of π(h) corresponding to distinct eigenvalues. From conclusions (4), (5), and
(6), we also see that the C-span of (v0, . . . , vn) is invariant under π(e), π(f), and
π(h). Since (e, f, g) is a basis of g, we see that this linear span is a g-invariant
subspace. Since V is an irreducible g-module, we conclude that this span is all
of V . This proves conclusion (3) and finishes the proof of Theorem 7.3.11.

In Theorem 7.3.11, the nonnegative integer n is called the highest weight of
the representation π. The vector v0 is called a highest weight vector of π; the
vectors v0, . . . , vn are called weight vectors, and their eigenvalues n, n− 2, n−
4, . . . ,−(n− 2), −n are called the weights of π.

Theorem 7.3.11 says that, up to g-module isomorphism, any finite-dimensional
representation of sl (2,C) is uniquely determined by its highest weight. It also
says that the representation space V has a basis (v0, . . . , vn) satisfying conditions
(4)-(6) in the statement of the theorem.
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Exercise 7.3.12. (Converse of Theorem 7.3.11) Fix a positive integer n, let V
be a vector space over C with basis (v0, v1, . . . , vn), and let πn be the linear map
from sl (2,C) to gl (V ) defined on the basis (e, f, h) of sl (2,C) by the relations
(4)-(6) in Theorem 7.3.11. Prove that πn is an irreducible representation of
sl (2,C).

Actually, the representation πn in Theorem 7.3.11 has an explicit realization.
Namely, let V be the vector space of homogeneous degree n polynomials in two
complex variables z and w, with complex coefficients. Thus the elements of V
are polynomials of the form

p(z, w) = αnz
n + αn−1z

n−1w + · · · + α1zw
n−1 + α0w

n,

where αn, · · · , α0 are complex numbers. The following n+1 degree n monomials

zn, zn−1w, · · · , zwn−1, wn

constitute a basis of V . For each matrix X =

(
a b
c −a

)
∈ sl (2,C), define the

linear map π(X) on V by

(
π

(
a b
c −a

)
p

)
(z, w) = (az + cw)

∂p

∂z
+ (bz − aw)

∂p

∂w

If p(z, w) is homogeneous of degree n, it is clear that the right hand side above
is also homogeneous of degree n. Since π(X) is given by a linear differential
operator, it is therefore clear that π(X) is a linear operator on V .

Exercise 7.3.13. Prove that X 7→ π(X) is a Lie algebra homomorphism of
sl (2,C) into gl (V ). For this you need to show thatX 7→ π(X) is linear (straight-
forward), and that π[X,Y ] = [π(X), π(Y )], for all X,Y ∈ sl (2,C). Show that
this amounts to proving that for all polynomials p in two variables z and w,

[
(a1z + c1w)

∂

∂z
+ (b1z − a1w)

∂

∂w
, (a2z + c2w)

∂

∂z
+ (b2z − a2w)

∂

∂w

]
(p)

=
(
(b1c2−c1b2)z+2(c1a2−a1c2)w

)∂p
∂z

+
(
2(a1b2−b1a2)z−(b1c2−c1b2)w

) ∂p
∂w

Exercise 7.3.14. Put v0 = zn and for j = 1, . . . , n, put vj = P (n, j)zn−jwj ,
where P (n, j) = n!/(n − j)!. Then V has basis (v0, . . . , vn). Prove that these
basis vectors satisfy the relations (4)-(6) in Theorem 7.3.11.
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Chapter 8

Root Space Decompositions

Henceforth we will focus on complex simple and semisimple Lie algebras. These
algebras have an incredibly rich structure, all brought to you by Theorem 7.3.11.
As for real semisimple Lie algebras, it turns out that the theory of such algebras
essentially amounts to finding the real forms of complex semisimple Lie algebras.
Unfortunately (really!), the study of such algebras is beyond the scope of this
course.

8.1 Cartan Subalgebras

We begin with a generalized binomial expansion for derivations.

Exercise 8.1.1. Let g be a Lie algebra over F and let D ∈ Der g. Prove that
for any x, y ∈ g, λ, µ ∈ F, and k ∈ N,

(D − (λ+ µ) Ig)k [x, y] =
k∑

r=0

(
k

r

)
[(D − λ Ig)r x, (D − µ Ig)

k−r y]

Lemma 8.1.2. Let g be a Lie algebra over C. Then Der g contains the semisim-
ple and nilpotent parts of all its elements.

Proof. LetD ∈ Der g, and letD = S+N be its Jordan-Chevalley decomposition.
Here S and N are commuting semisimple and nilpotent linear operators on g,
respectively.

Since our field is C, we can, by Theorem 1.7.7, decompose g into a direct sum
of generalized eigenspaces of D:

g =
⊕

λ

gλ, (8.1)
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where the sum is taken over all eigenvalues of D, and

gλ = {x ∈ g | (D − λ Ig)k x = 0 for some k ∈ Z+}

We now claim that [gλ, gµ] ⊂ gλ+µ. Here gλ+µ is understood to be {0} if λ+ µ
is not an eigenvalue of D.

To prove the claim, we first note that by the remark after Theorem 1.7.1, gλ =
ker(D − λ Ig)n, where n = dim g. Suppose that x ∈ gλ and y ∈ gµ. Then by
Exercise 8.1.1,

(D − (λ+ µ) Ig)2n [x, y] =

2n∑

r=0

(
2n

r

)
[(D − λ Ig)r x, (D − µ Ig)2n−r y].

At least one of the factors in each Lie bracket on the right hand side above
vanishes. Hence the right hand side vanishes, and [x, y] is annihilated by a
power of D− (λ+µ) Ig. Thus, [x, y] belongs to the generalized eigenspace gλ+µ.

Assuming still that x ∈ gλ and y ∈ gµ, it is now easy to show that the semisimple
operator S satisfies Leibniz’ rule on [x, y]:

S[x, y] = (λ+ µ) [x, y] (since [x, y] ∈ gλ+µ)

= [λx, y] + [x, µy]

= [Sx, y] + [x, Sy].

If x and y are arbitrary elements of g, then we have x =
∑

λ xλ and y =
∑
λ yλ,

where xλ, yλ ∈ gλ. Hence

S[x, y] = S

[∑

λ

xλ ,
∑

µ

yµ

]

= S

(∑

λ,µ

[xλ, yµ]

)

=
∑

λ,µ

([Sxλ, yµ] + [xλ, Syµ])

=

[
S

(
∑

λ

xλ

)
,
∑

µ

yµ

]
+

[∑

λ

xλ, S

(
∑

µ

yµ

)]

= [Sx, y] + [x, Sy]

Hence Leibniz’ rule holds for S on g, and so S ∈ Der g. It follows that N =
D − S ∈ Der g.

Now if g is a semisimple Lie algebra over C, then we know by Theorem 7.1.5
that g is complete; that is, ad g = Der g. Lemma 8.1.2 then implies that if
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x ∈ g, the semisimple and nilpotent parts of adx belong to ad g. Since the map
ad : g → ad g is injective, there must therefore exist unique elements xs and xn
in g such that

adx = adxs + adxn

is the Jordan-Chevalley decomposition of adx. Here adxs is semisimple and
adxn is nilpotent. From the above, we obtain adx = ad (xs + xn), and so

x = xs + xn. (8.2)

Definition 8.1.3. Equation 8.2 is called the abstract Jordan-Chevalley decom-
position of x ∈ g. xs is called the semisimple part of x, and xn is called the
nilpotent part of x.

Definition 8.1.3 begs the question: what if g ⊂ gl (V ) for some complex vector
space V ? Does the abstract Jordan decomposition of any X ∈ g coincide with
its usual one? The answer is yes, as the following exercise shows.

First note that it is an immediate consequence of Lemma 6.3.1 and Lemma 1.9.9
(and its nilpotent counterpart) that if N is a nilpotent element of gl (V ), then
so is adN , and likewise, if S is a semisimple element of gl (V ), then so is adS.

Exercise 8.1.4. Let V be a complex vector space, and let g be a semisimple
Lie subalgebra of gl (V ). Let X ∈ g, and let X = S+N be its Jordan-Chevalley
decomposition, and X = Xs+Xn its abstract Jordan-Chevalley decomposition.
Using the following steps, prove that S = Xs and N = Xn.

(a). We know that Xs and Xn belong to g. The problem is that S or N may
not belong to g. Prove that S and N normalize g; that is, [S, g] ⊂ g and
[N, g] ⊂ g.

(b). Prove that S−Xs and N−Xn both belong to the centralizer of g in gl (V ).

(c). Prove that S commutes with Xs and N commutes with Xn.

(d). Since g is semisimple, Weyl’s theorem and Theorem 7.3.8 imply that V
decomposes into a direct sum of g-invariant irreducible subspaces V =
V1 ⊕ · · · ⊕ Vm. Prove that each subspace Vi is invariant under S and N .

(e). Since Xs, Xn ∈ g, each Vi is also Xs- and Xn-invariant. Show that S−Xs

and N −Xn are scalar operators on each Vi. That is, prove that for each i,
there is a λi ∈ C such that (S −Xs)|Vi

= λi IVi
, and similarly for N −Xn.

(f). Prove that Xs is a semisimple linear operator on each Vi, and hence on V .

(g). Prove that for each Y ∈ g, trY |Vi
= 0. Hence trX |Vi

= trXs|Vi
=

trXn|Vi
= 0.

(h). Prove that N = Xn and that S = Xs.
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Example 8.1.5. In the case of g = sl (n,C), it is a lot easier to prove that
the abstract and the regular Jordan-Chevalley decompositions coincide. Let
X ∈ sl (n,C), and let X = S+N be its regular Jordan-Chevalley decomposition.
SinceN is nilpotent, we have trN = 0. HenceN ∈ sl (n,C), and so S = X−N ∈
sl (n,C). Since adS and adN are semisimple and nilpotent, respectively, on
gl (n,C), they are likewise semisimple and nilpotent, respectively, on sl (n,C).
Hence S = Xs and N = Xn.

Definition 8.1.6. Let g be a semisimple Lie algebra over C. A toral subalgebra
of g is a subalgebra consisting entirely of semisimple elements x. (This means
x = xs in Definition 8.1.3.)

If g 6= {0}, does g have any nonzero toral subalgebras? Yes! The reason is
that there is at least one element x of g such that xs 6= 0. Otherwise, x = xn
for all x ∈ g, so adx is nilpotent for all x ∈ g, and hence by Engel’s theorem
(Theorem 5.2.1), g is nilpotent. But no nilpotent Lie algebra is semisimple.
(Why?) So choose x ∈ g such that xs 6= 0. Then a = Cxs is a one-dimensional
toral subalgebra of g. Note that because a is one-dimensional, it is obviously
abelian.

Surprisingly, it turns out that all toral subalgebras are abelian.

Proposition 8.1.7. Let g be a semisimple Lie algebra over C. Then any toral
subalgebra T of g is abelian.

Proof. Let x ∈ T . Since T is a subalgebra, T is adx-invariant. We want to
show that adx|T = 0, since this will obviously imply that T is abelian. Now
clearly, adx = 0 for x = 0, so let us assume that x 6= 0.

Now since adx is semisimple, its restriction adx|T is also semisimple, by Lemma
1.9.9. Thus it suffices to prove that any eigenvalue α of adx|T is 0. So suppose
that α is an eigenvalue of adx|T and that y ∈ T is an eigenvector corresponding
to α. Then [x, y] = adx (y) = αy. Hence

ad y [y, x] = −ad y [x, y]

= −ad y (α y)

= −α [y, y]

= 0. (8.3)

Now y ∈ T , so ad y|T is semisimple. Thus, there is a basis (e1, . . . , ek) of T
consisting of eigenvectors of ad y|T , with respective eigenvalues α1, . . . , αk.

We have, of course, x =
∑k

i=1 λi ei, for some scalars λi, not all 0. Then
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ad y (x) = [y, x] =
∑k

i=1 λi [y, ei] =
∑k

i=1 λiαi ei, and so by equation (8.3),

0 = ad y [y, x]

= ad y

(
k∑

i=1

λiαi ei

)

=

k∑

i=1

λiαi [y, ei]

=

k∑

i=1

λiα
2
i ei.

It follows that λiα
2
i = 0 for all i, from which it follows that λiαi = 0 for all i.

Hence α y = adx (y) = [x, y] = −[y, x] = −∑k
i=1 λiαi ei = 0. Since y 6= 0, we

conclude that α = 0, proving the proposition.

Definition 8.1.8. Let g be a complex semisimple Lie algebra. A Cartan sub-
algebra of g is a maximal toral subalgebra of g; i,e., a toral subalgebra which is
not properly contained in any other toral subalgebra of g.

Any toral subalgebra of maximal dimension is obviously a Cartan subalgebra of
g. It is an important result in Lie theory that any two Cartan subalgebras are
conjugate under an automorphism of g.

Theorem 8.1.9. Let h1 and h2 be Cartan subalgebras of a complex semisimple
Lie algebra g. Then there exists an automorphism ϕ of g such that ϕ(h1) = h2.

In particular, any two Cartan subalgebras of g have the same dimension, which
is called the rank of g.

Theorem 8.1.9 says that the behavior of any two Cartan subalgebras of g with
respect to the adjoint representation is exactly the same. Since the proof of
Theorem 8.1.9 requires some Lie group theory, we will omit it.

8.2 Root Space Decomposition

In this section, we examine the root space structure of a complex semisimple
Lie algebra g. Knowledge of this structure is absolutely vital for any further
study of semisimple Lie theory.

Lemma 8.2.1. Let h be a toral subalgebra of a complex semisimple Lie algebra
g. Then there is a basis of g relative to which the linear operators adh all have
diagonal matrices, for every h ∈ h.
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Proof. Let h1, . . . , hl be a basis of h. then adh1, . . . , adhk are semisimple lin-
ear operators on g. Moreover, these operators commute, since [adhi, adhj ] =
ad [hi, hj ] = 0. Hence by Exercise 1.9.12, there is a basis of g relative to which
each adhi has a diagonal matrix. If h ∈ h, then adh is a linear combination of
the adhi, so the matrix of adh relative to this basis is also diagonal.

The basis obtained in Lemma 8.2.1 thus consists of joint eigenvectors of all the
elements of adh.

Let us now assume that h is a Cartan subalgebra of a complex semisimple Lie
algebra g. Choose a basis of g consisting of joint eigenvectors of adh. If v is an
element of this basis, then for every h ∈ h, we have

adh (v) = α(h) v, (8.4)

where the complex coefficient α(h) clearly depends on h. The mapping h 7→ α(h)
is easily seen to be a linear functional on h, and it is also clear that v belongs
to the joint eigenspace corresponding to α ∈ h∗.

For each α ∈ h∗, let gα denote the joint eigenspace corresponding to α:

gα = {v ∈ g | [h, v] = α(h) v for all h ∈ h} (8.5)

Of course, for a given α, gα could very well be {0}. Nonetheless, each vector
in our basis belongs to a unique joint eigenspace, and we obtain the direct sum
decomposition

g =
⊕

α

gα (8.6)

where the sum ranges over all α ∈ h∗ such that gα 6= {0}.

The decomposition (8.6) is very important, and we will study its structure in
some detail.

Observe that if 0 denotes the zero linear functional on h, then the joint eigenspace
g0 is the centralizer c(h) of h in g. Since h is abelian, we have h ⊂ g0, so in
particular g0 6= {0}.

Definition 8.2.2. Let h be a Cartan subalgebra of a complex semisimple Lie
algebra g. Any nonzero linear functional α ∈ h∗ such that gα 6= {0} is called a
root of g relative to h. If α is a root, the joint eigenspace gα is called the root
space corresponding to α. We denote the set of all roots by ∆.

Note that ∆ is a nonempty finite set. It’s nonempty since, otherwise g0 = g, so
{0} ( h ⊂ c, the center of g. But g has center {0}.

Since g is finite-dimensional and since each root space gα has dimension ≥ 1,
we see that the set ∆ of roots is finite.
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Definition 8.2.3. If h is a Cartan subalgebra of a complex semisimple Lie
algebra g, then we can rewrite the decomposition (8.6) as

g = g0 ⊕
⊕

α∈∆

gα. (8.7)

We call (8.7) the root space decomposition of g relative to h.

For the rest of this section, we assume that h is a fixed Cartan subalgebra of a
complex semisimple Lie algebra g.

Theorem 8.2.4. The joint eigenspaces gα satisfy the following peoperties:

(a) For α, β ∈ h∗, [gα, gβ] ⊂ gα+β.

(b) If α 6= 0 and x ∈ gα, then adx is nilpotent.

(c) If α, β ∈ h∗ such that α+ β 6= 0, then B(gα, gβ) = {0}.

Proof. (a) Let h ∈ h, and let x ∈ gα, y ∈ gβ. Then, since adh is a derivation,
we have

adh [x, y] = [adh (x), y] + [x, adx (y)]

= [α(h)x, y] + [x, β(h) y]

= (α(h) + β(h)) [x, y]

= (α+ β)(h) [x, y].

This shows that [gα, gβ ] ⊂ gα+β.

(b) We can assume that x is a nonzero element of gα. Let β ∈ h∗ such that
gβ 6= {0}. Then by Part (a), adx (gβ) ⊂ gβ+α. Applying Part (a) again,
we have (adx)2 (gβ) ⊂ gβ+2α. In general, for all k ∈ Z+,

(adx)
k
(gβ) ⊂ gβ+kα

Now the set of β ∈ h∗ such that gβ 6= {0} is finite, so, since α 6= 0, there
is a nonnegative integer k = kβ such that gβ+kβα = {0}. Then of course
gβ+kβ α = {0}, and so

(adx)
kβ (gβ) = {0}.

Let N = max{kβ}, where the maximum is taken over all β such that gβ 6=
{0}. Then we have (adx)N = 0, and hence adx is nilpotent.

(c) Let x ∈ gα and y ∈ gβ . For any h ∈ h, we have by Lemma 6.4.1,

0 = B([h, x], y) +B(x, [h, y])

= B(α(h)x, y) +B(x, β(h) y)

= (α(h) + β(h))B(x, y). (8.8)
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Since α+β 6= 0, we may choose an element h0 ∈ h such that α(h0)+β(h0) 6=
0. If we plug in h = h0 in (8.8), we obtain B(x, y) = 0. Since x and y are
arbitrary in gα and gβ , it follows that B(gα, gβ) = {0}.

Theorem 8.2.4 implies, in particular, that [g0, g0] ⊂ g0, so that g0 is a subalgebra
of g.

Corollary 8.2.5. The Killing form B is nondegenerate on g0.

Proof. The assertion is that B|g0×g0
is nondegenerate. If x ∈ g0, then by

Theorem 8.2.4, we have B(x, gα) = {0} for all α 6= 0 in h∗. Suppose that x 6= 0.
Then since B is nondegenerate, B(x, g) 6= {0}. Hence

{0} 6= B(x, g)

= B
(
x, g0 ⊕

⊕

α∈∆

gα
)

= B(x, g0) +
∑

α∈∆

B(x, gα)

= B(x, g0).

This shows that B is nondegenerate on g0.

Lemma 8.2.6. The Killing form B is nondegenerate on h.

Proof. Suppose that h ∈ h satisfiesB(h, h) = {0}. We will prove that B(h, g0) =
{0}, so that by Lemma 8.2.5, it will follow that h = 0.

Let x be any element of g0 = c(h), and let x = xs + xn be its abstract
Jordan-Chevalley decomposition. Since adxs and adxn are the semisimple and
nilpotent parts of adx, they are polynomials in adx with zero constant term.
(See Theorem 1.9.14.) Since adx(h) = {0}, we conclude that adxs(h) = {0}
and adxn(h) = {0} as well. Thus xs, xn ∈ c(h) = g0. This means that
[xs, h] = [xn, h] = {0}.

Next we claim that xs ∈ h. Since xs is a semisimple element of g commuting
with h, the subspace Cxs + h is a toral subalgebra of g containg h. Since h is
maximal toral, this implies that Cxs+h = h, and therefore xs ∈ h. In particular,
by the hypothesis on h, we have B(xs, h) = 0.

Now xn commutes with h, so adxn commutes with adh. Since adxn is nilpotent,
this must also be true of adxn ◦ adh: (adxn)

N
= 0 =⇒ (adxn ◦ adh)

N
=

(adxn)
N ◦ (adh)

N
= 0. Hence B(xn, h) = tr (adxn ◦ adh) = 0.

Together with B(xs, h) = 0, we conclude that B(x, h) = B(xn, h) +B(xs, h) =
0. Since x is arbitrary in g0, we get B(g0, h) = {0}, from which we obtain
h = 0.
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Lemma 8.2.7. Let h be a Cartan subalgebra of a complex semisimple Lie algebra
g, and let g0 = c(h). Then g0 = h!

Proof. The proof is carried out by proving the following successive assertions:

Step 1: g0 is nilpotent. By Engel’s theorem, it suffices to prove that for each
x ∈ g0, (adx)|g0

is nilpotent. If x = xs+xn is the abstract Jordan decomposition
of x, then the proof of Lemma 8.2.6 shows that xs ∈ h and xn ∈ g0. Hence
[xs, g0] = {0}, and thus (adxs)|g0

= 0. On the other hand adxn is nilpotent on
g, and so its restriction to g0 is nilpotent. Therefore, (adx)|g0

= (adxn)|g0
is

nilpotent.

Step 2: h∩[g0, g0] = {0}. Note thatB(h, [g0, g0]) = B([h, g0], g0) = B({0}, g0) =
{0}. Thus if h ∈ h∩ [g0, g0], it follows that B(h, h) ⊂ B(h, [g0, g0]) = {0}. Since
B is nondegenerate on h, this forces h = 0.

Step 3: g0 is abelian. Assume that [g0, g0] 6= {0}. From the descending central
series for the nilpotent Lie algebra g0, it is clear that if c0 denotes the center of
g0, then c0 ∩ [g0, g0] 6= {0}. Let c be a nonzero element of c0 ∩ [g0, g0], and let
c = cs+cn be its abstract Jordan-Chevalley decomposition. If cn = 0, then from
the proof of Lemma 8.2.6, we get 0 6= c = cs ∈ h∩[g0, g0] = {0}, a contradiction.
Hence cn 6= 0.

As with the proof of Lemma 8.2.6, we see that cn = c − cs ∈ g0. Since c ∈ c0
and cs ∈ h ⊂ c0, we see that cn ∈ c0. Thus, for all x ∈ g0, [cn, x] = 0 and
therefore [ad cn, adx] = 0. Now ad cn is a nilpotent linear operator, and we
conclude that ad cn ◦ adx is also nilpotent for all x ∈ g0. Hence, for all such x,
B(cn, x) = tr (ad cn ◦ adx) = 0. It follows that B(cn, g0) = {0}, contradicting
the nondegeneracy of B on g0.

This contradiction leads us to conclude that [g0, g0] = {0}.

Step 4: g0 = h. Suppose that x ∈ g0 \ h. If x = xs + xn is its abstract Jordan-
Chevalley decomposition, then we must have xn 6= 0. Now xn ∈ g0, so, since
g0 is abelian, we conclude that adxn ◦ ad y is a nilpotent linear operator for all
y ∈ g0. Hence B(xn, y) = 0 for all y ∈ g0. Since B is nondegenerate on g0, this
forces xn = 0, a contradiction. Thus g0 = h, completing the proof of Lemma
8.2.7.

Theorem 8.2.8. (Root Space Decomposition) Let g be a semisimple Lie algebra
over C and let h be a Cartan subalgebra. Then g is a direct sum of h and the
root spaces of h:

g = h ⊕
⊕

α∈∆

gα (8.9)

Theorem 8.2.8 is an immediate consequence of equation (8.7) and Lemma 8.2.7.

115



Theorem 8.2.9. Let h be a Cartan subalgebra of a complex semisimple Lie
algebra g. Then for each ϕ ∈ h∗, there is a unique element hϕ such that ϕ(h) =
B(hϕ, h) for all h ∈ h.

Proof. This follows immediately from Proposition 1.10.7.

Note that according to Proposition 1.10.7, we also have hαϕ+βψ = αhϕ + βhψ,
for all ϕ, ψ ∈ h∗ and all α, β ∈ C.

Definition 8.2.10. We transfer the Killing form B to the dual space h∗ by
B(φ, ψ) = B(hφ, hψ) for all φ, ψ ∈ h∗.

Using the convention in Definition 8.2.10, we have ϕ(hψ) = B(hϕ, hψ) = ψ(hϕ).
By Lemma 8.2.6, we also see that B is nondegenerate on h∗.

Let us now investigate the root spaces gα.

Theorem 8.2.11. (Theorem on Roots) Let h be a Cartan subalgebra of a com-
plex semisimple Lie algebra g, and let ∆ be the set of roots of g relative to h.
Then:

(a) There are dim h linearly independent roots which thus form a basis of h∗.

(b) If α is a root, then so is −α.

(c) If α is a root and x ∈ gα, y ∈ g−α, then [x, y] = B(x, y)hα.

(d) If α is a root, then [gα, g−α] = Chα.

(e) For each α ∈ ∆, α(hα) = B(α, α) 6= 0.

(f) Let α be a root, and let h∗α = 2hα/α(hα). If eα is a nonzero element of
gα, then there is an fα ∈ g−α such that (eα, fα, h

∗
α) is the basis of a three-

dimensional simple Lie subalgebra of g isomorphic to sl (2,C).

Proof. (a) The claim here is that ∆ spans the dual space h∗. Suppose, to the
contrary, that ∆ does not span h∗. Then there exists a nonzero vector h ∈ h

such that α(h) = 0 for all α ∈ ∆. For each x ∈ gα, we therefore obtain
[h, x] = α(h)x = 0. Hence [h, gα] = {0} for all α ∈ ∆. Since h is abelian, we
also have [h, h] = {0}. Hence by Theorem 8.2.8, [h, g] = {0}, and therefore
h lies in the center c of g. But since g is seimisimple, c = {0}, so h = 0, a
contradiction.

(b) Suppose that α is a root, but that −α isn’t. Let x be a nonzero element
of gα. Then by Theorem 8.2.4 (c), B(x, gβ) = {0} for all β ∈ ∆ (including
β = α!). For the same reason, we have B(x, g0) = B(x, h) = {0}. Thus, by
Theorem 8.2.8, we obtain B(x, g) = {0}. This contradicts the fact that B
is nondegenerate on g.

116



(c) Suppose that α is a root and that x ∈ gα, y ∈ g−α. Then according to
Theorem 8.2.4 (a), [x, y] ∈ g0 = h. We can determine the vector [x, y] in h

as follows: For any h ∈ h, we have

B(h, [x, y]) = B([h, x], y)

= B(α(h)x, y)

= α(h)B(x, y)

= B(x, y)B(h, hα)

= B(h,B(x, y)hα).

Since B is nondegenerate on h (Theorem 8.2.6), we see that [x, y] = B(x, y)hα.

(d) By part (c), it suffices to show that if 0 6= x ∈ gα, then there exists a
y ∈ g−α such that B(x, y) 6= 0. Suppose, to the contrary, that B(x, g−α) =
{0}. Now by Theorem 8.2.4 (c), B(x, gβ) = {0} for all β ∈ ∆ such that
β 6= −α, and likewise B(x, h) = {0}. Thus B(x, g) = {0}, contradicting the
nondegeneracy of B on g.

(e) Let α ∈ ∆, and suppose that α(hα) = 0. By part (d), it is possible to choose
vectors x ∈ gα and y ∈ g−α such that B(x, y) 6= 0. Let s = Cx+C y+Chα.
Then, since [x, y] = c hα (with c = B(x, y) 6= 0) and [hα, x] = α(hα)x = 0,
[hα, y] = α(hα) y = 0, we see that s is a solvable Lie subalgebra of g with
derived algebra s′ = Chα. The algebra ad s is a solvable Lie algebra of linear
operators on g, so by Lie’s Theorem (Theorem 4.2.3), g has a basis relative
to which every element of ad s has an upper triangular matrix. With respect
to this basis, the elements of ad s′ have strictly upper triangular matrices.
In particular, this means that adhα has a strictly upper triangular matrix,
and so adhα is nilpotent. But adhα is semisimple, so adhα = 0, whence
hα = 0, and therefore α = 0, contradicting the fact that the elements of ∆
are nonzero.

(f) Let 0 6= eα ∈ gα. Then by part (d) above, there exists an element f ′
α ∈ g−α

such that B(eα, f
′
α) = c 6= 0. Let fα = 2f ′

α/(c α(hα)). Then B(eα, fα) =
2/α(hα). Hence, by part (c),

[eα, fα] =
2 hα
α(hα)

= h∗α. (8.10)

Note that α(h∗α) = 2. From equation (8.10), we obtain the commutation
relations

[h∗α, eα] = α(h∗α) eα = 2 eα (8.11)

[h∗α, fα] = −α(h∗α) fα = −2 fα, (8.12)

which show that the span of (eα, fα, h
∗
α) is a subalgebra of g isomorphic to

sl (2,C), the explicit isomorphism mapping eα to e, fα to f and h∗α to h.

117



An ordered triple (e′, f ′, h′) of elements of g satisfying [h′, e′] = 2e′, [h′, f ′] =
−2f ′, [e′, f ′] = h′ is called an sl2-triple. Clearly, any sl2-triple in g is the basis
of a Lie subalgebra of g isomorphic to sl (2,C). Assertion (f) above states that
(eα, fα, h

∗
α) is an sl2-triple.

Theorem 8.2.12. Let ∆ be the set of roots of a complex semisimple Lie algebra
g with respect to a Cartan subalgebra h. Suppose that α ∈ ∆. Then dim gα = 1.
The only multiples of α which are roots are ±α.

Proof. We retain the notation of Theorem 8.2.11, Part (f). Thus (eα, fα, h
∗
α)

is the basis of a three-dimensional simple Lie subalgebra g(α) of g isomorphic
to sl (2,C). Now g(α) acts on g via the adjoint representation, so by Weyl’s
Theorem (Theorem 7.3.7), g is a direct sum of irreducible g(α)-invariant sub-
spaces. By Theorem 7.3.11, each irreducible subspace has a basis consisting of
eigenvectors of adh∗α, whose corresponding eigenvalues are all integers. Thus,
g has a basis consisting of eigenvectors of adh∗α with integer eigenvalues. This
implies in particular that any eigenvalue of adh∗α is an integer.

Suppose that β ∈ ∆. Then any nonzero vector xβ ∈ gβ is an eigenvector of
adh∗α, with eigenvalue

β(h∗α) = 2
β(hα)

α(hα)
= 2

B(β, α)

B(α, α)
∈ Z. (8.13)

Suppose that cα is a root, for some c ∈ C. Then by the integrality condition
(8.13),

2
B(cα, α)

B(α, α)
= 2c ∈ Z,

and hence c = m/2 for some nonzero integer m. Thus any multiple of a root
which is also a root must be a half integer multiple of that root. If |c| > 1,
then, since α = (1/c)β, and |1/c| < 1, this forces 1/c = ±1/2; that is c = ±2.
If |c| < 1, then we must have c = ±1/2.

We conclude, therefore, that the only multiples of α which can be roots are ±α/2
and ±2α. It is clear that α/2 and 2α cannot both be roots, since α/2 = (1/4) 2α.

Let us now show that the root space gα is one-dimensional and that 2α cannot
be a root. For this, let s be the subspace of g given by

s = Cfα ⊕ Ch∗α ⊕ gα ⊕ g2α.

It is straightforward to show, using Theorem 8.2.11, Part (d), and the fact that
kα is not a root, for k > 2, that s is a Lie subalgebra of g, and that h∗α ∈ [s, s].
Let ads denote the adjoint representation on s. Since h∗α ∈ s′, we see that
tr (ads h

∗
α) = 0. But since α(h∗α) = 2,

tr (ads h
∗
α) = −α(h∗α) + 0 + (dim gα)α(h∗α) + (dim g2α) 2α(h∗α)

= −2 + 0 + 2 dim gα + 4 dim g2α
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Since dim gα ≥ 1, we therefore conclude that dim gα = 1 and dim g2α = 0. In
particular, 2α /∈ ∆.

From this, we also see that α/2 cannot be a root. If it were, then by the
argument above, 2(α/2) = α cannot be a root, a contradiction.

This completes the proof of Theorem 8.2.12.

The following theorem is a direct consequence of the representation theorem
of sl (2,C) (Theorem 7.3.11) and is a basis of the theory of Weyl groups and
general Coxeter groups.

Theorem 8.2.13. Suppose that α and β are roots of a complex semsimple Lie
algebra g relative to a Cartan subalgebra h, with α 6= β. Let q be the largest
integer j such that β+ jα is a root, and let p be the smallest integer k such that
β + kα is a root. Then:

(i) For every j between p and q, β + jα is a root.

(ii) β(h∗α) = 2B(β, α)/B(α, α) = −(p+ q), so is an integer.

(iii) β − β(h∗α) is a root.

(iv) [gβ , gα] = gβ+α if β + α is a root.

Remark: By Part (a), the set of roots {β + jα | p ≤ j ≤ q} forms a connected
string, which we call the α-string through β.

Proof of Theorem 8.2.13: Note that q ≥ 0 and p ≤ 0.

As with the proof of the Theorem 8.2.12, we let g(α) be the three-dimensional
simple Lie subalgebra of g with basis (eα, fα, h

∗
α), which, by Theorem 8.2.11,

Part (f), is isomorphic to sl (2,C), Now let V be the subspace of g given by

V =

q⊕

j=p

gβ+jα, (8.14)

where if course gβ+jα = {0} if β+jα is not a root. It is clear that V is invariant
under ad eα, ad fα, and adh∗α, and so V is ad g(α)-invariant. By Weyl’s theorem
(Theorem 7.3.7), V therefore decomposes into a direct sum of irreducible ad g(α)-
invariant subspaces:

V = V1 ⊕ · · · ⊕ Vl (8.15)

By Theorem 7.3.11, each invariant irreducible subspace Vi further decomposes
into a direct sum of one-dimensional eigenspaces of adh∗α, with the eigenvalues
of adh∗α on each Vi being integers all having the same parity (i.e., all odd or all
even), and corresponding to a symmetric string {k, k − 2, . . . , 2 − k,−k} about
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0. Thus V has a basis consisting of eigenvectors of adh∗α, a fact already evident
from (8.14).

From equation (8.14), the eigenvalues of adh∗α on V are of the form (β +
jα)(h∗α) = β(h∗α) + 2j, so they all have the same parity; moreover, the cor-
responding eigenspaces gβ+jα are all at most one-dimensional. It follows that
there is just one irreducible component in the sum (8.15); that is, V is already
irreducible.

We now apply Theorem 7.3.11 to V . The largest eigenvalue of adh∗α on V is
(β+qα)(h∗α) = β(h∗α)+2q, the smallest eigenvalue is (β+pα)(h∗α) = β(h∗α)+2p,
and they are negatives of each other: β(h∗α) + 2p = −(β(h∗α) + 2q). This proves
(ii). Moreover, the integers in the string β(h∗α)+2j, p ≤ j ≤ q are all eigenvalues
of adh∗α. Hence gβ+jα 6= {0} for all p ≤ j ≤ q. This proves (i).

Since q ≥ 0 and p ≤ 0, we have p ≤ p + q ≤ q, so by (ii), β − β(h∗α)α =
β + (p + q)α ∈ ∆. This proves (iii). Finally, if β + α ∈ ∆, then q ≥ 1, so by
Theorem 7.3.11, Part (6), ad eα (gβ) 6= {0}. Hence [gα, gβ ] 6= {0}. This proves
(iv).

Theorem 8.2.14. Let α and β be roots, and let β + kα (p ≤ k ≤ q) be the
α-string through β. Let xα, x−α, and xβ be any vectors in gα, g−α, and gβ,
respectively. Then

[x−α, [xα, xβ ]] =
q(1 − p)α(hα)

2
B(xα, x−α)xβ . (8.16)

Proof. Note that if any of xα, x−α, or xβ is 0, then both sides in equation (8.16)
equal 0. Hence we may assume that these vectors are all nonzero.

Let (eα, fα, h
∗
α) be the sl2-triple whose existence is guaranteed by Theorem

8.2.11, Part (f), and let sα denote its linear span. Then sα is a subalgebra of g

isomorphic to sl (2,C).

Since gα and g−α are one-dimensional, there exist nonzero complex constants
cα and c−α such that xα = cα eα and x−α = c−α fα. By Theorem 8.2.11, Part
(c), we can obtain a relation between cα and c−α:

B(xα, x−α)hα = [xα, x−α]

= cα c−α [eα, fα]

= cα c−α h
∗
α

= 2
cα c−α
α(hα)

hα.

Hence

cα c−α =
α(hα)

2
B(xα, x−α).
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By the proof of Theorem 8.2.13, sα acts irreducibly on the subspace ⊕qk=pgβ+jα

of g via the adjoint representation, with highest weight n = (β + qα)(h∗α) =
−(p+ q) + 2q = q − p.

Let v0 be any nonzero element of gβ+qα. Then by the representation theorem
for sl (2,C) (Theorem 7.3.11), we know that (ad fα)

q
(v0) = c xβ , for some

nonzero constant c. Now replace v0 by (1/c) v0, so that we may assume that
(ad fα)q (v0) = xβ .

According to the notation of Theorem 7.3.11, (ad fα)
q

(v0) is the vector vq.
From Part 6 of that theorem, we obtain the relation

ad eα (vq) = q(n− q + 1)vq−1

and so
ad fα ◦ ad eα (vq) = q(n− q + 1) vq.

Thus,
[fα, [eα, xβ ]] = q(1 − p)xβ .

Multiplying both sides above by cα c−α, we obtain

[x−α, [xα, xβ ]] = q(1 − p)
α(hα)

2
B(xα, x−α)xβ ,

as desired.

For the rest of this section, we assume that ∆ is the set of roots of a complex
semisimple Lie algebra g relative to a Cartan subalgebra h. Our next objective
is to show that the Killing form B is positive definite on the real linear span of
the root vectors hα, for all α ∈ ∆. This linear span, which we denote by hR,
will thus be a real inner product space.

Theorem 8.2.15. Let B = (α1, . . . , αl) be any basis of h∗ consisting of roots.
(This is possible by Theorem 8.2.11, Part (a).) Then any root β is a linear
combination of the αj, with rational coefficients.

Proof. Let β ∈ ∆. Then we can certainly write β =
∑l

j=1 cj αj , where cj ∈ C
for all j. Hence, for any i, we obtain

B(β, αi) =

l∑

j=1

cj B(αj , αi).

By Theorem 8.2.11, Part (e), B(αi, αi) 6= 0. Hence

2B(β, αi)

B(αi, αi)
=

n∑

j=1

cj
2B(αj , αi)

B(αi, αi)
(8.17)
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For any i and j in {1, . . . , n}, let ni = 2B(β, αi)/B(αi, αi) and let Aji =
2B(αj , αi)/B(αi, αi). Then by Theorem 8.2.13, Part (ii), all the ni and Aji
are integers. Now the linear system (8.17) corresponds to the matrix equation

(
c1 · · · cl

)



A11 · · · A1l

...
. . .

...
Al1 · · · All


 =

(
n1 · · · nl

)
. (8.18)

The coefficient matrix (Aji) of the above matrix equation is equals the product



B(α1, α1) · · · B(α1, αl)
...

. . .
...

B(αl, α1) · · · B(αl, αl)







2/B(α1, α1) 0
. . .

0 2/B(αl, αl)




Since B is nondegenerate on h∗, the matrix on the left above is nonsingular
by Theorem 1.10.4; the matrix on the right is clearly nonsingular since it’s a
diagonal matrix with nonzero entries on the diagonal. This shows that (Aji)
is a nonsingular matrix with integer entries. Its inverse (Aji)

−1 is therefore a
matrix with rational entries. Now we can solve for the coefficients cj in the
system (8.18) by multiplying both sides on the right by(Aji)

−1:

(
c1 · · · cl

)
=
(
n1 · · · nl

)



A11 · · · A1l

...
. . .

...
Al1 · · · All




−1

.

This shows that cj ∈ Q, for all j.

Lemma 8.2.16. Let α and β be roots. Then B(α, β) ∈ Q.

Proof. For any h ∈ h, the root space decomposition g = h ⊕∑σ∈∆ gσ is a
decomposition of g into eigenspaces of adh with eigenvalues 0, of multiplicity
dim h, and σ(h) (for all σ ∈ ∆), of multiplicity 1.

For α and β in ∆, let hα and hβ be the corresponding vectors in h, in accordance
with Definition 8.2.10. Then

B(α, β) = B(hα, hβ)

= tr (adhα ◦ adhβ)

=
∑

σ∈∆

σ(hα)σ(hβ)

=
∑

σ∈∆

B(σ, α)B(σ, β). (8.19)

By Theorem 8.2.11 Part (e), B(α, α) 6= 0 and B(β, β) 6= 0. Hence we can divide
both sides of (8.19) by these to get

4B(α, β)

B(α, α)B(β, β)
=
∑

σ∈∆

2B(σ, α)

B(α, α)
· 2B(σ, β)

B(β, β)
(8.20)
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Now by Theorem 8.2.13, Part (ii), the terms in the sum in the right hand side
of (8.20) are integers. Hence the left hand side of (8.20) is an integer.

We want to prove that B(α, β) is rational. If B(α, β) = 0, there is nothing to
prove, so let us assume that B(α, β) 6= 0. Then, again from Theorem 8.2.13,
Part (ii), the fraction

4B(α, β)2

B(α, α)B(β, β)
=

2B(β, α)

B(α, α)
· 2B(α, β)

B(β, β)

is an integer. Dividing this by the (nonzero) integer representing the left hand
side of (8.20), we see that

B(α, β) =

4B(α, β)2

B(α, α)B(β, β)

4B(α, β)

B(α, α)B(β, β)

is rational.

Theorem 8.2.17. Let hR =
∑

α∈∆ Rhα, the real vector space spanned by the
vectors hα (α ∈ ∆). Then the Killing form B is positive definite on hR.

Proof. Certainly, Lemma 8.2.16 implies that B(h1, h2) ∈ R for all h1, h2 ∈ hR.
Thus B is a real-valued symmetric bilinear form on hR. We want to prove that
B(h, h) > 0 for all nonzero vectors h in hR.

For any h ∈ h, the root space decomposition (8.9) shows that the eigenvalues
of the semisimple linear operator adh on g are 0 and α(h), for all α ∈ ∆.
Thus, if α(h) = 0 for all roots α, it would follow that adh = 0, and so h = 0.
Consequently, if h 6= 0 in h, then α(h) 6= 0 for some root α.

Now suppose that h ∈ hR. Then h =
∑

α∈∆ cαhα for some scalars cα ∈ R. For
any root σ, the scalar σ(h) =

∑
α∈∆ cασ(hα) =

∑
α∈∆ cαB(σ, α) is real, by

Lemma 8.2.16. Therefore, by the root space decomposition,

B(h, h) = tr (adh ◦ adh)

=
∑

σ∈∆

σ(h)2 > 0

whenever h 6= 0 in hR.

We conclude from this theorem that hR is a real inner product space, with inner
product given by the Killing form B. The map h 7→ B(h, ·) (which takes hα to
α, for all α ∈ ∆) identifies hR with its real dual h∗R.

Corollary 8.2.18. Suppose α and β are roots such that B(β, α) < 0. Then
β + α is a root. If B(β, α) > 0, then β − α is a root.
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Proof. Suppose thatB(β, α) < 0. Now by Theorem 8.2.13, Part (ii), 2B(β, α)/B(α, α) =
−(p + q). Since B(α, α) = B(hα, hα) > 0, this implies that q > 0. Hence by
Part (i), β + α is a root. If B(β, α) > 0, then p < 0, so β − α is a root.

8.3 Uniqueness of the Root Pattern

In this section our objective is to prove that if two complex semisimple Lie
algebras g and g′ have the same root pattern, then they are isomorphic. More
precisely, we will prove the following theorem.

Theorem 8.3.1. Suppose that g and g′ are complex semisimple Lie algebras
with Cartan subalgebras h and h′, respectively. Let ∆ be the set of roots of g

relative to h and let ∆′ be the set of roots of g1 relative to h′. If ϕ : h → h′ is
a linear bijection such that tϕ(∆′) = ∆, then ϕ extends to an isomorphism of g

onto g′.

(Note: Here g′ does not refer to the derived algebra of g. It’s just some other
complex semisimple Lie algebra.)

Recall that tϕ is the linear map from the dual space (h′)∗ into the dual space
h∗ given by tϕ(λ) = λ ◦ ϕ, for all λ ∈ (h′)∗. Since ∆ ⊂ h∗ and ∆′ ⊂ (h′)∗, the
requirement tϕ(∆′) = ∆ in the theorem above makes sense.

We will follow the arguments in [4], Chapter 3, §5.

For now, we focus on a complex semisimple Lie algebra g, its Cartan subalgebra
h, and the set of roots ∆ of g relative to h. For each α ∈ ∆, we choose fix a
vector eα ∈ gα. We can choose the eα to have the property that B(eα, e−α) = 1
for all α ∈ ∆. Then by Theorem 8.2.11 Part (c), [eα, e−α] = hα, for all α ∈ ∆.

Now let S be a subset of ∆. The hull S of S is the set of all roots of the form
±α, ±(α+ β), for all α, β ∈ S. Thus S ⊂ ∆.

Suppose that γ and δ are in the hull S with γ + δ 6= 0, and suppose that either
γ + δ ∈ S or γ + δ /∈ ∆. We define the complex scalar Nγ,δ as follows. If
γ + δ ∈ ∆, then [eγ , eδ] ∈ gγ+δ, so we have [eγ , eδ] = Nγ,δeγ+δ, where Nγ,δ is
uniquely determined. If γ + δ /∈ ∆, put Nγ,δ = 0.

Thus Nγδ is defined for γ, δ ∈ S when and only when:

1. γ + δ 6= 0, and

2. γ + δ ∈ S, or γ + δ /∈ ∆.

Clearly, Nδ,γ = −Nγ,δ.
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Proposition 8.3.2. Suppose that α, β, γ ∈ S such that α + β + γ = 0. Then
Nα,β = Nβ,γ = Nγ,α.

Proof. Note that the constants Nα,β, Nβ,γ, and Nγ,α are all defined. By the
Jacobi identity

[eα, [eβ, eγ ]] = −[eβ, [eγ , eα]] − [eγ , [eα, eβ]]

=⇒ Nβ,γ hα = −Nγ,α hβ − Nα,β hγ

But hα = −hβ − hγ , and so

−Nβ,γ hβ − Nβ,γ hγ = −Nγ,α hβ − Nα,β hγ

Now β and γ are linearly independent (otherwise β = ±γ), and so hβ and hγ are
linearly independent. The last equation above thus establishes the proposition.

Corollary 8.3.3. Suppose that α, β ∈ S such that Nαβ exists. Then

Nα,βN−α,−β = −q(1 − p)

2
α(hα), (8.21)

where, as usual, β + jα (p ≤ j ≤ q) is the α-string through β.

Proof. By Theorem 8.2.14,

q(1 − p)

2
α(hα) eβ = [e−α, [eα, eβ ]]

= N−α,α+β Nα,β eβ,

and so N−α,α+βNα,β = q(1 − p)α(hα)/2. Applying Proposition 8.3.2 to the
triple −α, α + β, −β, we obtain N−α,α+β = Nα+β,−β = N−β,−α. Then using
N−β,−α = −N−α,−β, we obtain the conclusion.

Proposition 8.3.4. Suppose that α, β, γ, δ ∈ S such that α + β + γ + δ = 0.
Then Nα,βNγ,δ +Nγ,αNβ,δ +Nα,δNβ,γ = 0.

Proof. Note that all the N ’s above are defined. Now since β + γ + δ = −α, we
have

B(eα, [eβ , [eγ , eδ]]) = Nβ,γ+δNγ,δB(eα, e−α)

= Nβ,γ+δNγ,δ.

Applying the Jacobi identity to the bracket on the left hand side, we obtain

Nβ,γ+δNγ,δ +Nγ,δ+βNδ,β +Nδ,β+γNβ gamma = 0.

But from Proposition 8.3.2, Nβ,γ+δ = Nγ+δ,α = Nα,β , Nγ,δ+β = Nδ+β,α =
Nα,γ , and Nδ,β+γ = Nβ+γ,α = Nα,δ. This proves the proposition.
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For convenience, we will introduce what is called a lexicographic order to the
real dual space h∗R, and thus to hR. An ordered vector space is a pair (V, >)
consisting of real vector space V and a total ordering > on V which is preserved
under vector addition and multiplication by positive scalars. Thus we require
that for any u, v, and w in V and any positive scalar c,

u > v =⇒ u+ w > v + w and cu > cv.

Any vector v > 0 is called a positive vector; if v < 0, we call v a negative vector.

Let V be any real vector space. For a fixed basis B = (v1, . . . , vn) of V , we can
turn V into an ordered vector space by introducing the lexicographic ordering
relative to B, defined as follows: for any nonzero vector v ∈ V , let us write
v = a1v1 + · · · + anvn. Let j be the smallest integer such that aj 6= 0. By
definition, v > 0 iff aj > 0. Then, if v and w are any vectors in V , we define
v > w iff v −w > 0. It is straightforward to prove that > is a total ordering on
V which turns V into an ordered vector space.

Exercise 8.3.5. Suppose that (V, >) is an ordered vector space. Prove that
there is a basis B of V such that the total order > is the lexicographic order
relative to B.

We are now ready to prove Theorem 8.3.1.

Proof of Theorem 8.3.1: Let us first fix notation. For each α ∈ ∆, let α′ be the
unique element of ∆′ such that tϕ(α′) = α. Thus, in particular, α′(ϕ(h)) = α(h)
for all h ∈ h.

Let B and B′ denote the Killing forms on g and g′, respectively. The first thing
we’ll do is to prove that ϕ is an isometry with respect to B and B′. More
precisely, we will prove that

B′(ϕ(h), ϕ(h1)) = B(h, h1) (8.22)

for all h, h1 ∈ h.

In fact, if α, β ∈ ∆, then

B′(ϕ(hα), ϕ(hβ)) = tr (adϕ(hα) ◦ adϕ(hβ))

=
∑

γ′∈∆′

γ′(ϕ(hα)) γ′(ϕ(hβ))

=
∑

γ∈∆

γ(hα) γ(hβ)

= B(hα, hβ)

Since every vector in h is a C-linear combination of the hα, equation (8.22)
follows by linearity.
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For all α ∈ ∆ and h ∈ h, we then see that B′(ϕ(hα), ϕ(h)) = B(hα, h) = α(h) =
α′(ϕ(h)) = B′(hα′ , ϕ(h)). Thus, since B′ is nondegenerate on h′, we have
ϕ(hα) = hα′ . From this, we obtain B(hα, hβ) = B′(hα′ , hβ′) for all α, β ∈ ∆;
moreover, ϕ(hR) = h′R.

The real dual space h∗R is the R-linear span
∑

α∈∆ Rα, and likewise (h′R)∗ is the
R-linear span of ∆′. Fix a basis E of (h′R)∗, and let > be the lexicographic order
on (h′R)∗ with respect to E. We also let > be the lexicographic order on h∗R with
respect to its basis tϕ(E). These orders are obviously compatible in the sense
that λ′ > µ′ iff tϕ(λ′) > tϕ(µ′) for all λ′, µ′ ∈ (h′R)∗. In particular, α > β iff
α′ > β′ for all α, β ∈ ∆.

Let us apply the discussion prior to Proposition 8.3.2 to S = ∆. Thus for all
α ∈ ∆, we choose vectors eα ∈ gα such that B(eα, e−α) = 1. Then, for each
pair of roots α, β ∈ ∆ such that α+ β 6= 0, the scalar Nα,β ∈ C is defined by

[eα, eβ ] = Nα,β eα+β

if α + β ∈ ∆, and Nα,β = 0 if α + β /∈ ∆. The Nα,β satisfy the conclusions of
Proposition 8.3.2, Corollary 8.3.3, and Proposition 8.3.4.

For each α′ ∈ ∆′, we claim that there exists a vector eα′ ∈ g′α′ such that

B′(eα′ , e−α′) = 1 (8.23)

[eα′ , eβ′] = Nα,β eα′+β′ (α′ + β′ 6= 0) (8.24)

Assuming that the the vectors eα′ exist, we extend the linear map ϕ to all of g

by putting ϕ(eα) = eα′ for all α. Then, for all h ∈ h, we have

[ϕ(h), ϕ(eα)] = [ϕ(h), eα′ ] = α′(ϕ(h)) eα′ = α(h) eα′ = ϕ[h, eα].

This relation and (8.24) then show that this extension of ϕ is our desired iso-
morphism of g onto g′.

So everything hinges on proving the existence of the vectors eα′ satisfying equa-
tions (8.23) and (8.24).

We will do this by induction with respect to >. For each positive root ρ ∈ ∆,
let ∆ρ denote the set of all α ∈ ∆ such that −ρ < α < ρ. For ρ′ ∈ ∆′, define
∆′
ρ′ similarly.

Order the positive roots in ∆ by ρ1 < ρ2 < · · · < ρm, and let ρm+1 be any
vector in h∗R larger than ρm. By induction on j, we will prove the following
claim:

Claim: For each α ∈ ∆ρj
, a vector eα′ ∈ g′α′ can be chosen such that equation

(8.23) holds whenever α ∈ ∆ρj
and equation (8.24) holds whenever α, β, α+β ∈

∆ρj
.
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Since ∆ρm+1
= ∆, the proof will be complete by the (m + 1)st induction step.

Note that for all j ≤ m, ∆ρj+1
= ∆ρj

∪ {ρj, −ρj}.

For j = 1, we have ∆ρ1 = ∅, so the claim certainly holds and there is nothing to
prove. So assume that the claim holds for ∆ρj

. We wish to prove it for ∆ρj+1
.

For this, we just need to define eρ′
j

and e−ρ′
j

in an appropriate manner so that
the claim still holds for ∆ρj+1

.

If there are no α, β ∈ ∆ρj
such that ρj = α + β, then we can choose eρ′j to be

any nonzero vector in g′ρ′j
, and then let e−ρ′

j
be the vector in g′−ρ′j

satisfying

B′(eρ′j , e−ρ′j ) = 1. In this case, the claim then holds for ∆ρj+1
. In fact, if

α, β, α + β ∈ ∆ρj+1
, then the only cases that are not necessarily covered by

the induction hypothesis occur when α or β equals ±ρj . If α = ρj , then α+ β
cannot be ±ρj , and so we would have ρj = (α + β) + (−β), where both α + β
and −β are in ∆ρj

. This is impossible, since ρj is not the sum of elements in
∆ρj

. The other possibilities α = −ρj, β = ±ρj also cannot occur. Thus, the
only cases that occur are already covered by the induction hypothesis, and so
the claim holds for ∆ρj+1

.

So suppose that there are roots α, β ∈ ∆ρj
such that α+β = ρj . Note that any

such pair of roots must be positive: if, for instance, β < 0, then α = ρj−β > ρj ,
contradicting α ∈ ∆ρj

.

Among all such pairs of roots, let α, β be the pair such that α is as small as
possible. Define eρ′

j
∈ g′ρ′j

by the condition

[eα′ , eβ′ ] = Nα,β eρ′j . (8.25)

Then let e−ρ′j be the vector in g′−ρ′j
such that B′(eρ′j , e−ρ′j ) = 1.

To prove that the claim holds for ∆ρj+1
, we just need to verify that

[eγ′ , eδ′ ] = Nγ,δ eγ′+δ′ (8.26)

whenever γ, δ, γ + δ ∈ ∆ρj+1
. For this, we’ll need to consider several cases:

1. γ, δ, and γ+δ belong to ∆ρj
. By the induction hypothesis, equation (8.26)

holds and there is nothing to prove.

2. γ + δ = ρj. In this case, we can assume that {γ, δ} 6= {α, β}. Note that
γ and δ are positive. Now α + β − γ − δ = 0, and no two of the roots
α, β, −γ, −δ have sum 0. Thus by Proposition 8.3.4 (for S = ∆), we have

Nα,β N−γ,−δ = −N−γ,αNβ,−δ −Nα,−δNβ,−γ (8.27)

Moreover, by Corollary 8.3.3,

Nγ,δN−γ,−δ = − l(1 − k)

2
γ(hγ), (8.28)
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where δ + sγ, k ≤ s ≤ l is the γ-string through δ.

Let S = {α, β, −γ, −δ}. As in the beginning of this section, for µ, ν ∈ S
such that µ + ν 6= 0, we define the scalar Mµ,ν under the condition that
either µ+ ν ∈ S or µ+ ν /∈ ∆ by:

[eµ′ , eν′ ] = Mµ,ν eµ′+ν′ if µ+ ν ∈ S (8.29)

Mµ,ν = 0 if µ+ ν /∈ ∆

By construction, we already have Mα,β = Nα,β . In addition, by the
induction hypothesis, we also have Mµ,ν = Nµ,ν whenever µ, ν, and µ+ ν
are in ∆ρj

.

Now by Corollary 8.3.3, we have

Mα,βM−γ,−δ = −M−γ,αMβ,−δ −Mα,−δMβ,−γ . (8.30)

But then the all the terms on the right hand side above coincide with
the corresponding terms on the right hand side of equation (8.27). Hence
M−γ,−δ = N−γ,−δ. Also, by Corollary 8.3.3, we have

Mγ,δM−γ,−δ = − l
′(1 − k′)

2
γ′(hγ′) (8.31)

where δ′+sγ′, k′ ≤ s ≤ l′ is the γ′-string through δ′. But γ′(hγ′) = γ(hγ),
and by the hypothesis tϕ(∆′) = ∆, we have tϕ(δ′ + sγ′) = δ + sγ, for all
s. Hence k = k′ and l = l′. It follows that the right hand side in (8.31)
equals that in (8.28), whence Mγ,δN−γ,−δ = Nγ,δN−γ,−δ. It follows that
Mγ,δ = Nγ,δ.

3. γ + δ = −ρj . Then −γ − δ = ρj . By Case 2, we have [e−γ′ , e−δ′ ] =
N−γ,−δ eρ′

j
. Let S = {γ, δ,−ρj}. Then define the scalars Mµ,ν for S in a

manner analogous to (8.29). Then

Mγ,δM−γ,−δ = − l(1 − k)

2
γ(hγ) = Nγ,δN−γ,−δ,

where δ+sγ, k ≤ s ≤ l is the γ-string through δ. Since M−γ,−δ = N−γ,−δ,
it follows from the above that Mγ,δ = Nγ,δ. Thus, [eγ′, eδ′ ] = Nγ,δ eγ′+δ′ .

4. One of γ or δ is ±ρj. Suppose, for instance, that γ = −ρj . Then by
−ρj ≤ −ρj + δ ≤ ρj , we obtain δ > 0; since δ ≤ ρj , we then conclude that
−ρj + δ ≤ 0; since −ρj + δ is a root, we must have −ρj + δ < 0. Thus, in
fact δ < ρj .

From this we obtain that ρj = δ+ (ρj − δ), where both ρj − δ and δ lie in
∆ρj

. Now let S = {δ, ρj−δ, −ρj}, and define scalars Mµ,ν for µ, ν ∈ S as
in (8.29). From Case 2, we have Mδ,ρj−δ = Nδ,ρj−δ. Then by Proposition
8.3.2, we have

Mδ,ρj−δ = Mρj−δ,−ρj
= M−ρj ,δ.
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Since we also have

Nδ,ρj−δ = Nρj−δ,−ρj
= N−ρj ,δ,

we conclude that M−ρj ,δ = N−ρj ,δ. The cases γ = ρj , δ = ±ρj are treated
in a similar fashion.

This completes the induction step and concludes the proof of Theorem 8.3.1.
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Chapter 9

The Classical Simple

Complex Lie Algebras

In this chapter, we study the four classes of classical complex simple Lie alge-
bras. These are all matrix algebras, and their root space decompositions can be
expressed quite explicitly.

9.1 Type Al

Let l be an integer ≥ 1, and let g = sl(l + 1,C). (We use sl(l + 1,C) instead of
sl(l,C) because the rank of sl(l + 1,C) turns out to be l.)

For any j, k ∈ {1, . . . , l + 1}, let Ejk be the elementary (l + 1) × (l+ 1) matrix
whose (j, k)-entry is 1, and all of whose other entries are 0. Then

Ejk Ers = δkr Ejs (9.1)

and

[Ejk, Ers] = δkr Ejs − δsj Erk. (9.2)

Let h be the subspace consisting of all diagonal matrices in g. Then h has
dimension l, and has basis (E11 − E22, . . . , Ell − El+1,l+1). The Lie algebra g

itself has basis {Ejj − Ej+1,j+1} ∪ {Ejk}1≤j 6=k≤l+1, suitably ordered.

We can therefore write

sl (l + 1,C) = h ⊕
⊕

j 6=k

CEjk (9.3)
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Let H ∈ h, with

h =




h1 0
. . .

0 hl+1




For any j, 1 ≤ j ≤ l+1, let αj be the linear functional on h given by αj(H) = hj .
Then if j 6= k, it is easy to see (directly or from (9.2)) that for all h ∈ h, we
have

[h,Ejk] = (hj − hk)Ejk = (αj − αk)(h)Ejk . (9.4)

Since h is abelian, (9.3) and (9.4) show that adh is a semisimple linear operator
on g, for all H ∈ h. Equation (9.4) also shows that h is maximal abelian in g.

Therefore, if we can show that g is simple, it will follow that h is a Cartan
subalgebra and (9.3) is the root space decomposition of g with respect to h.
The roots are given by

αjk(H) = (αj − αk)(H) (H ∈ h) (9.5)

for all 1 ≤ j 6= k ≤ l + 1.

Note first that g is not abelian, since [E12, E21] = E11 − E22 6= 0. Let I be a
nonzero ideal of g. We wish to show that I = g.

First we claim that I ∩ h 6= {0}. Let X be a nonzero element of I. If X ∈ h,
there is noting to prove, so we can assume that X /∈ h. Write X =

∑
j,k ajkEjk,

with aqp 6= 0 for some indices q 6= p.

Now I contains the element W = [Epp − Eqq , X ]. Using (9.2), we see that

W =
∑

k

apk Epk −
∑

j

ajp Ejp −
∑

k

aqk Eqk +
∑

j

ajq Ejq

I thus also contains

[Epp − Eqq,W ] =
∑

k

apk Epk − app Epp + apq Epq − appEpp +
∑

j

ajpEjp

+ aqpEqp + aqpEqp +
∑

k

aqk Eqk − aqq Eqq + apq Epq

− aqq Eqq +
∑

j

ajq Ejq

=
∑

k

apk Epk +
∑

j

ajp Ejp +
∑

k

aqk Eqk +
∑

j

ajq Ejq

− 2appEpp − 2aqq Eqq + 2apq Epq + 2aqpEqp
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Hence I contains

Z = W − [Epp − Eqq,W ]

= −2
∑

j

ajpEjp − 2
∑

k

aqk Eqk + 2appEpp + 2aqq Eqq

− 2apq Epq − 2aqpEqp

I will therefore contain

Z ′ = [Z,Epq]

= −2
∑

j

ajp Ejq + 2aqpEpp − 2aqpEqq + 2
∑

k

aqk Epk + 2appEpq − 2aqq Epq

− 2aqpEqq + 2aqpEpp

= 2
∑

j

ajp Ejq + 2
∑

k

aqk Epk + 4aqp (Epp − Eqq) + 2(app − aqq)Epq

Finally, I contains

Z ′′ = [Z ′, Epq ]

= −2aqpEpq + 2aqpEpq + 4aqpEpq + 4aqpEpq

= 8aqp Epq

Thus Epq ∈ I. Hence Epp −Eqq = [Epq , Eqp] ∈ I. This shows that h ∩ I 6= {0}.

So let H be a nonzero vector in I ∩ h. Write H =
∑
j ajj Ejj . Since trH =∑

j ajj = 0, there exist p and q such that app 6= aqq. Then I contains Epq =

(app − aqq)
−1 [H,Epq], and also Epp −Eqq = [Epq, Eqp], as well as Eqp = [Eqq −

Epp, Eqp].

Next, for all j 6= p, q, I contains Epj = [Epp − Eqq, Epj ] as well as Ejq =
[Ejq, Eqq −Epp]. Thus I contains Epp −Ejj and Ejj −Eqq. Finally, if k 6= j, q,
we see that I contains Ejk = [Ejj −Eqq, Ejk]. Since I also contains Ejq , we see
that I contains all vectors Ejk, for all j 6= k. It also thus contains the vectors
Ejj − Ekk. Since all these vectors span g, we finally conclude that I = g. It
follows that g is simple. Since dim h = l, we see that g has rank l.

Let us now calculate the Killing form on g. For simplicity, let n = l+ 1 and let
su (n) = u (n) ∩ sl (n,C) = {Y ∈ sl (n,C) |Y ∗ = −Y }. Any X ∈ sl (n,C) can be
written

X =
X −X∗

2
+ i

X +X∗

2i
∈ su (n) + isu (n)

Moreover, since isu (n) consists of all Hermitian matrices of trace 0, we see that
su (n) ∩ isu (n) = {0}. Thus sl (n,C) equals the complexification su (n)c. (See
Exercise 6.2.3.)
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Suppose that H ∈ h ∩ isu (n). Thus H is a diagonal matrix with real entries,
and with trace 0. Then by (9.5),

B(H,H) =
∑

j 6=k

(αj(H) − αk(H))2

=
∑

j,k

(αj(H) − αk(H))2

=
∑

j,k

αj(H)2 +
∑

j,k

αk(H)2 − 2
∑

j,k

αj(H)αk(H)

= n
∑

j

αj(H)2 + n
∑

k

αk(H)2

= 2n tr (H2)

= 2(l + 1) tr (H2)

Now suppose that X ∈ i su (n). Then X is a Hermitian matrix, and so there
exists a (unitary) n × n matrix u such uXu−1 is a real diagonal matrix. Now
the map ϕ : Y 7→ uY u−1 is an automorphism of sl (n,C). This automorphism
preserves the Killing form (that is B(ϕ(Y ), ϕ(Y ′)) = B(Y, Y ′) for all Y, Y ′ ∈
sl (n,C)). Hence

B(X,X) = B(uXu−1, uXu−1)

= 2n tr (uXu−1)2

= 2n tr (uX2u−1)

= 2n tr (X2).

We can now polarize the above equation expression for B. Suppose that X and
Y are matrices in i su (n). Then

4B(X,Y ) = B(X + Y,X + Y ) −B(X − Y,X − Y )

= 2n tr (X + Y )2 − 2n tr (X − Y )2

= 4 (2n) tr (XY )

Hence B(X,Y ) = 2n tr (XY ). Now sl (n,C) is the complexification of the real
vector space i su (n), and both B(X,Y ) and tr (XY ) are C-bilinear in X and
Y . It follows that

B(X,Y ) = 2n tr (XY ) (9.6)

for all X, Y ∈ sl (n,C).
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Chapter 10

Root Systems

Suppose that h is a Cartan subalgebra of a complex semisimple Lie algebra g,
and that ∆ is the set of roots of g relative to h. In Theorem 8.2.17, we saw the
the Killing form B is an inner product on the real vector space hR =

∑
α∈∆ Rhα.

The extension of B to the real dual space h∗R =
∑

α∈∆ Rα, given in Definition
8.2.10 by B(α, β) = B(hα, hβ), is thus an inner product on h∗R.

In this chapter, we will study abstract root systems in inner product spaces.
These are finite sets of vectors essentially satisfying conditions (ii) and (iii)
in Theorem 8.2.13. Our objective is to classify such root systems. This will
allow us to classify all finite-dimensional complex simple Lie algebras, up to
isomorphism.

10.1 Abstract Root Systems

Throughout this chapter, we will assume that E is an inner product space, with
inner product ( , ) and norm ‖ ‖.
Definition 10.1.1. An isometry of E is a linear operator T on E which pre-
serves the inner product: (Tv, Tw) = (v, w) for all v, w ∈ E. We denote the
group of all isometries on E by O(E). A reflection in E is an isometry of E
whose fixed-point subspace has codimension one.

Remark 10.1.2. If E = Rn with the standard inner product, then any isometry
on E corresponds to multiplication by a given n×n orthogonal matrix u: x 7→ ux
for all x ∈ Rn. The group of all isometries on Rn may be identified with the
orthogonal group O(n) of all n× n orthogonal matrices.

Let R be a reflection on E, and let W be its fixed-point subspace. We choose
a nonzero vector u in its orthogonal complement W⊥. Since dimW⊥ = 1, u is
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unique up to a scalar factor. Since R is an isometry, Ru ∈W⊥; since Ru is not
fixed by R and has the same length as u, we have Ru = −u.

Any v ∈ E may be written as v = w + tu, for unique w ∈ W and t ∈ R. Then

Rv = w − tu

= (w + tu) − 2t u

= v − 2
(v, u)

(u, u)
u. (10.1)

Thus any reflection R may be expressed in the form (10.1), for some nonzero
vector u ∈ E.

Conversely, given any nonzero vector u ∈ E, the mapR : v 7→ v−(2(v, u)/(u, u))u
clearly fixes the subspace u⊥ = {w ∈ E | (u,w) = 0} and maps u to −u, hence
is a reflection. (The fact that R preserves inner products is an immediate con-
sequence of the Pythagorean identity ‖w + tu‖2 = ‖w‖2 + ‖tu‖2, for all t ∈ R
and w ∈ u⊥.)

It is obvious that any reflection R is its own inverse; that is R2 = IE . Thus, R
is an involution. (There are, of course, involutions which are not reflections.)

Definition 10.1.3. A subset ∆ of E is called a root system if it satisfies the
following conditions:

(R1) ∆ is finite, 0 /∈ ∆, and ∆ spans E.

(R2) If α ∈ ∆, then −α ∈ ∆.

(R3) For any α, β ∈ ∆, the scalar c(β, α) = 2(β, α)/(α, α) is an integer.

(R4) If α ∈ ∆, the reflection

rα : β 7→ β − c(β, α)α (10.2)

maps ∆ into ∆.

The elements of ∆ are called roots.

Suppose that α ∈ ∆. Then the integrality condition (R3) implies that, besides
±α, the only multiples of α which could also be roots are ±2α and ±α/2. In
fact, if cα ∈ ∆, then 2c = (cα, α)/(α, α) ∈ Z and 2/c = 2(α, cα)/(cα, cα) ∈ Z.
Then c = m/2 = 2/n, for some integers m and n. If |c| < 1, then n = ±4,
and if |c| > 1, then n = ±1. Of course, we could also have m = ±2, n = ±2.
Hence c = ±1/2, ±1, ±2. Finally, α/2 and 2α cannot both be roots; otherwise
we would have α/2 = (1/4) (2α), contrary to the fact that the only multiples of
any root are half-integer multiples of that root.
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Definition 10.1.4. A root system ∆ is said to be reduced if it satisfies the
condition

(R5) If α ∈ ∆, the only multiples of α which are roots are ±α.

Given a root system ∆, we put

∆i = {α ∈ ∆ |α/2 /∈ ∆} (10.3)

∆u = {α ∈ ∆ | 2α /∈ ∆} (10.4)

It is straightforward to check that ∆i and ∆u are root systems in their own
right, and they are obviously both reduced. ∆i is called the set of indivisible
roots in ∆, and ∆u is called the set of unmultipliable roots in ∆.

Example 10.1.5. Let g be a complex semisimple Lie algebra, let h be a Cartan
subalgebra, and let ∆ be the set of roots of g relative to h. Then the Killing form
B is an inner product on the real vector space E = h∗R, and ∆ is a root system
in E: Condition (R1) follows from the definition of a root in g and Theorem
8.2.11(a). Condition (R2) follows from Theorem 8.2.11(b). The integrality
condition (R3) follows from Theorem 8.2.13(ii), and condition (R4) is from
statement (iii) of the same theorem. Finally, Theorem 8.2.12 shows that ∆ is
reduced.

Definition 10.1.6. For any α ∈ ∆, the orthogonal complement πα := α⊥ is
called a root hyperplane. The reflection rα given by (10.2) is called the Weyl
reflection in the hyperplane πα. The Weyl group W is the subgroup of O (E)
generated by all rα, α ∈ ∆.

Since the reflection rα is its own inverse, rα actually maps ∆ onto ∆. Thus rα
permutes ∆. It follows that every element σ ∈ W permutes ∆. Now since ∆
spans E, every σ ∈ W is completely detemined (as a linear operator on E) by
its restriction to ∆. The restriction map σ 7→ σ|∆ is thus an injective group
homomorphism from W into the group S(∆) of all permutations of the finite
set ∆. We conclude from this that W is a finite subgroup of O(E).

Theorem 10.1.7. Suppose that α and β are linearly independent elements of
∆. Then

1. c(β, α) c(α, β) = 0, 1, 2, or 3.

2. If (α, β) = 0, then c(β, α) = c(α, β) = 0.

3. If (α, β) > 0 and ‖α‖ ≤ ‖β‖, then c(α, β) = 1 and c(β, α) = (β, β)/(α, α) =
1, 2, or 3.

4. If (α, β) < 0 and ‖α‖ ≤ ‖β‖, then c(α, β) = −1 and c(β, α) = −(β, β)/(α, α) =
−1, −2, or −3.
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5. If (α, β) > 0 and ‖α‖ ≤ ‖β‖, the −2(α, β) + (β, β) = 0. If (α, β) < 0 and
‖α‖ ≤ ‖β‖, then 2(α, β) + (β, β) = 0.

Proof. 1. Since α and β are linearly independent, the Cauchy-Schwartz In-
equality implies that

(α, β)2 < (α, α) (β, β).

Hence

c(α, β) c(β, α) = 4
(α, β)2

(α, α) (β, β)
< 4

Since c(α, β) and c(β, α) are integers, we must have c(α, β) c(β, α) =
0, 1, 2, or 3.

2. Obvious.

3. If (α, β) > 0 and ‖α‖ ≤ ‖β‖, then

2 (α, β)

(β, β)
<

2 (β, α)

(α, α)

So c(α, β) < c(β, α). By Part (1), c(α, β) c(β, α) = 1, 2, or 3. Since
c(α, β) is the smaller integer factor, we must have c(α, β) = 1, whence
2(α, β) = (β, β). Thus c(β, α) = 2(β, α)/(α, α) = (β, β)/(α, α).

4. Replace α by −α and apply Part (3) above.

5. Suppose that (α, β) > 0 and ‖α‖ ≤ ‖β‖. Then by Part (3), c(α, β) = 1, so
−2 (α, β) + (β, β) = 0. On the other hand, if (α, β) < 0 and ‖α‖ ≤ ‖β‖,
then by Part (4), c(α, β) = −1, whence 2(α, β) + (β, β) = 0.

Theorem 10.1.8. Suppose that α and β are linearly independent roots and
‖α‖ ≤ ‖β‖. Let θ be the angle between α and β. Then we have the following
table:

c(α, β) c(β, α) c(α, β) c(β, α) ‖β‖2/‖α‖2 cos θ θ

0 0 0 ? 0 π/2
1 1 1 1 1/2 π/3
1 −1 −1 1 −1/2 2π/3

2 1 2 2
√

2/2 π/4

2 −1 −2 2 −
√

2/2 3π/4

3 1 3 3
√

3/2 π/6

3 −1 −3 3 −
√

3/2 5π/6
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Proof. Here cos θ = (α, β)/(‖α‖ ‖β‖), so | cos θ| =
√
c(α, β) c(β, α)/2. Now

by Theorem 10.1.7. c(α, β) c(β, α) = 0, 1, 2, or 3 and ‖β‖2/‖α‖2 = |c(β, α)|.
Moreover, cos θ has the same sign as c(α, β). This gives us the table above.

Lemma 10.1.9. Suppose that α and β are linearly independent roots. If (α, β) <
0, then α+ β is a root. If (α, β) > 0, then α− β is a root.

Proof. We can assume that ‖α‖ ≤ ‖β‖. If (α, β) < 0, it follows from Theorem
10.1.7 that c(α, β) = −1. Hence, by Condition (R4) in Definition 10.1.3, α −
c(α, β)β = α+ β is a root.

If (α, β) > 0, then we can replace β by −β in the argument above to conclude
that α+ β is a root.

Theorem 10.1.10. Suppose that α and β are linearly independent elements of
∆. Let q be the largest integer j such that β+ jα ∈ ∆, and let p be the smallest
integer j such that β + jα ∈ ∆. Then for any integer j such that p ≤ j ≤ q, we
have β + jα ∈ ∆. Moreover c(β, α) = −(p+ q).

Remark: While the conclusion of the theorem above is similar to that of Theorem
8.2.13, it requires a different proof because, in the present abstract setting, ∆ is
not necessarily the root system of a complex semisimple Lie algebra g relative to
a Cartan subalgebra h. In particular, we cannot use the representation theory
of sl (2,C) as we had done to prove Theorem 8.2.13.

As in Chapter 8, we call the set {β + jα | p ≤ j ≤ q} the α-string through β.

Proof. Suppose that there is an integer j0, p < j0 < q, such that β + j0α /∈ ∆.
Let j1 = max{j < j0 |β + jα ∈ ∆} and j2 = min{j > j0 |β + jα ∈ ∆}. Clearly,
j1 ≥ p and j2 ≤ q. Liekwise, it is clear that β+ j1α ∈ ∆ but β+ (j1 + 1)α /∈ ∆.
By Lemma 10.1.9, (β+j1α, α) ≥ 0. Likewise, β+j2α ∈ ∆ but β+(j2−1)α /∈ ∆.
Hence, again by Lemma 10.1.9, (β + j2α, α) ≤ 0. We conclude that

(β, α) + j2 (α, α) ≤ (β, α) + j1 (α, α),

which contradicts the fact that j1 < j2. This shows that {β+ jα | p ≤ j ≤ q} ⊂
∆.

For each integer j such that p ≤ j ≤ q, let aj = β + jα. Then rα(aj) =
a−j−c(β,α). Thus rα reverses the sequence ap, ap+1, . . . , aq−1, aq. In particular
rα(ap) = aq, and hence

rα(β + pα) = β + q α =⇒ (β − c(β, α)α) − pα = β + q α

=⇒ c(β, α) = −(p+ q)
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For further insights into the nature of the root system ∆ and its Weyl group
W , we will need to introduce an ordering on the inner product space E. So
fix a basis B of E, and let > be the lexicographic ordering on E relative to
B. Let ∆+ be the set of positive roots with respect to this ordering. Then
∆ = ∆+ ∪ (−∆+).

Lemma 10.1.11. Let {v1, . . . , vm} be a set of positive vectors in an ordered
real inner product space E such that (vi, vj) ≤ 0 for all i 6= j. Then the set
{v1, . . . , vm} is linearly independent.

Proof. Suppose instead that the vectors are linearly dependent. Let c1 v1 +
· · ·+ cm vm = 0 be a linear dependence relation with the fewest possible nonzero
coefficients. By reordering the vectors if necessary, we can assume that the
coefficients c1, . . . , ck are nonzero and the rest zero. Note that 2 ≤ k ≤ m. Note
also that c1, . . . , ck cannot all be of the same sign, since the sum of positive
vectors is positive, and the product of a positive scalar with a positive vector is
a positive vector. By reordering v1, . . . , vk again, we can assume that c1, . . . , cr
are positive (where 1 ≤ r < k), and cr+1, . . . , ck are negative. This results in

r∑

i=1

ci vi =
k∑

j=r+1

(−cj) vj

Let w be the vector represented by both sides of the above equation. Then
w 6= 0, for in fact, w is a positive vector. However, from the above, we obtain

(w,w) = −
∑

1≤i≤r

∑

r<j≤k

cicj (vi, vj) ≤ 0,

But (w,w) > 0, which gives us a contradiction.

Definition 10.1.12. A root α ∈ ∆ is said to be simple if α is positive and α is
not the sum of two positive roots. The collection Φ of all simple roots is called
a simple system of roots.

The simple system Φ depends, of course, on the ordering chosen on E. Note
that any simple root must be indivisible. Thus Φ is a subset of the system ∆i

of indivisible roots.

Theorem 10.1.13. Let Φ be a simple system of roots, and put Φ = {α1, . . . , αl}.
Then

1. αi − αj /∈ Φ.

2. If i 6= j, then (αi, αj) ≤ 0.
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3. Every positive root γ ∈ ∆+ is a linear combination of simple roots

γ =

l∑

i=1

ni αi (10.5)

where each ni ∈ Z+. Every negative root γ is given by a linear combination
of the form (10.5), where each ni ∈ −Z+.

4. (α1, . . . , αl) is a basis of E.

5. If γ is a positive root, and γ /∈ Φ, then there is a simple root αi such that
γ − αi is a positive root.

Proof. 1. We can assume that i 6= j. Suppose that β = αi − αj ∈ ∆. If
β ∈ ∆+, then αi = αj + β, contradicting the fact that αi is simple. If
β ∈ −∆+, then αj = αi + (−β), contradicting the fact that αj is simple.

2. If (αi, αj) > 0, then by Lemma 10.1.9, αi − αj would be a root, contra-
dicting Part 1 above.

3. Assume that γ ∈ ∆+. If γ is already simple, there is nothing to prove. So
assume that γ is not simple. Then γ = ρ+ µ, where ρ and µ are positive
roots. If ρ and µ are both simple, then we’re done. If either ρ or µ is
not simple, we can break it down further into the sum of positive roots.
If either of those summands is not simple, decompose it further, and so
forth.

This procedure can be viewed as a “branching process” where each positive
root β which is not simple has two branches below it, corresponding to
two positive roots whose sum is β. This process produces a tree with γ as
the topmost vertex, and where each downward path from γ must end since
there are only a finite number of positive roots, and a positive root cannot
recur along that path. The lowest vertices correspond to roots which can
no longer be decomposed; i.e., simple roots. Clearly, γ is the sum of all
these simple roots, and so

γ =

l∑

i=1

ni αi

where ni ∈ Z+ for all i.

If γ is negative, then −γ is a linear combination of the simple roots αi
with coefficients which are all nonnegative integers.

4. Since ∆ spans E, Part 3 above shows that Φ spans E. Then Part 1 and
Lemma 10.1.11 show that the simple roots are linearly independent.
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5. Suppose that γ ∈ ∆+ \Φ. Then we have γ =
∑
i ni αi, where ni ∈ Z+ for

all i and at least one ni is positive. Hence

0 < (γ, γ)

=
(
γ,
∑

i

niαi
)

=
∑

i

ni (γ, αi)

Thus ni > 0 and (γ, αi) > 0 for some i, and hence by Lemma 10.1.9, γ−αi
must be a root. This root must be positive, since it is a linear combination
of simple roots with nonnegative integer coefficients.

Here’s converse to Theorem 10.1.13, Part 3.

Proposition 10.1.14. If Φ is a set of roots having dimE elements for which
Theorem 10.1.13, Part 3 holds, then Φ is a simple system of roots relative to an
appropriate lexicographic order on E.

Proof. Let Φ = {α1, . . . , αl} (where l = dimE), and let > be the lexicographic
order relative to the basis (α1, . . . , αl) of E. Then a root γ is positive if and
only if it is a linear combination of the αi with nonnegative integer coefficients.
It is also clear from that equation 10.5 that each αi is a simple root. Now,
according to Theorem 10.1.13, Part 4, the set of simple roots corresponding to
any lexicographic order on E has l elements. Thus Φ is a simple system of
roots.

Lemma 10.1.15. Let Φ = {α1, . . . , αl} be a simple system of roots. Then every
positive root γ can be written as γ = αi1 + αi2 + · · · + αik , where each initial
partial sum αi1 + · · · + αij (1 ≤ j ≤ k) is a root.

Proof. For every positive root γ =
∑l

i=1 ni αi, the height of γ is defined to be

the positive number ht γ =
∑l

i=1 ni. We prove this lemma by induction on htγ.
If ht γ = 1, then γ is simple and there is nothing to prove. So assume that m > 1
and that the lemma’s conclusion holds for all positive roots of height < m. Now
suppose that γ is a positive root of height m. According to Theorem 10.1.13,
Part 5, γ−αi is a positive root for some i. Now apply the induction hypothesis
to the root γ − αi, which has height m − 1. Then γ − αi = αi1 + · · · + αim−1

,
where each initial partial sum is a root. Then γ = αi1 + · · ·+αim−1

+αi. Thus
γ satisfies the conclusion of the lemma, completing the induction step as well
as the proof.
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Definition 10.1.16. The root system ∆ is decomposable if ∆ is a union ∆ =
∆1 ∪ ∆2, with ∆1 6= ∅, ∆2 6= ∅ and ∆1 ⊥ ∆2.

Note that ∆1 and ∆2 must be disjoint, since ∆1 ⊥ ∆2.

Definition 10.1.17. If Φ is a simple system of roots in ∆, we say that Φ is
decomposable if Φ is a union Φ = Φ1 ∪ Φ2, with Φ1 6= ∅, Φ2 6= ∅ and Φ1 ⊥ Φ2.

Again, we see that Φ1 and Φ2 must be disjoint. The two notions of decompos-
ability given above are compatible, as the following proposition shows. (This is
not a trivial fact!)

Proposition 10.1.18. Let Φ be a simple system of roots in ∆. Then ∆ is
decomposable if and only if Φ is decomposable.

Proof. Suppose that ∆ is decomposable, with ∆ = ∆1 ∪ ∆2. For i = 1, 2, let
Φi = ∆i ∩ Φ. Then neither Φ1 nor Φ2 can be empty. For if, say Φ1 = ∅, then
Φ2 = Φ, which implies that ∆1 ⊥ Φ. Since Φ is a basis of E, we conclude that
∆1 ⊥ ∆, and so ∆1 = ∅, contradiction.

Conversely, suppose that Φ is decomposable, with Φ = Φ1 ∪ Φ2. We arrange
the elements of Φ so that Φ1 = {α1, . . . , αr} and Φ2 = {αr+1, . . . , αl}. Now
let γ ∈ ∆. We claim that γ is a linear combination of elements of Φ1 or γ is a
linear combination of elements of Φ2. To prove this claim, we may assume that
γ is positive. Now suppose, to the contrary, that γ is a linear combination

γ =

r∑

i=1

ni αi +

l∑

i=r+1

ni αi (ni ≥ 0)

where both sums on the right are nonzero. According to Lemma 10.1.15, we
can rewrite the sum above as γ = αi1 + · · ·+αik , where each initial partial sum
is a root. Without loss of generality, we can assume that αi1 ∈ Φ1. Let s be the
smallest integer such that αis ∈ Φ2. Then β = αi1 + · · ·+ αis−1

+ αis is a root.
Now consider the root rαis

β. This root equals

rαis
(αi1 + · · · + αis−1

+ αis) = αi1 + · · · + αis−1
− αis ,

which is not a linear combination of simple roots with nonnegative integer co-
efficients, a contradiction. This proves the claim.

Using the claim, we now let ∆1 be the set of roots which are linear combinations
of elements of Φ1, and let ∆2 be the set of roots which are linear combinations
of elements of Φ2. Then ∆1 6= ∅, ∆2 6= ∅, ∆1 ⊥ ∆2, and ∆ = ∆1 ∪∆2. Thus ∆
is decomposable.

The following theorem shows that indecomposable root systems correspond to
complex simple Lie algebras, and vice versa.
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Theorem 10.1.19. Let g be a complex semisimple Lie algebra, let h be a Car-
tan subalgebra, and let ∆ be the set of roots of g relative to h. Then ∆ is
indecomposable if and only if g is simple.

Proof. Suppose first that ∆ is decomposable. We will prove that g is not simple.
Indeed, we have ∆ = ∆1∪∆2, with ∆1 6= ∅, ∆2 6= ∅ and ∆1 ⊥ ∆2. For i = 1, 2,
let

gi =
∑

α∈∆i

Chα +
∑

α∈∆i

gα

Let Φ be any simple system of roots in ∆. Then Φ is decomposable, and for
i = 1, 2, let Φi = Φ ∩ ∆i. For i = 1, 2, let hi =

∑
α∈∆i

Chα. Then clearly
hi =

∑
α∈Φi

Chα. Since the vectors hα, α ∈ Φ form a basis of h, we conclude
that h = h1 ⊕ h2.

Next observe that α ± β is never a root whenever α ∈ ∆1 and β ∈ ∆2. This
implies that [gα, gβ ] = {0} for any α ∈ ∆1 and β ∈ ∆2. Moreover, β(h1) = {0}
for all β ∈ ∆2 and α(h2) = {0} for all α ∈ ∆1. From all this, we conclude that
[g1, g2] = {0}.

The root space decomposition (8.9) of g shows that

g = g1 ⊕ g2.

But both g1 and g2 are also clearly subalgebras of g. Hence g1 and g2 are
nonzero ideals of g, and so g is not simple.

Conversely, suppose that g is not simple. Then by Theorem 7.1.1, g is the direct
sum of two nonzero semisimple ideals g = g1 ⊕ g2. Let h′1 and h′2 be Cartan
subalgebras of g1 and g2, respectively, and let ∆′

1 and ∆′
2 be the corresponding

respective root systems. From the root space decompositions of g1 and g2, it is
clear that h′ = h′1 ⊕h′2 is a Cartan subalgebra of g, and that the system of roots
of g relative to h′ is ∆′ = ∆′

1 ∪ ∆′
2.

Now suppose that β ∈ ∆′
2 and h ∈ h′1. Then if 0 6= xβ ∈ (g1)β , we have

0 = [h, xβ ] = β(h)xβ . Thus β(h) = 0. This implies that B(β, α) = B(hβ , hα) =
β(hα) = 0 for all α ∈ ∆′

1. Hence ∆′
1 ⊥ ∆′

2.

Now by Theorem 8.1.9, there exists an automorphism ϕ of g which maps h onto
h′. By hypothesis, ∆ is the system of roots of g relative to h. Suppose that
α ∈ ∆′. Then for any 0 6= x ∈ gα and h ∈ h, we have

[h, ϕ−1(x)] = ϕ−1([ϕ(h), x]

= α(ϕ(h))ϕ−1(x).

This shows that α ◦ ϕ = tϕ(α) ∈ ∆. Hence tϕ(∆′) ⊂ ∆. Replacing ϕ by ϕ−1,
we also obtain t(ϕ−1)(∆) = ( tϕ)−1(∆) ⊂ ∆′. Hence tϕ(∆′) = ∆.

144



Finally, suppose that α ∈ ∆′. Let h′α be the vector in h′ such that B(h′α, h
′) =

α(h′) for all h′ ∈ h′. Then, since B is preserved under the automorphism ϕ, we
have

B(ϕ−1(h′α), h) = B(h′α, ϕ(h))

= α(ϕ(h))

= tϕ(α)(h)

= B(htϕ(α), h)

for all h ∈ h. Thus ϕ−1(h′α) = htϕ(α). Therefore, for all α, β ∈ ∆′, we have

B(α, β) = B(h′α, h
′
β)

= B(ϕ−1(h′α), ϕ−1(h′β))

= B(htϕ(α), htϕ(β))

= B( tϕ(α), tϕ(β))

Hence the map tϕ : ∆′ → ∆ preserves B. Put ∆1 = tϕ(∆′
1) and ∆2 = tϕ(∆′

2).
We obtain ∆ = ∆1 ∪ ∆2, ∆1 6= ∅, ∆2 6= ∅, and ∆1 ⊥ ∆2. This shows that ∆ is
decomposable.

Example 10.1.20. Let E be a two-dimensional inner product space. We will
show that, up to isometry, there are only three possible indecomposable simple
systems of roots Φ on E. Suppose that Φ = {α1, α2}. Then (α1, α2) 6= 0, since
Φ is indecomposable. By Theorem 10.1.13 Part 2, we have (α1, α2) < 0. We
may assume that ‖α1‖ ≤ ‖α2‖. Then by Theorem 10.1.7 Part 4, c(α1, α2) = −1
and c(α2, α1) = −1, −2, or −3.

θ = 2π/3

α2

α1

c(α2, α1) = −1 =⇒ ‖α1‖ = ‖α2‖ and cos θ = − 1

2

Figure 1
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θ = 3π/4

α2

α1

c(α2, α1) = −2 =⇒ ‖α2‖ =
√

2 ‖α1‖ and cos θ = −
√

2

2

Figure 2

θ = 5π/6

α2

α1

c(α2, α1) = −3 =⇒ ‖α2‖ =
√

3 ‖α1‖ and cos θ = −
√

3

2

Figure 3

Let Φ = {α1, . . . , αl} be a simple system of roots in ∆. We introduce a partial
ordering ≺ on ∆ as follows: if α, β ∈ ∆, then α ≺ β if and only if β − α =∑

i niαi where each ni ∈ Z+ and at least one ni is positive. It is clear that ≺ is
indeed a partial order on ∆. Of course, ≺ depends on the choice of Φ.

Recall that the simple system Φ was obtained via a lexicographic order < on
E. Since each simple root αi is a positive root under <, it is clear that if α and
β are roots such that α ≺ β, then α < β. The converse is not true, as there are
vectors in ∆ which are not comparable under ≺.

Theorem 10.1.21. (The Highest Root) Suppose that ∆ is indecomposable.
Then there is a unique element δ ∈ ∆ which is maximal under ≺. This root δ
satisfies the following properties:

1. α ≺ δ for all α ∈ ∆, α 6= δ.

2. δ =
∑l

i=1 niαi where each ni is a positive integer.

3. (δ, αi) ≥ 0 for all i.
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Proof. It is obvious that for each α ∈ ∆, there is an element γ, maximal with
respect to ≺, such that α ≺ γ. Any such γ is clearly a positive root. Now let δ
be a maximal element with respect to ≺. For each i, δ + αi is not a root, so by
Lemma 10.1.9, (δ, αi) ≥ 0. This proves assertion 3. Since δ is positive, there is
at least one i such that (δ, αi) > 0.

By Theorem 10.1.13, we have δ =
∑l

i=1 ni αi, with ni ∈ Z+. We claim that all
ni are positive integers. If not all ni are positive, then the set S = {αi |ni = 0}
is a nonempty, proper subset of Φ. Let S′ = Φ \ S. Then δ =

∑
αj∈S′ njαj . By

Theorem 10.1.13 Part 2, we see that for any αi ∈ S,

(δ, αi) =
∑

αj∈S′

nj (αj , αi) ≤ 0.

Since we also have (δ, αi) ≥ 0, it follows that (δ, αi) = 0 and that (αj , αi) = 0 for
all αj ∈ S′ and all αi ∈ S. This shows that S ⊥ S′ and so Φ is decomposable,
with Φ = S ∪ S′, a contradiction. This contradiction proves assertion 2.

Suppose that δ′ is maximal element 6= δ. Then by the above δ′ =
∑

imiαi,
where each mi is a positive integer. Since (δ, αi) ≥ 0 for all i and > 0 for at
least one i,

(δ, δ′) =
l∑

i=1

mi(δ, αi) > 0.

It follows that δ−δ′ ∈ ∆. If δ−δ′ is a positive root, then δ′ ≺ δ, contradicting the
fact that δ′ is maximal. If δ − δ′ is a negative root, then δ ≺ δ′, contradicting
the fact that δ is maximal. This shows that there can only be one maximal
element.

Finally, since each α ∈ ∆ is ≺ some maximal element, and there is only one
maximal element, we must have α ≺ δ, proving assertion 1.

The theorem above is a special case (just as Theorem 7.3.11) of the theorem
of the highest weight, a theorem about finite-dimensional irreducible represen-
tations of complex semsimple Lie algebras.

10.2 Cartan Matrices and Dynkin Diagrams

Let ∆ be a root system on an inner product space E, let > be a lexicographic
order on E with respect to some basis of E, and let Φ be a simple system of roots
corresponding to >. Assume that Φ is indecomposable. We list the elements
of Φ as α1, . . . , αl. The Cartan matrix corresponding to this listing of Φ is the
l× l matrix (c(αi, αj))1≤i,j≤l. Of course, any other listing of the elements of Φ
results in a Cartan matrix obtained from this one by applying a permutation
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σ to its rows and columns. If we fix a listing (α1, . . . , αl) of Φ, we will abuse
terminology and call the matrix (c(αi, αj)) the Cartan matrix of Φ.

The Cartan matrix (c(αi, αj)) satisfies the following properties:

1. It is nonsingular.

2. The diagonal entries are all equal to 2.

3. The off-diagonal entries have values 0,−1,−2, or −3. If c(αi, αj) = −2 or
−3, then c(αj , αi) = −1.

For example, suppose that dimE = 2 and Φ = {α1, α2} with ‖α1‖ ≤ ‖α2‖.
Then according to Example 10.1.20, the only possible Cartan matrices (c(αi, αj))
are: (

2 −1
−1 2

)
,

which corresponds to Figure 1;
(

2 −1
−2 2

)
,

which corresponds to Figure 2; and
(

2 −1
−3 2

)
,

which corresponds to Figure 3.

If ∆ is reduced, the Cartan matrix of Φ completely determines the root system
∆. The procedure for recovering the set of positive roots ∆+ from Φ is carried
out inductively on the height of each root, as follows. First, the roots of height
one are precisely the elements of Φ. For any α, β ∈ Φ, Theorem 10.1.10 implies
that c(β, α) = −q, where β + jα (0 ≤ j ≤ q) is the α-string through β. In
particular, β + α is a root if c(β, α) 6= 0. This gives us all the roots of height 2.
Since c(·, ·) is linear in the first argument, we also obtain the numbers c(β, α)
for all roots β of height 2 and all roots α of height 1. Inductively, suppose
that all roots β of height ≤ k have been determined, as well as the numbers
c(β, α) for all roots β of height ≤ k and for all roots α of height one. Now
c(β, α) = −(p + q), where β + jα (p ≤ j ≤ q) is the α-string through β. The
integer p is already known, since we know all the roots of height ≤ k. Hence
we also know the integer q, and in particular whether β + α is a root. By
Lemma 10.1.15, this determines all the roots of height k + 1. This completes
the induction step. Now ∆ = ∆+ ∪−∆+, and we conclude from the above that
∆ is determined by the simple system Φ and its Cartan matrix.

Theorem 10.2.1. Let ∆ and ∆′ be indecomposable reduced root systems on
inner product spaces E and E′, respectively. Suppose that Φ ⊂ ∆ and Φ′ ⊂ ∆′

are simple systems of roots whose Cartan matrices are equal. Then there exists
a positive number d and an isometry T from E onto E′ such that ∆′ = dS(∆).
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Proof. By abuse of notation, we use ( , ) for the inner product on both E and
E′. If Φ = {α1, . . . , αl} and Φ′ = {α′

1, . . . , α
′
l}, the hypothesis is that c(αi, αj) =

c(α′
i, α

′
j) for all i and j. Let k = (α′

1, α
′
1)/(α1, α1). Since Φ is indecomposable,

there is a j2 6= 1 such that (α1, αj2) 6= 0. Since c(αj2 , α1) = c(α′
j2
, α′

1), it
follows that (α′

j2 , α
′
1) = k (αj2 , α1). Then since c(α1, αj2) = c(α′

1, α
′
j2), we

conclude that (α′
j2
, α′

j2
) = k (αj2 , αj2). Inductively, assume that m < l and that

j1 = 1, j2, . . . , jm are integers in {1, . . . , l} such that (α′
jr
, α′

js
) = k (αjr , αjs) for

all 1 ≤ r, s ≤ m. Since Φ is indecomposable, there is a root αjm+1
, with jm+1 /∈

{j1, . . . , jm} such that (αjm+1
, αjs) 6= 0 for some js. Then repeatedly applying

the same argument as that for for j2 above, we conclude that (α′
jm+1

, α′
jr

) =
k (αjm+1

, αjr ) for all jr, 1 ≤ r ≤ m+ 1.

Let T be the linear map from E onto E′ given on the basis Φ of E by T (αi) = α′
i,

for all i. Then by linearity, we conclude from the above that (Tv, Tw) = k(v, w)
for all v, w ∈ E. If we put d = k−1/2 and S = (1/d)T , we see that S is an
isometry of E onto E′, and of course T = dS.

Since c(αi, αj) = c(α′
i, α

′
j) for all i, j, the construction of ∆ from Φ (and of ∆′

from Φ′) shows us that T (∆) = ∆′. Hence dS(∆) = ∆′.

Let S be a set of positive roots such that (α, β) ≤ 0 for all α, β ∈ S. Then by
Lemma 10.1.11, S is a linearly independent set. (S could, for example, be our
simple system Φ.) The Coxeter-Dynkin diagram (or more simply, the Dynkin
diagram) of S is a directed graph whose vertices are the elements of S, and
whose directed edges are defined as follows:

1. No edge: if α, β ∈ S and (α, β) = 0, then α and β are not connected by
an edge.

2. Simple edge: If α 6= β in S and c(α, β)c(β, α) = 1 then α and β are
connected by a single undirected bond. Note here that ‖α‖ = ‖β‖ and
that c(α, β) = c(β, α) = −1.

β α

3. Double edge: If α 6= β in S, ‖α‖ ≤ ‖β‖, and c(α, β) c(β, α) = 2, then α and
β are connected by a double bond from β to α. Note that ‖β‖2/‖α‖2 = 2,
c(α, β) = −1, and c(β, α) = −2.

β α

4. Triple edge: If α 6= β in S, ‖α‖ ≤ ‖β‖ and c(α, β)c(β, α) = 3, then α and
β are connected by a triple bond from β to α. (Here ‖β‖2/‖α‖2 = 3.)
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β α

Suppose that S = Φ, the simple system of roots. Then the Cartan matrix of
Φ clearly determines its Dynkin diagram. Conversely, the Dynkin diagram of
Φ determines the Cartan matrix of Φ. In fact, for any roots α and β in Φ, the
integers c(α, β) and c(β, α) are uniquely determined by the type of edge (or lack
of one) in the Dynkin diagram between α and β.

Proposition 10.2.2. A Coxeter-Dynkin graph is a tree; i.e., it has no circuits.

Proof. Suppose, to the contrary, that there are circuits. Let γ1, . . . , γn be the
vertices of a minimal circuit.

γ1 γ2 γ3 γ4 γn

Since the circuit is minimal, no root γi is connected to a root γj in the circuit
unless j ≡ (i+ 1) mod n or j ≡ (i− 1) mod n.

Suppose now that γi and γj are consecutive roots in the circuit. We claim that

1

2
(γi, γi) + 2(γi, γj) +

1

2
(γj , γj) ≤ 0 (10.6)

To show this, we may assume that ‖γi‖ ≤ ‖γj‖. Then obviously,

1

2
(γi, γi) −

1

2
(γj , γj) ≤ 0.

But by Theorem 10.1.7, Part 5, we have

2(γi, γj) + (γj , γj) = 0.

Adding the left hand sides of the last two relations above, we obtain inequality
(10.6). Thus, in particular, (1/2)(γi, γi) + 2(γi, γi+1) + (1/2)(γi+1, γi+1) ≤ 0
for all i = 1, . . . , n, where the index i + 1 is counted modulo n. Adding these
inequalities, we obtain

0 ≥
n∑

i≡1

(
1

2
(γi, γi) + 2(γi, γi+1) +

1

2
(γi+1, γi+1)

)

=

n∑

i=1

(γi, γi) + 2

n∑

i≡1

(γi, γi+1) (10.7)

150



On the other hand,

0 ≤
(

n∑

i=1

γi,

n∑

i=1

γi

)

=

n∑

i=1

(γi, γi) +
∑

i6=j

(γi, γj)

=
n∑

i=1

(γi, γi) + 2
n∑

i≡1

(γi, γi+1), (10.8)

by our remark at the beginning of the proof about adjacent vertices. Inequalities
(10.7) and (10.8) imply that

∑n
i=1 γi = 0. But this is a contradiction since the

γi are linearly independent.

A tree is a graph without any circuits. Proposition 10.2.2 thus asserts that any
Dynkin diagram is a tree.

A subdiagram of a Dynkin diagram consists of a subset of the vertex set of the
Dynkin diagram and all the existing edges between them. It is clear that any
subdiagram is also a Dynkin diagram.

Lemma 10.2.3. In a Dynkin diagram, suppose that roots γ and δ are joined by
a simple edge. Then the configuration resulting from the deletion of γ and δ and
replacement by the single root γ+δ, and then joining γ+δ to all roots connected
to γ or δ by the same types of edges as γ or δ is also a Dynkin diagram.

Example:

γ δ
γ + δ

Proof. Note first that since γ and δ are connected, we have (γ, δ) ≤ 0 and thus
γ + δ is a root. Moreover, since c(γ, δ) = c(δ, γ) = −1, we have (γ, γ) = (δ, δ)
and 2(γ, δ) + (γ, γ) = 1. Hence (γ + δ, γ + δ) = (γ, γ).
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Let S be the collection of roots β in the Dynkin diagram such that β 6= γ, β 6= δ,
and β is connected to γ or δ. Then by Proposition 10.2.2, each β ∈ S is
connected to just one of γ or δ, and not both.

So let β ∈ S. Without loss of generality, we can assume that β is connected
to γ. Then (δ, β) = 0, and so c(γ + δ, β) = c(γ, β). Moreover, c(β, γ + δ) =
2(β, γ+δ)/(γ+δ, γ+δ) = 2(β, γ)/(γ, γ) = c(β, γ). Hence c(γ+δ, β) c(β, γ+δ) =
c(γ, β) c(β, γ). This shows that the number of bonds in the edge joining β and
γ + δ is the same as the number of bonds in the edge joining β and γ. Finally,
since ‖γ + δ‖ = ‖γ‖, the direction of the edge joining β and γ + δ is the same
as the direction of the edge joining β and γ.

Lemma 10.2.4. At each vertex of a Dynkin diagram, at most three bonds come
together.

Example: A vertex α of the type below cannot occur:

α

Proof. Let α be a vertex in the Dynkin diagram, and suppose that α1, . . . , αk
are the vertices in the diagram connected to α. Since the diagram has no
circuits, we must have (αi, αj) = 0 for all i 6= j in {1, . . . , k}. Let α = α/‖α‖
and αi = αi/‖αi‖ for i = 1, . . . , n. The number of bonds between α and
αi is c(α, αi) c(αi, α) = 4(α, αi)

2. Hence the number of bonds through α is

4
∑k
i=1(α, αi)

2.

Since α, α1, . . . , αk are linearly independent, there is a linear combination α0

of α, α1, . . . , αk such that α0 ⊥ αi for all i = 1, . . . , n and α0 is a unit vector.
Clearly, (α, α0) 6= 0. Thus α0, α1, . . . , αk are orthonormal and

α =

k∑

i=0

(α, αi)αi

1 = (α, α)2 =

k∑

i=0

(α, αi)
2

Since (α, α0) 6= 0, we conclude that

k∑

i=1

(α, αi)
2 < 1

and thus 4
∑k
i=1(α, αi)

2 < 4. Thus the number of bonds through α is at most
3.
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A Dynkin diagram with exactly two vertices and a triple edge between them
is called G2. It corresponds to one of the five exceptional complex simple Lie
algebras.

Theorem 10.2.5. In a connected Dynkin diagram:

(i) If a triple edge is present, then the diagram must be G2.

(ii) If a double edge occurs, then all other edges are simple.

Proof. Assertion (i) is immediate from Lemma 10.2.4. For assertion (ii), suppose
first that two double bonds occur. Then part of the diagram would look like:

b b b

where the arrows on the double edges could go either way. Using Lemma 10.2.3,
this reduces to

which is impossible by Lemma 10.2.4. If the diagram has a double and a triple
edge, a similar argument results in a contradiction.

A branch point in a Dynkin diagram is a vertex which is connected by an edge
to more than two vertices.

Theorem 10.2.6. If α is a branch point in a connected Dynkin diagram, then
it is the only branch point, and it must be of the following form:

α

Figure 4
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Proof. It is clear from Lemma 10.2.4 that the branch point α is adjacent to
exactly three vertices, and that α is linked to these three vertices by simple
edges. If a double edge is present somewhere else in the diagram, then by
Theorem 10.2.5, all the other edges in the diagram are simple; applying Lemma
10.2.3, we would obtain

α

Thus, no double edges are present.

Next, suppose that β is another branch point in the diagram. Again applying
Lemma 10.2.3, repeatedly if necessary, we would obtain

α β

which, upon applying Lemma 10.2.3 one more time, results in

α + β

contradicting Lemma 10.2.4.
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Lemma 10.2.7. Let

b b b

α1 α2 αn−1 αn

be a simple chain. Then

∥∥∥∥∥

n∑

i=1

iαi

∥∥∥∥∥

2

=
n(n+ 1)

2
(α1, α1).

Proof. This is an easy induction on n. If n = 1, then the above equation reduces
to the trivial identity ‖α1‖2 = (1 · 2/2) (α1, α1). So assume that the identity
holds for a simple chain of n vertices. We prove it for n+ 1 vertices. Now

∥∥∥∥∥

n+1∑

i=1

iαi

∥∥∥∥∥

2

=

∥∥∥∥∥

n∑

i=1

iαi + (n+ 1)αn+1

∥∥∥∥∥

2

=

∥∥∥∥∥

n∑

i=1

iαi

∥∥∥∥∥

2

+ 2

n∑

i=1

i(n+ 1)(αi, αn+1) + (n+ 1)2 (αn+1, αn+1)

=
n(n+ 1)

2
‖α1‖2 + (n+ 1)

[
2

n∑

i=1

i(αi, αn+1) + (n+ 1) (αn+1, αn+1)

]

(by the induction hypothesis)

=
n(n+ 1)

2
(α1, α1) + (n+ 1) [2n (αn, αn+1) + (n+ 1)(αn+1, αn+1)]

But 2(αn, αn+1) + (αn+1, αn+1) = 0. Hence the last expression above equals

n(n+ 1)

2
(α1, α1) + (n+ 1) (αn+1, αn+1) =

(n+ 1)(n+ 2)

2
(α1, α1),

the last equality arising from the fact that (α1, α1) = (αi, αi) for all i, since all
edges are simple. This proves the induction step and the lemma.

Theorem 10.2.8. If a connected Dynkin diagram has a double edge, it must be
a chain of the form

b b b b

α1 α2 αp−1 αp βq βq−1 β2 β1
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For this chain, there are only three possibilities: (i) p = 1, or (ii) q = 1, or (iii)
p = q = 2.

Proof. If a double edge is present, then by Theorem 10.2.5, all other edges are
simple, and by by Lemma 10.2.6, there are no branch points. Thus the diagram
must be a chain of the form above. Now let

σ =
1

p+ 1

p∑

i=1

i αi +
1

q

q∑

j=1

j βj .

Then σ 6= 0 and so

0 < ‖σ‖2 =
1

(p+ 1)2

∥∥∥∥∥

p∑

i=1

i αi

∥∥∥∥∥

2

+
1

q2

∥∥∥∥∥∥

q∑

j=1

j βj

∥∥∥∥∥∥

2

+ 2
p

p+ 1

q

q
(αp, βq)

=
1

(p+ 1)2
p(p+ 1)

2
(αp, αp) +

1

q2
q(q + 1)

2
(βq, βq) +

2p

p+ 1
(αp, βq)

(by Lemma 10.2.7)

=
p

p+ 1
(βq, βq) +

q + 1

2q
(βq, βq) − 2p

p+ 1
(βq, βq)

(since (αp, αp) = 2(βq, βq) and (αp, βq) = −(βq, βq))

=

(
q + 1

2q
− p

p+ 1

)
(βq, βq)

=
p+ q + 1 − pq

2(p+ 1)q
(βq, βq)

It follows that 0 < p+ q + 1− pq = 2− (p− 1)(q − 1). Thus (p− 1)(q − 1) < 2.
Since p ≥ 1 and q ≥ 1, the only possibilities are (i), (ii), and (ii) above.

Theorem 10.2.9. If a connected Dynkin diagram has a branch point, then the
diagram must be of the form below:
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b b b b

b

b

α1 α2 αq−1 βr−1 β2 β1

γ1

γ2

γp−1

Assume that 2 ≤ p ≤ q ≤ r. Then the only possibilities for p, q, and r are: (i)
p = q = 2, or (ii) p = 2, q = 3, and r = 3, 4, 5.

Proof. Assuming the existence of a branch point, Lemma 10.2.6 says that there
is only one branch point and all edges are simple. Thus the Dynkin diagram
nust be of the type given in the figure above.

In the figure above, we have put αq = βr = γp. Note also that all the roots
above have the same length. Let

α =
1

q

q∑

i=1

iαi, β =
1

r

r∑

i=1

iβi, γ =
1

p

p∑

i=1

iγi

and put

ω = α+ β + γ − 2γp

Then by the hypothesis on p, q, and r, and by the linear independence of the
roots in the diagram, we have ω 6= 0. Hence

0 < ‖ω‖2 = ‖γ‖2 + ‖α‖2 + ‖β‖2 + 4‖γp‖2 + 2(α, β) + 2(α, γ) + 2(β, γ)

− 4(γ, γp) − 4(α, γp) − 4(β, γp) (10.9)

We will calculate the right hand side as a multiple of (γp, γp). The first three
terms can be evaluated using Lemma 10.2.7. The cross term (α, β) is calculated
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as follows:

2(α, β) =
2

qr
((q − 1)αq−1 + qαq, (r − 1)βr−1 + rβr)

=
2

qr
[(q − 1)r(αq−1, βr) + q(r − 1)(αq, βr−1) + qr(αq , βr)]

=
2

qr

[
(q − 1)r

(
−1

2
(βr, βr)

)
+ q(r − 1)

(
−1

2
(βr−1, βr−1)

)
+ qr(βr , βr)

]

=
2

qr

[
− (q − 1)r

2
− q(r − 1)

2
+ qr

]
(γp, γp)

=

[
1

q
+

1

r

]
(γp, γp) (10.10)

Similarly,

2(α, γ) =

[
1

q
+

1

p

]
(γp, γp)

2(β, γ) =

[
1

r
+

1

p

]
(γp, γp) (10.11)

Let us now calculate the last three terms on the right hand side of (10.9):

(γ, γp) =
1

p
((p− 1)γp−1 + pγp, γp)

=
p− 1

p
(γp−1, γp) + (γp, γp)

=
(p− 1)

p

(
−1

2
(γp, γp)

)
+ (γp, γp)

=

[
1

2
+

1

2p

]
(γp, γp) (10.12)

Likewise,

(α, γp) =

[
1

2
+

1

2q

]
(γp, γp)

(β, γp) =

[
1

2
+

1

2r

]
(γp, γp) (10.13)

We can now calculate the right hand side or (10.9). Applying Lemma 10.2.7 to
evaluate ‖α‖2, ‖β‖2, and ‖γ‖2, and using (10.10), (10.11), (10.12), (10.13), we
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obtain

(ω, ω) =
1

q2
q(q + 1)

2
(γp, γp) +

1

r2
r(r + 1)

2
(γp, γp) +

1

p2

p(p+ 1)

2
(γp, γp)

+ 4(γp, γp) +

[
1

q
+

1

r

]
(γp, γp) +

[
1

q
+

1

p

]
(γp, γp)

+

[
1

r
+

1

p

]
(γp, γp) − 4

[
1

2
+

1

2p

]
(γp, γp) − 4

[
1

2
+

1

2q

]
(γp, γp)

− 4

[
1

2
+

1

2r

]
(γp, γp)

= (γp, γp)

[
1

2
+

1

2q
+

1

2
+

1

2r
+

1

2
+

1

2p
+ 4 +

1

q
+

1

r
+

1

q
+

1

p
+

1

r
+

1

p

− 2 − 2

p
− 2 − 2

q
− 2 − 2

r

]

=
1

2
(γp, γp)

[
1

p
+

1

q
+

1

r
− 1

]

It follows that
1

p
+

1

q
+

1

r
− 1 > 0. (10.14)

But 2 ≤ p ≤ q ≤ r, and so 1/p ≥ 1/q ≥ 1/r. Thus 3/p− 1 > 0, and therefore
p < 3. We conclude that p = 2. Thus we obtain

1

2
+

1

q
+

1

r
− 1 > 0

=⇒ 1

q
+

1

r
>

1

2

But since 1/q ≥ 1/r, we obtain

2

q
− 1

2
> 0

and so q < 4. But 2 = p ≤ q. There are thus two possibilities for q:

Case 1: q = 2. Thus p = q = 2. In this case, r can be any integer ≥ 2, since
the inequality (10.14) would always be satisfied.

Case 2: q = 3. Inequality (10.14) then becomes

1

2
+

1

3
+

1

r
− 1 > 0

which implies that
1

r
>

1

6
,

whence r < 6, and so r must equal 3, 4, or 5. This finishes the proof of Theorem
10.2.9.
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Theorem 10.2.10. Let ∆ be an indecomposable root system in an inner product
space E, and let Φ be a simple system of roots in ∆. Then the only possible
Dynkin diagrams for Φ are:

b b b

1 2 n − 1 n

An

b b b

1 2 n − 1 n

Bn

b b b

1 2 n − 1 n

Cn

b b b

1 2 n − 2

n − 1

n

Dn

E6

E7

E8

F4

G2
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Proof. Since Φ is indecomposable, its Dynkin diagram must be connected. If
the Dynkin diagram is a simple chain, then it must be of type An. Otherwise,
the diagram will contain either a multiple edge or a branch point, but not both.

If it contains a triple edge, then, by Theorem 10.2.5, it must be G2. If it contains
a double edge, then all other edges are simple (again by Theorem 10.2.5). Thus,
according to Theorem 10.2.8, there are only three possibilities:

p = 1 =⇒ Cn

q = 1 =⇒ Bn

p = q = 2 =⇒ F4

Finally, if the Dynkin diagram contains a branch point, then by Theorem 10.2.9,
the only possibilities are:

p = q = 2 =⇒ Dn

p = 2, q = 3, r = 3 =⇒ E6

p = 2, q = 3, r = 4 =⇒ E7

p = 2, q = 3, r = 5 =⇒ E8
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Chapter 11

Uniqueness Questions and

the Weyl Group

In this chapter, we further explore basic questions about abstract root systems.
One such question, which was left unanswered in Chapter 10, is the following:
suppose that ∆ is a root system in a real inner product space E, and that Φ
and Φ′ are two simple systems in ∆. Are the Dynkin diagrams of Φ and Φ′

the same. Of course, one expects the answer to be “yes,” and it is partly the
objective of this chapter to provide a proof. For this, we will need a keener
exploration of the Weyl group of ∆. At the end of this chapter, we will also
classify nonreduced root systems.

In this chapter, we fix a real inner product space E and and a root system ∆
in E.

11.1 Properties of the Weyl Group

In this section, we assume that the root system ∆ is reduced. A positive system
of roots in ∆ is the set of positive roots in ∆ relative to a lexicographic order
> on E. Such a positive system (once > is given) will be denoted by ∆+.
Generally, there is more than one way to order E to produce a given positive
system ∆+.

Given a positive system ∆+, we defined a simple root to be a positive root β
which is not the sum of two positive roots, and the simple system Φ to be the
set of all simple roots. We also saw that Φ is a basis of E and that any γ ∈ ∆+
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can be written as a linear combination

γ =
∑

α∈Φ

nαα (11.1)

where each nα ∈ Z+.

The following housecleaning lemma shows that Φ is the only subset of ∆+ which
satisfies the property (11.1).

Lemma 11.1.1. Suppose that Φ′ ⊂ ∆+ is a basis of E and satisfies (11.1).
Then Φ′ = Φ.

Proof. Put Φ = {α1, . . . , αl} and Φ′ = {β1, . . . , βl}. Since Φ and Φ′ satisfy
(11.1), there exist nonnegative integers cij and dij (for 1 ≤ i, j ≤ l) such that

βj =

l∑

i=1

cijαi, αj =

l∑

i=1

dijβi

Since (cij) and (dij) are the change of basis matrices from Φ to Φ′ and vice
versa, we have (dij) = (cij)

−1. Thus in particular,

l∑

j=1

a1jbj1 = 1

Since the a1j and the bj1 are in Z+, we conclude that there exists a j1 such that
aij1 = bj11 = 1. We claim that a1j = 0 for all j 6= j1. Suppose, to the contrary,
that a1j2 > 0 for some j2 6= j1. Since (bij) is nonsingular, there is an i, with i 6=
1, such that bj2,i > 0. This would then imply that

∑l
j=1 a1jbji ≥ a1j2bj2i > 0,

contradicting the fact that
∑l
j=1 a1jbji = 0.

Thus, the first row of (aij) contains only one nonzero entry, and that entry is
a 1. A similar argument shows that every row of (aij) contains exactly one 1
and l − 1 zeros. Since each column of (aij) has at least one nonzero entry, this
shows that (aij) is a permutation matrix. Thus (bij) is the inverse permutation
matrix, and so β1, . . . , βl is a permutation of α1, . . . , αl. This implies that
{β1, . . . , βl} = {α1, . . . , αl}; i.e., that Φ = Φ′.

Let us recall that the Weyl group W is the subgroup of O(E) generated by the
reflections rα, α ∈ ∆. We saw that W permutes the elements of ∆.

Lemma 11.1.2. Suppose that Φ is a simple system of roots in ∆ and α ∈ Φ.
Then rα(α) = −α. If β ∈ ∆+ is not proportional to α, then rα(β) ∈ ∆+.

Proof. rα(α) = −α follows from the definition of rα. Suppose β ∈ ∆+ is not
proportional to α. Then

β =
∑

γ∈Φ

nγγ
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where each nγ ∈ Z+ and nγ > 0 for at least one γ 6= α. We obtain

rα(β) =
∑

γ∈Φ

nγrα(γ)

=
∑

γ∈Φ

nγγ −
(∑

γ∈Φ

nγc(γ, α)

)
α

The coefficient of γ on the right hand side above is still nγ , which is a positive
integer, so the right hand side must still be a positive root.

For the remainder of this section, we fix a simple system of roots Φ = {α1, . . . , αl}
in ∆. For each i, the reflection rαi

is called a simple reflection. Let W0 be the
subgroup of W generated by the simple reflections.

Lemma 11.1.3. Each β ∈ ∆ is the image of a simple root αi under an element
of W0.

Proof. Since rαi
(αi) = −αi for all i, it suffices to prove the lemma for any

positive root β. Thus the claim is that for any β ∈ ∆+, there is an element
w ∈ W0 and an αi ∈ Φ such that β = w(αi). We prove the claim by induction
on the height ht(β). If ht(β) = 1, then β is a simple root, and we have β = αi
for some i, so we can put w = e := IE , the identity element of W .

Assume that k > 1 and that the lemma holds for all β ∈ ∆+ of height < k.
Let β be a positive root of height k. Then β is not a simple root. Write
β =

∑l
i=1 niαi. Now 0 < (β, β) =

∑l
i=1 ni(β, αi), and therefore (β, αi) > 0 for

some i. For this i, the root

rαi
(β) = β − 2(β, αi)

(αi, αi)
αi

is positive, by Lemma 11.1.2. Moreover, the above shows that ht(rαi
(β)) =

ht(β) − c(β, αi) < ht(β). By the induction hypothesis, there exists a w1 ∈ W0

and an αj ∈ Φ such that rαi
(β) = w1(αj). Since r2αi

= e, we have β =
rαi

w1(αj), with rαi
w1 ∈W0.

Theorem 11.1.4. W0 = W .

Thus W is generated by the simple relections αi.

Proof. W is of course generated by the reflections rβ , for all β ∈ ∆+. We’ll
show that rβ ∈ W0. By Lemma 11.1.3, there exists a w ∈ W0 and an αi ∈ Φ
such that β = w(αi). We claim that rβ = wrαi

w−1. This will of course prove
that rβ ∈W0.
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Now for any v ∈ E, we have

w rαi
w−1(v) = w

(
w−1v − 2(w−1v, αi)

(αi, αi)
αi
)

= w
(
w−1v − 2(v, w(αi))

(w(αi), w(αi))
αi
)

(since w is an isometry)

= v − 2(v, w(αi))

(w(αi), w(αi))
w(αi)

= v − 2(v, β)

(β, β)
β

= rβ(v).

This shows that rβ = wrαi
w−1 and finishes the proof.

The following theorem answers the question posed at the beginning of this
chapter.

Theorem 11.1.5. (a) For any w ∈ W , the image w(Φ) is a simple system of
roots in ∆.

(b) Given any simple system of roots Φ1 in ∆, there is a w ∈ W such that
w(Φ) = Φ1.

Proof. (a) Let β ∈ ∆. Put γ = w−1(β). Then γ ∈ ∆, and so we can write

γ =
∑l

i=1 niαi, where either ni ∈ Z+ for all i or ni ∈ −Z+ for all i. It
follows that

β = w(γ) =

l∑

i=1

niw(αi)

where either ni ∈ Z+ for all i or ni ∈ −Z+ for all i. Thus w(Φ) =
{w(α1), . . . , w(αl)} satisfies the hypotheses of Proposition 10.1.14, and hence
is a simple system of roots.

(b) By Proposition 10.1.14 and Lemma 11.1.1, there is a one-to-one correspon-
dence between simple systems of roots and positive systems of roots in ∆,
relative to some lexicographic order on E. Therefore, to prove part (b), it
suffices to prove that if ∆1 is any positive system of roots in E, then there
is a w ∈W such that w(∆+) = ∆1. We will do this by downward induction
on the number of elements of ∆+ ∩ ∆1.

For any subset S of ∆, let n(S) denote the number of elements of S. Since
n(∆) is even, we can put n(∆) = 2N . Then n(∆+) = N .

If n(∆+ ∩ ∆1) = N , then ∆+ = ∆1, so we can put w = e.
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Next, we prove the induction step. So let M < N , assume that assertion (b)
holds for all positive systems of roots ∆′ in ∆ such that n(∆+ ∩ ∆′) > M .
Suppose that ∆1 is a positive system of roots in ∆ such that n(∆+ ∩∆1) =
M .

Now since n(∆+ ∩ ∆1) < N , we see that ∆+ is not a subset of ∆1. It
follows that Φ is not a subset of ∆1: otherwise, all nonnegative integer linear
combinations of Φ which are roots would also belong to ∆1, so ∆+ ⊂ ∆1.
Hence there exists αi ∈ Φ such that αi /∈ ∆1, whence −αi ∈ ∆1.

Now from Lemma 11.1.2, we have

rαi
(∆+) =

(
∆+ \ {αi}

)
∪ {−αi}.

Hence
(rαi

∆+) ∩ ∆1 =
(
∆+ ∩ ∆1

)
∪ {−αi}

so that n((rαi
(∆+)) ∩ ∆1) = n(∆+ ∩ ∆1) + 1 = M + 1. This implies

that n(∆+ ∩ (rαi
(∆1))) = M + 1. Now rαi

(∆1) is also a positive system of
roots, by Part (a) above and the one-to-one correspondence between positive
systems and simple systems of roots. Hence, by the induction hypothesis,
there is a w1 ∈W such that

rαi
(∆1) = w1(∆

+).

This implies that
∆1 = rαi

w1(∆
+).

This completes the proof of Part (b) of the Theorem.

Corollary 11.1.6. There is an element w∗ ∈W such that w∗(∆+) = −∆+.

Proof. −Φ is a simple system of roots according to Proposition 10.1.14. Its
corresponding “positive” system of roots is of course −∆+. Thus, according to
the proof of Part (b) of Theorem 11.1.5, there is a w∗ ∈W such that w∗(∆+) =
−∆+ (and w∗(Φ) = −Φ).

Remarks on the uniqueness of Dynkin dagrams for complex simple Lie algebras.
Let g be a complex simple Lie algebra, let h be a Cartan subalgebra of g, and
let ∆ be the set of roots of g relative to h. Suppose that Φ and Φ1 are simple
systems of roots in ∆. According to Theorem 11.1.5, there is a w ∈ W such
that w(Φ) = Φ1. Since w is an isometry of E = h∗R, we see that the Cartan
matrices, and hence the Dynkin diagrams, of Φ and Φ1 are the same.

Next let h′ be another Cartan subalgebra of g and let ∆′ be the set of roots of g

relative to h′. According to Theorem 8.1.9, there exists an automorphism ϕ of g

such that ϕ(h) = h′. An easy argument similar to that in the proof of Theorem
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10.1.19 shows that tϕ(∆′) = ∆. Suppose that Φ′ is any simple system of roots
in ∆′. Then tϕ(Φ′) is a simple system of roots in ∆: in fact, any element of ∆ is
an integer linear combination of the elements of tϕ(Φ′), with all coefficients in
Z+ or in −Z+. The proof of Theorem 10.1.19 also shows that tϕ is an isometry
of (h′)∗R onto h∗R. Thus the Cartan matrices, and the Dynkin diagrams of Φ′ and
tϕ(Φ′) coincide.

The above shows that for any choice of Cartan subalgebra of g and any choice of
a simple system of roots, the Dynkin diagram which results is the same. Thus,
any simple Lie algebra over C corresponds to exactly one of the nine Dynkin
diagrams in Theorem 10.2.10.

Conversely, suppose that g and g′ are complex simple Lie algebras with the same
Dynkin diagram. Fix Cartan subalgebras h and h′ of g and g′, respectively, let
∆ and ∆′ be the respective root systems, and let Φ and Φ′ be simple systems of
roots in ∆ and ∆′, respectively. Put Φ = {α1, . . . , αl}, Φ′ = {α′

1, . . . , α
′
l}. By

hypothesis, the Cartan matrices of Φ and Φ′ are the same. We can therefore
order Φ and Φ′ so that c(αi, αj) = c(α′

i, α
′
j) for all i and j. Now according to

Section 10.2, the Cartan matrix of a simple system of roots completely deter-
mines the root system. The map ψ : α′

i 7→ αi (1 ≤ i ≤ l) therefore extends to
an R-linear bijection of (h′)∗R onto h∗R such that ψ(∆′) = ∆. Now put ϕ = tψ.
Then ϕ is an R-linear bijection from hR onto h′R with tϕ = ψ. Since hR and
h′R are real forms of h and h′, respectively, ϕ extends naturally to a C-linear
bijection of h onto h′. Since tϕ(∆′) = ∆, we therefore conclude from Theorem
8.3.1 that ϕ extends to a Lie algebra isomorphism of g onto g′.

This shows that if a Dynkin diagram in Theorem 10.2.10 corresponds to a simple
Lie algebra g, then that Lie algebra must be unique up to isomorphism.

In the next chapter, we will prove, using a constructive argument, that any con-
nected Dynkin diagram is the Dynkin diagram of a complex simple Lie algebra
g. By the above, g is unique up to isomorphism.

Definition 11.1.7. Let w ∈ W . The length l(w) of w is the minimal number
of simple reflections rαi

such that w = rαi1
· · · rαik

.

For instance, l(rαi
) = 1 for any simple reflection rαi

. By definition, l(e) = 0.

Now, for any w ∈ W , let n(w) = n(∆+∩w−1(−∆+)). Thus n(w) is the number
of positive roots α such that w(α) is a negative root. For example, n(e) = 0.
Moreover, according to Lemma 11.1.2, n(rαi

) = 1 for any simple reflection rαi
.

The following remarkable theorem states that n(w) and l(w) are the same:

Theorem 11.1.8. For any w ∈ W , we have n(w) = l(w).
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Appendix A

The Proof of Weyl’s

Theorem

In this appendix, we will prove Weyl’s Theorem (Theorem 7.3.7) on the complete
reducibility of representations of semisimple Lie algebras over F. Weyl’s original
proof employed a simple argument for compact Lie groups, and was extended to
arbitrary Lie algebras using a complexification argument, the so-called “Weyl
unitary trick.” The argument presented here, due to Serre, uses no Lie group
theory. (See [10] and [5], §6.)

A.1 The Contragredient Representation

Let g be a Lie algebra over F, V a vector space over F, and let π be a repre-
sentation of g on V . We define a representation π∗ of g on the dual space V ∗,
called the contragredient representation as follows. If f ∈ V ∗ and x ∈ g, we put
π∗(x) f = − tπ(x)(f).

Proposition A.1.1. π∗ is a representation of g on V ∗.

Proof. It is clear that π∗(x) is a linear operator on V ∗, so that π∗(x) ∈ gl (V ∗).
Moreover, if x, ∈ g, α, β ∈ F, f ∈ V ∗, and v ∈ V , then

(π∗(αx+ βy) f) (v) = − ( tπ(αx + βy) f) (v)

= −f(π(αx+ βy)(v))

= −αf(π(x) v) − β f(π(y) v)

= −α ( tπ(x) f)(v) − β ( tπ(y) f)(v)

= (απ∗(x) + β π∗(y)) f (v)
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This shows that π∗(αx + βy) = απ∗(x) + βπ∗(y), so π∗ is a linear map from g

into gl (V ∗). Finally, we prove that π∗[x, y] = [π∗(x), π∗(y)] for all x, y ∈ g. If
f ∈ V ∗ and v ∈ V , then

(π∗[x, y] f)(v) = −f(π[x, y] v)

= −f([π(x), π(y)](v))

= f(π(y) ◦ π(x)(v)) − f(π(x) ◦ π(y)(v))

= ( tπ(y)f)(π(x)(v)) − ( tπ(y)f)(π(x)(v))

= ( tπ(x) ◦t π(y)f)(v) − ( tπ(y) ◦t π(x)f)(v)

= [ tπ(x), tπ(y)](f)(v)

= [π∗(x), π∗(y)](f)(v).

Proposition A.1.2. π is irreducible if and only if π∗ is irreducible.

Proof. Let us first assume that π is irreducible. We’ll prove that π∗ is irre-
ducible. Suppose that Λ is a subspace of V ∗ invariant under π∗(x), for all
x ∈ g. Let W = {v ∈ V |λ(v) = 0 for all λ ∈ Λ}. It is easy to show, using
appropriate dual bases of V and V ∗, that dimW = dimV − dimΛ.

It is straightforward to show that W is a g-invariant subspace of V . In fact,
for any λ ∈ Λ and x ∈ g, we have λ(π(x)W ) = −(π∗(x)(λ))(W ) = {0}, since
π∗(x)λ ∈ Λ. This implies that π(x)W ⊂ W . Since π is irreducible, either
W = {0} or W = V . If W = {0}, then Λ = V ∗. If W = V , then Λ = {0}; if
W = {0}, then Λ = V ∗. This shows that π∗ is irreducible.

To prove the converse, we just need to note that V can be identified with the
second dual space (V ∗)∗ via the map v 7→ ǫv, where ǫv(f) = f(v) for all f ∈ V ∗.
Under this identification, (π∗)∗(x) = π(x), for all x ∈ g. Thus, by the first part
of the proof, π∗ irreducible =⇒ (π∗)∗ = π is irreducible.

Now suppose that π1 and π2 are representations of g on vector spaces V and
W , respectively. Let us recall from §1.2 that L(V,W ) denotes the vector space
of all linear maps from V to W .

Proposition A.1.3. g acts on L(V,W ) via the operators π(x), where

π(x)T = π2(x) ◦ T − T ◦ π1(x), (A.1)

for all T ∈ L(V,W ) and all x ∈ g.

Proof. It is straightforward to show that each π(x) is a linear operator on
L(V,W ) and that the map x 7→ π(x) is a linear map from g into gl(L(V,W )).
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Thus we just need to prove that π[x, y] = [π(x), π(y)], for all x, y ∈ g. Note
that if T ∈ L(V1, V2), then

π(x)T = (Lπ2(x) −Rπ1(x))(T ), (A.2)

where Lπ2(x) represents left multiplication and Rπ1(x) right multiplication. Then

π[x, y] = Lπ2[x,y] −Rπ1[x,y]

= L[π2(x),π2(y)] −R[π1(x),π1(y)]

= Lπ2(x) ◦ Lπ2(y) − Lπ2(y) ◦ Lπ2(x)

−Rπ1(y) ◦Rπ1(x) +Rπ1(x) ◦Rπ1(y) (A.3)

Note that the last two terms above come about because, for all T ∈ L(V1, V2),
Rπ1(x)π1(y)(T ) = Tπ1(x)π1(y) = Rπ1(y)◦Rπ1(x)(T ), and likewiseRπ1(x)π1(y)(T ) =
Rπ1(y) ◦Rπ1(x)(T ).

On the other hand,

[π(x), π(y)] = π(x) ◦ π(y) − π(y) ◦ π(x)

= (Lπ2(x) −Rπ1(x)) ◦ (Lπ2(y) −Rπ1(y))

− (Lπ2(y) −Rπ1(y)) ◦ (Lπ2(x) − Rπ1(x))

= Lπ2(x) ◦ Lπ2(y) +Rπ1(x) ◦Rπ1(y)

− Lπ2(y) ◦ Lπ2(x) −Rπ1(y) ◦Rπ1(x),

since Lπ2(x) commutes with Rπ1(y) and Rπ1(x) commutes with Lπ2(y).

We also observe that an element T ∈ L(V1, V2) intertwines π1 and π2 if and only
if π2(x)T = Tπ1(x) for all x ∈ g; that is, if and only if π(x)T = 0. Thus the set
of all intertwining maps is the subspace

⋂

x∈g

kerπ(x),

of L(V,W ). As we’ve already observed, g acts trivially on this subspace.

A.2 Casimir Operators

Let g be a Lie algebra over F, and let V be a vector space over F. If π is a
representation of g on V , then kerπ is an ideal of g. π is said to be faithful if
kerπ = {0}. In this case, g ∼= π(g), and so it is often convenient to identify g

with its homomorphic image π(g) ⊂ gl (V ).

Example A.2.1. If g is semisimple, then its center c is {0}, so the adjoint
representation ad (whose kernel is c) is faithful.

171



Suppose that g is semisimple and π is a faithful representation of g on V . Then
according to Proposition 6.4.9, the trace form

Bπ(x, y) = tr (π(x) ◦ π(y)) (A.4)

is a nondegenerate symmetric bilinear form on g.

Fix any basis (x1, . . . , xn) of g. For each i, j = 1, . . . , n, put bij = Bπ(xi, xj).
Then, by Theorem 1.10.4, the n×n symmetric matrix B = (bij) is nonsingular.
Let B−1 = (bij) be its inverse. Thus,

n∑

j=1

bij b
jk = δik

for all i, k ∈ {1, . . . , n}.

Definition A.2.2. The Casimir operator of π is the element Ωπ ∈ gl (V ) given
by

Ωπ =
∑

i,j

bij π(xi) ◦ π(xj). (A.5)

Although it might seem that Ωπ depends on the choice of basis of g, it can be
shown by a straightforward calculation that this is not really the case. As a
matter of fact, let (y1, . . . , yn) be another basis of g, and let S = (sij) be the
change of basis matrix from (x1, . . . , xn) to (y1, . . . , yn). If A = (aij) is the
matrix of Bπ with respect to (y1, . . . , yn) (so that aij = Bπ(yi, yj)) then for all
i, j,

aij = Bπ(yi, yj)

= Bπ

(
n∑

k=1

skixk,

n∑

l=1

sljxl

)

=

n∑

k=1

n∑

l=1

ski bkl slj .

This shows that A = tS B S. Hence A−1 = S−1B−1 (tS)−1, and so B−1 =
S A−1 tS. But S−1 is the change of basis matrix from (y1, . . . , yn) to (x1, . . . , xn).
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Thus, if A−1 = (aij), we obtain

Ωπ =
∑

i,j

bij π(xi) ◦ π(xj)

=
∑

i,j




∑

k,l

sik a
kl sjl



 π(xi) ◦ π(xj)

=
∑

k,l

akl π

(
∑

i

sikxi

)
◦ π
(
∑

l

sjlxj

)

=
∑

k,l

akl π(yk) ◦ π(yl)

This shows that Ωπ is independent of the choice of basis of g used to define it.

For each x ∈ g, let fx be the linear functional on g given by fx(y) = Bπ(x, y)
(y ∈ g). Since Bπ is nondegenerate, the proof of Proposition 1.10.7 shows that
the map v 7→ fv is a linear bijection of V onto V ∗.

Let (x1, . . . xn) be a basis of g. Then let λ1, . . . , λn be a dual basis of g∗. There
exist vectors x1, . . . , xn in g such that λj = fxj for all j. Explicitly, we have
δij = λi(xj) = fxi(xj) = Bπ(x

i, xj), for all i, j. We call (x1, . . . , xn) a dual basis
to (x1, . . . , xn) with respect to the nondegenerate form Bπ.

Note that for each i,

xi =

n∑

j=1

bijxj . (A.6)

In fact, for each k,

Bπ




n∑

j=1

bijxj , xk


 =

n∑

j=1

bij bjk = δik = B(xi, xk).

Since Bπ is nondegenerate, this establishes (A.6). Thus the Casimir operator
(A.5) can be written as

n∑

i=1

π(xi) ◦ π(xi) (A.7)

The next lemma says that the Casimir operator is a g-equivariant linear operator
on V .

Lemma A.2.3. The Casimir operator commutes with all operators π(x); that
is,

π(x) ◦ Ωπ = Ωπ ◦ π(x) (A.8)

for all x ∈ g.
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Proof. Fix dual bases (x1, . . . , xn) and (x1, . . . , xn) of g with respect to Bπ.
For each x ∈ g, we have [x, xj ] =

∑n
i=1 cij(x)xi and [x.xj ] =

∑n
i=1 c

ij(x)xi,
for some constants cij(x) and cij(x). We can relate these constants using the
invariance of Bπ (see Lemma 6.3.6):

Bπ([x, y], z) = −Bπ(y, [x, z])

for all x, y, z ∈ g. Thus

cij(x) = B([x, xj ], x
i)

= −B(xj , [x, x
i])

= −cji(x).

Hence, using Leibniz’ rule for the commutator bracket, we obtain

[π(x),Ωπ ] =

[
x ,

n∑

j=1

π(xj) ◦ π(xj)

]

=

n∑

j=1

(
[π(x), π(xj )] ◦ π(xj) + π(xj) ◦ [π(x), π(xj)]

)

=

n∑

j=1

(
π[x, xj ] ◦ π(xj) + π(xj) ◦ π[x, xj ]

)

=

n∑

j=1

(
n∑

i=1

cij(x)π(xi) ◦ π(xj) +

n∑

i=1

cij(x)π(xj) ◦ π(xi)

)

=
∑

i,j

cij(x)π(xi) ◦ π(xj) +
∑

i,j

cij(x)π(xj) ◦ π(xi)

=
∑

i,j

cij(x)π(xi) ◦ π(xj) +
∑

i,j

cji(x)π(xi) ◦ π(xj)

=
∑

i,j

(cij(x) + cji(x))π(xi) ◦ π(xj)

= 0.

This shows that π(x) ◦ Ωπ = Ωπ ◦ π(x).

Corollary A.2.4. Let π be an irreducible representation of a complex Lie al-
gebra g on a complex vector space V . Then Ωπ = (dim g/ dimV ) IV .

Proof. By Schur’s Lemma (Theorem 7.3.10) and Lemma A.2.3, Ωπ is a scalar
operator: Ωπ = λ IV , for some λ ∈ C. Let m = dim V . Then, using the notation
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of Lemma A.2.3,

mλ = tr (Ωπ)

= tr




n∑

j=1

π(xj) ◦ π(xj)




=

n∑

j=1

Bπ(xj , x
j)

= n.

Hence λ = n/m.

Lemma A.2.5. Suppose that π is a representation of a semisimple Lie algebra g

over F on a vector space over F. Then tr (π(x)) = 0 for all x ∈ g. In particular,
if V is one-dimensional, then π is the trivial representation.

Proof. The lemma follows immediately from the fact that g = [g, g] and the fact
that tr ([π(x), π(y)]) = 0 for all x, y ∈ g.

A.3 The Proof of Weyl’s Theorem

We are now ready to prove Weyl’s Theorem on complete reducibility.

Proof of Theorem 7.3.7: We are assuming that g is a nonzero semisimple Lie
algebra over F, V is a vector space over F, and that π is a representation of g

on V . Suppose that W is a g-invariant subspace of V . We want to produce
a complementary g-invariant subspace; i.e., a g-invariant subspace U such that
V = W ⊕ U .

Of course, if W = {0} or W = V , there is nothing to prove, so let us assume
that {0} ( W ( V .

We will tackle the simplest case first. Suppose that W has codimension one
(i.e., dimW = dimV − 1) and is irreducible. Let Ωπ be the Casimir operator
corresponding to π. Since W is invariant under π(x) for all x ∈ g, we see that W
is Ωπ-invariant. Then, since W is irreducible and Ωπ commutes with all π(x),
it follows that Ωπ|W = λ IW , where λ = dim g/ dimW is a nonzero constant.

By Lemma A.2.5, the quotient representation π′ of g on the one-dimensional
vector space V/W is trivial. Hence π′(x) (v + W ) = W for all x ∈ g and all
v ∈W . This implies that π(x) (V ) ⊂W for all x ∈ g, and therefore Ωπ(V ) ⊂W .
Since the restriction Ωπ|W is given by multiplication by a nonzero scalar, we
have in fact Ωπ (V ) = W .
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It follows that kerΩπ is a one-dimensional subspace of V , and that V = W ⊕
kerΩπ. Since Ωπ commutes with all π(x), we see that kerΩπ is a g-invariant
subspace; it is thus the complementary g-invariant subspace to W .

We now consider the next-simplest case. Suppose that W is a g-invariant codi-
mension one subspace of V . We no longer assume that W is irreducible. In this
case, we will use induction on dimW to obtain a g-invariant complementary
subspace to W .

If dimW = 1 (so that dimV = 2), then certainly W is irreducible, so the
previous case ensures the existence of a complementary g-invariant subspace.
So assume that dimW = n > 1, and that Weyl’s Theorem holds for all invariant
codimension one subspaces of dimension < n.

Of course, if W is irreducible, we’re back to the previous case, so assume that W
is not irreducible. ThenW has an invariant subspace U such that {0} ( U ( W .
We can choose U to have minimal positive dimension, so that U is irreducible.

The quotient module W/U is a codimension one submodule of the quotient
module V/U . Since dimW/U < n, the induction hypothesis applies, and there
thus exists a complementary g-invariant subspace F(v + U) to W/U in V/U .
Since F(v + U) is one-dimensional, g acts trivially on it. Hence π(x) v ∈ U
for all x ∈ g. The subspace U1 = U ⊕ Fv is therefore g-invariant, and U is a
codimension one invariant irreducible subspace of U1. We can therefore apply
the previous case to conclude that there exists a nonzero vector u1 ∈ U1 such
that Fu1 is g-invariant, and U1 = U ⊕ Fu1. By Lemma A.2.5, π(x)u1 = 0 for
all x ∈ g. Note that u1 cannot be in W : if u1 ∈ W , then U1 ⊂ W , so v ∈ W ,
and hence F(v + U) cannot be a complementary subspace to W/U . It follows
that V = W ⊕ Fu1, and the complementary g-invariant subspace to W is Fu1.

We can finally tackle the general case. Suppose that π is a representation of g on
V and thatW is a g-invariant subspace of V . We can assume that {0} ( W ( V .
Let πW denote the sub-representation x 7→ π(x)|W of g on W . Then let σ be
the representation of g on L(V,W ) given by Proposition A.1.3:

σ(x) (T ) = πW (x)T − Tπ(x) (T ∈ L(V,W ), x ∈ g) (A.9)

Now let S denote the subspace of L(V,W ) consisting of all T ∈ L(V,W ) such
that T |W = λ IW , for some λ ∈ F. Then let T be the subspace of S consisting
of those T ∈ L(V,W ) such that T |W = 0.

Since W is a g-invariant subspace, (A.9) shows that σ(x)S ⊂ T , and hence S
is invariant under σ(x), for all x ∈ g. Let S0 ∈ L(V,W ) be any linear map
such that S0|W = IW . (Such exist.) Then S = T ⊕ FS0, and so T is a
codimension one invariant subspace of S. Thus, by the codimension one case,
S has a complementary g-invariant subspace to T :

S = T ⊕ FT0,
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for some T0 ∈ S. By scaling T0, we may as well assume that T0|W = IW .
By Lemma A.2.5, σ(x)(T0) = 0 for all x ∈ g. This imples that T0 is a linear
mapping from V to W which intertwines π and πW . Let U = kerT0. Then U is
a g-invariant subspace of V such that U ∩W = {0}; since T0 is the identity map
on W , the range T0(V ) equals W , and thus dimU = dimV − dimW . Hence
V = W ⊕ U , and U is our complementary g-invariant subspace.
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