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Abstract
Epigenetics is a new development in complex non-Mendelian
disease, which may not only uncover etiologic and pathogenic
mechanisms but may also provide the basis for the development of
medications that would target the primary epigenetic causes of such
diseases. Such epigenetic drugs would be novel, potentially possess-
ing substantially higher therapeutic potential and a much lower rate
of adverse effects in comparison to current symptomatic treatments.
A collection of epigenetic drugs already exist at various stages of de-
velopment and, although their effectiveness has yet to be maximized,
they show great promise in the treatment of cancer, psychiatric dis-
orders, and other complex diseases. Here we present a review of the
epigenetic theory of complex disease and an evaluation of current
epigenetic therapies, as well as predictions of the future directions
in this expanding field.
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Complex disease:
conditions caused by a
combination of genetic,
epigenetic, and
environmental factors that
do not follow
Mendelian/monogenic
inheritance

DNMT: DNA
methyltransferase

Histone: basic proteins
around which DNA is
wrapped in higher-order
chromatin structures

HAT: histone
acetyltransferase

HDAC: histone deacetylase

MBD: methyl-binding
domain

MeCP2:
methyl-CpG-binding
protein 2

RELEVANCE OF EPIGENETICS TO COMPLEX DISEASE

Epigenetics refers to the regulation of various genomic functions, including gene
expression, that are brought about by heritable, but potentially reversible, changes
in DNA methylation and various modifications of histones (acetylation, methyla-
tion, phosphorylation, etc.) (1). The two epigenetic mechanisms work in concert,
with alterations in DNA modification affecting chromatin conformation and vice
versa. In humans and animals, methylation of DNA occurs at the C5 position of cy-
tosines, primarily within cytosine/guanine dinucleotides (CpG), which are established
and maintained by the DNA methyltransferase (DNMT) family of enzymes. DNA
is wrapped around octamers of basic histone proteins (H2A, H2B, H3, and H4),
forming higher-order nucleosome structures. Modification of these proteins, such
as acetylation, methylation, phosphorylation, ubiquitination, etc., control chromatin
states, which can be open (transcriptionally active) or closed (inactive). Among numer-
ous other histone modification enzymes, histone acetyltransferases (HATs) acetylate
lysine residues on the N-terminal tail of histone proteins. This neutralizes the pos-
itive charge of the protein, thereby decreasing its affinity for DNA and leading to a
looser interaction (2) that creates an open chromatin structure and increases acces-
sibility for the transcription machinery. In contrast, histone deacetylases (HDACs)
remove acetyl groups, which results in condensed chromatin and gene inactivation
(3). Proteins with N-terminal methyl-CpG-binding domains (MBD), such as methyl-
CpG-binding protein 2 (MeCP2), can bind to methylated sites on DNA and complex
with HDACs and the corepressor Sin3a. This leads to histone deacetylation and the
silencing of genes downstream from the methylated CpG site. The effects of histone
methylation depend on the specific lysine or arginine that is modified, and can also
result in either gene activation or repression (4).

Epigenetic studies of various species—from Escherichia coli and yeast to animals
and humans—demonstrated that epigenetic regulation is critically important for the
normal functioning of genomes. Cells can operate normally only if both DNA se-
quence and epigenetic components of the genome function properly; epigenetically
misregulated genes, despite impeccable DNA sequences, can be harmful and cause
disease. To date, the role of epigenetic factors has been primarily investigated in
rare pediatric syndromes (5) and malignant transformation of cells in cancer (6,
7). More importantly, epigenetics can be highly relevant to various complex non-
Mendelian diseases, as epigenetic mechanisms allow for integrating a variety of ap-
parently unrelated clinical, epidemiological, and molecular data into a new theoretical
framework.

There are three fundamental points that enable us to consider epigenetic factors as
etiological candidates in complex disease. First, the epigenetic status of genes is more
dynamic in comparison to DNA sequence and can be altered by developmental pro-
grams and the environment of the organism (8); furthermore, epigenetic changes may
occur even in the absence of evident environmental differences, i.e., owing to stochas-
tic reasons (9). Second, some epigenetic signals can be transmitted along with DNA
sequence across the germline generations, i.e., such signals exhibit partial meiotic sta-
bility (10). Third, epigenetic regulation is critical for normal genomic function, such
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Monozygotic (MZ) twins:
genetically identical twins
arising from a single zygote

as segregation of chromosomes in mitosis, inactivation of parasitic DNA elements,
and regulation of gene activity (34). Partial epigenetic stability, or metastability, and
the primary role in controlling activities of DNA sequences can shed new light on
non-Mendelian irregularities of complex diseases.

Discordance of identical [monozygotic (MZ)] twins has been one of the hall-
marks of complex non-Mendelian disease. Concordance of MZ twins reaches only
∼15% in breast cancer, 20% in ulcerative colitis, 25%–30% in multiple sclerosis,
25%–45% in diabetes, 50% in schizophrenia, and 40%–70% for Alzheimer’s disease
(11). Discordance of MZ twins traditionally has been explained by the differential
effect of environmental factors, which supposedly produce disease in one of the two
genetically predisposed co-twins (12). Identification of such factors has been very
difficult, and thus far only a couple environmentally derived disease risk factors have
been identified (e.g., smoking in lung cancer, diet in cardiovascular diseases). The
epigenetic explanation of MZ twin discordance is that due to the partial stability of
epigenetic factors, a substantial degree of disease-relevant epigenetic dissimilarity can
be accumulated in such twins (13, 14). Epigenetic differences in identical twins may
reflect differential exposure to a wide variety of environmental factors. For exam-
ple, intake of folic acid affects both the global methylation level in the genome and
regulation of imprinted genes (15, 16). During pregnancy, maternal dietary methyl
supplements increase DNA methylation and change methylation-dependent epige-
netic phenotypes in mammalian offspring (17, 18). There could be numerous envi-
ronmental effects, including even maternal behavior (8), that cause some epigenetic
“trace.”

One of the important peculiarities of complex disease is sexual dimorphism—
differential susceptibility to a disease in males and females. Multiple sclerosis, rheuma-
toid arthritis, Crohn’s disease, panic disorder, structural heart disease, and hyperthy-
roidism are more common in females, whereas males are more often affected with
autism, Hirschsprung’s disease, ulcerative colitis, Parkinson’s disease, alcoholism, al-
lergies, and asthma (especially at a young age) (19). In psychiatric diseases, such as
Alzheimer’s disease, schizophrenia, alcoholism, and mood and anxiety disorders, psy-
chopathology exhibits a number of differences between the sexes in rates of illness
as well as the course of disease (20). It is important to note that effects of gender
in complex diseases cannot be explained by sex chromosome-linked genes; in fact,
effects of gender quite often have been detected in genetic linkage and association
studies on autosomal chromosomes (21). Although sex hormones have been the usual
“culprit” in the explanation of gender effects in complex diseases, there are no spe-
cific mechanisms proposed as to how such hormones predispose to or protect from a
disease. The gender-specific effects in genetic linkage and association studies suggest
that chromosomes and individual genes can be the target of sex hormones. Although
such hormones cannot change DNA sequence, they can be potent modifiers of epi-
genetic status, which controls gene expression and various other genomic activities.
It is known that hormones, including sex hormones, can control gene expression
via epigenetic modifications, and therefore it can be hypothesized that differential
susceptibility to complex disease in males and females is mediated by sex hormone–
induced differences in epigenetic regulation of genes (21).
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Epimutation: epigenetic
changes that cause or
predispose an organism to a
disease

In some complex diseases, the risk to offspring depends on the sex of the af-
fected parent. For example, asthma, bipolar disorder, and epilepsy are more often
transmitted from the mother, whereas type 1 diabetes seems to be more often trans-
mitted from the affected father (11). Parent-of-origin-dependent clinical differences
have also been detected in schizophrenia (22). Molecular genetic studies, although
rarely performed in a gender-specific fashion, also reveal parental origin effects in a
wide variety of phenotypes, such as obesity (23), Alzheimer’s disease (24), atopy and
asthma (25), autism (26), and major psychosis (27). One of the most common mecha-
nisms of parent-of-origin effects is genomic imprinting (28). The essence of genomic
imprinting consists of the differential epigenetic modification of genes depending on
their parental origin (29). Disruption of the normal imprinting pattern often causes
diseases that affect cell growth, development, and behavior (30).

Whereas explanation of all the above non-Mendelian features is based on the
partial epigenetic stability in somatic cells, there is also an interesting perspective
on the role and outcomes of the partial epigenetic stability during the maturation
of the germline. The meiotic epigenetic metastability allows for rethinking of the
issue of familiality (minor proportion of all cases) and sporadicity (overwhelming
majority of the cases) in complex disease. Extrapolating from the intergenerational
dynamics of epigenetic regulation in mammals (31), it can be hypothesized that disease
epimutations may develop in two possible ways: (a) they regress toward the norm in
the germline of an affected individual and his/her offspring will not be affected (such
cases are treated as sporadic) or (b) they persist across generations and present as
quasi-Mendelian familial cases (32).

The epigenetic model of complex disease can be imagined as a chain of aberrant
epigenetic events that begins with a pre-epimutation, a primary epigenetic problem
that takes place during the maturation of the germline; pre-epimutation increases the
risk for the disease but is not necessarily sufficient to cause the disease. The misregula-
tion can be tolerated to some extent, and age of disease onset may depend on the effects
of tissue differentiation, stochastic factors, hormones, and probably some external en-
vironmental factors (nutrition, infections, medications, addictions, etc.) (32–34). It
may take decades to reach a critical threshold beyond which the genome, cell, or
tissue is no longer able to function normally. Only some predisposed individuals will
reach the threshold of epigenetic misregulation and acquire phenotypic changes that
meet the diagnostic criteria for a clinical disorder. Severity of epigenetic misregula-
tion may fluctuate over time, which in clinical terms is called remission and relapse. In
some cases, “aging” epimutations may slowly regress back to the norm. For example,
in major psychosis, this is seen as fading psychopathology or even partial recovery,
which is consistent with age-dependent epigenetic changes in the genome (35). The
same applies to asthma (36) and attention deficit and hyperactivity syndrome (37).

To date, epigenetic factors in complex disease have been poorly investigated, with
the exception of cancer. The epigenomes of cancer cells commonly undergo large-
scale alterations in DNA methylation, with global hypomethylation and promoter-
specific hypermethylation (38) linked to aberrant patterns of histone modification
(39). Genes involved in various cellular pathways may become misregulated, but
epigenetic silencing of tumor suppressor genes, such as the gene encoding the cell
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cycle inhibitor, p16INK4a, and the DNA repair genes, BRCA1 and hMLH1, which
are the two most extensively studied examples of suppressor genes in cancer (40).
Current estimates suggest that the average tumor will contain approximately 100–
400 hypermethylated promoter regions (40). In addition to hypermethylation, global
hypomethylation is often observed in cancer cells (41, 42); it is believed to cause a
decrease in genomic stability and the formation of abnormal chromosome structures.
Not surprisingly, in addition to aberrant DNA methylation changes, histone modifi-
cation changes have been detected in malignant cells (39, 43). Despite the consistency
in epigenetic changes in cancer, it is not clear which epimutations are primary causes
and hallmarks of early-stage malignant transformation and which ones represent ef-
fects of the primary causes (44, 45). Without such information, etiological treatment
of cancers that target such genes is not possible.

In addition to cancer, epigenetic studies of psychiatric diseases are now under-
way. The maintenance DNMT, DNMT1, has been shown to be upregulated in
GABAergic medium spiny neurons in layers I and II of the cerebral prefrontal cortex
in schizophrenia and bipolar disorder patients with psychosis (46). An increase in
DNMT1 levels, along with a decrease in reelin and glutamic acid decarboxylase 67
(GAD67), also occurs in GABAergic medium spiny neurons of the caudate nucleus
and putamen in schizophrenia patients (46). In autism studies, a substantial propor-
tion of postmortem brain samples from autistic individuals revealed monoallelic or
highly skewed allelic expression of GABAA receptor subunit (GABR) genes, whereas
such genes were biallelically expressed in control brain samples (47). Rett syndrome,
an X-linked neurodevelopmental disorder, has been shown to result from a mutation
to the MeCP2 gene, the protein product of which represses gene transcription by
binding to 5-methylcytosine residues (48). Fragile X syndrome has been linked to epi-
genetic silencing and loss of expression of the fragile X mental retardation 1 (FMR1)
gene owing to expansion of a CGG repeat in its 5′-untranslated region (49). Although
the underlying epimutations remain unknown in most complex diseases, many epige-
netic therapeutic agents have already been developed. Several of these compounds are
progressing through clinical trials or have become approved treatments for particular
conditions, as described below.

EPIGENETIC THERAPEUTICS: CLASSES AND MECHANISMS
OF EPIGENETIC DRUGS

DNA Methylation Inhibitors

Two classes of DNA methylation inhibitors exist, nucleoside analogs and non-
nucleoside analogues, both of which aim to reactivate aberrantly silenced genes.
Nucleoside analogues consist of either a ribose or deoxyribose moiety fused to
a modified cytosine ring. Kinases phosphorylate the nucleoside into a nucleotide
and, once it is incorporated into DNA, it prevents methylation. Under normal cir-
cumstances DNMTs flip cytosine rings out from newly synthesized DNA, form-
ing an intermediate complex and incorporating a methyl group from S-adenosyl-L-
methionine (Ado-Met) onto the C5 position; the enzyme is then released (50). The
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presence of a modification at this position causes the enzyme to become trapped in a
DNA-protein adduct, preventing further methylation of progeny DNA by depleting
genomic DNMT stores (51).

Some of the earlier nucleoside analogues that were synthesized in the
1960s, namely 5-azacytidine (5-aza-CR) and 5-aza-2′-deoxycytidine (5-aza-CdR,
decitabine), have been extensively studied and can induce cellular differentia-
tion/inhibit DNA methylation at micromolar doses (52). Despite showing signifi-
cant toxicity at high doses, low-dose decitabine demonstrated a 49% overall response
rate and a 20% complete response rate in elderly, high-risk myelodysplastic syn-
drome (MDS) patients (53). A recent study has shown treatment with decitabine
to be superior to supportive care for global health status, physical functioning, fa-
tigue, and dyspnea in elderly patients with MDS (54). Two disadvantages of the
original analogues are their instability in aqueous solutions and their susceptibility to
deactivation by cytidine deaminase; these issues do not apply to the recently discov-
ered methylation inhibitor, Zebularine [1-β-D-ribofuranosyl-2(1H)-pyrimidinone].
Zebularine inhibits cytidine deaminase, is stable in aqueous solution, can be adminis-
tered orally, and preferentially targets cancer cells. Its clinical development is limited
by its higher dosage (55, 56) and poor bioavailability, as observed in rats, mice, and
monkeys (57). One question facing all nucleoside analogues is whether their effects
are due to demethylation or the cytotoxic effects caused by depletion of DNMTs.
Further study is required to resolve this concern and to reduce the toxicity associated
with this drug class.

Non-nucleoside analogues are small molecules that either bind the active site of
DNMTs or prevent expression of the enzymes without incorporating into DNA; they
are somewhat less toxic than nucleoside analogues. The antisense oligonucleotide
inhibitor of human DNMT1, MG98, inhibits the translation of DNMT1 mRNA by
targeting its 3′ untranslated region. A partial response to MG98 was documented in
a patient with renal cell carcinoma in a Phase I trial (58); however, a Phase II trial was
less successful (59).

Another small molecule, RG108, binds the catalytic pocket of human DNMT1
and directly inhibits its activity. Despite showing concentration-dependent demethy-
lation of genomic DNA with little cytotoxicity (59), RG108 has not entered clinical
trials. Similarly, other non-nucleoside analogues exist, such as hydralazine, the anes-
thetic procaine, and the antiarrhythmic procainamide. Few have been studied beyond
Phase I, with the exception of hydralazine, which has proven to be a well-tolerated,
effective demethylator in a Phase I study. It reactivates tumor suppressor genes in
patients with untreated cervical cancer without affecting global DNA methylation
(60).

Some promising methylation inhibitors occur naturally, for example, the
psammaplins, which are bromotyrosine derivatives extracted from the sponge Pseu-
doceratina purpurea, and which can inhibit both histone deacetylases and DNMTs.
Psammaplin A, in particular, has demonstrated potent histone deacetylase inhibitory
activity (61). The green tea extract EGCG [(-) epigallocatechin-3-gallate] is a com-
petitive inhibitor of DNMT, with potential as an anticancer treatment (62); neither
psammaplins nor EGCG have entered clinical trials.
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SCFA: short-chain fatty
acid

HDACi: histone
deacetylase inhibitor

Histone Deacetylase Inhibitors

The histone deacytylase inhibitors (HDACi) comprise a large, diverse class of drugs.
Each compound contains a different functional group with HDAC-inhibitory activity,
leading to restoration of gene function or acetylation of transcription factors/tumor
suppressors. Although their mechanisms of action are not entirely clear, HDACi have
been shown to act via selective induction of apoptosis in tumor cells (63), elevation of
reactive oxygen species production (64), the mitochondrial (intrinsic) pathway (65),
the death receptor (extrinsic) pathway (66), activation of BH3-only proteins (Bcl-2
family) (67), or by causing cell cycle arrest, usually at G1/S (68). Many HDACi are
also believed to have radiosensitizing properties (69). There are four main classes of
HDACi: short-chain fatty acids (SCFAs), hydroxamic acids, benzamides, and cyclic
tetrapeptides, as well as a few miscellaneous drugs, most of which are analogues of
the cyclic tetrapeptides.

Short-chain fatty acids. These drugs are already used to treat a variety of dis-
eases. The original SCFAs are valproate, an antiepileptic and mood stabilizer, and
butyrate, which is naturally produced in the colon and considered the most potent
antiproliferative drug in this class (70). The SCFAs, in general, are relatively weak
inhibitors of HDACs, as their effective doses are in the millimolar range. They also
show pleiotropic effects on other enzymes, have low bioavailability, and low specificity
(71). Despite these qualities, valproate is often used in combination with other drugs
as part of cancer therapy regimes. Valproate has been shown to potently augment
the tumoricidal activity of gemtuzumab ozogamicin toward acute myeloid leukemic
(AML) cell lines and primary AML blasts (72); preclinical and Phase I and II studies
of valproate in combination with decitabine have supported this approach for treat-
ment of advanced leukemia (73); Phase II studies have shown that the combination
of valproate and all-trans retinoic acid is useful in the treatment of myelodysplastic
syndrome and relapsed or refractory AML (74). Tributyrin, an analogue of sodium
butyrate, has recently been synthesized and shown to inhibit proliferation and induce
differentiation and apoptosis of leukemia cells in vitro (75). As their mechanisms are
elucidated, novel SCFAs will likely emerge and may be useful, alone or in combina-
tion, in the treatment of various leukemias and other conditions.

Hydroxamic acids. Hydroxamates are promising, potent HDACi that show phar-
macologic activity at micromolar concentrations or lower. Key examples are Tricho-
statin A (TSA), a Streptomyces hydroscopicus–derived antibiotic, and suberoylanilide
hydroxamic acid (SAHA), a synthetic anticancer agent that is undergoing clinical
trials; in both cases, their HDACi properties were not discovered immediately. The
anticancer properties of TSA were originally attributed to its action as an inducer of
cell differentiation (76), and its ability to cause cell cycle arrest at low concentrations;
it was later discovered that the effects of TSA were due to its potent and specific in-
hibition of HDACs (77). TSA radiosensitizes tumor cells (69) and has recently been
shown to induce global and gene-specific DNA demethylation in human bladder and
breast carcinoma cell lines (78). In preclinical studies, TSA produced a significant,
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concentration-dependent antiproliferative effect in an endometrial stromal cell line.
This effect, combined with its potential to restore gene dysregulation via chromatin
remodeling, suggests that TSA is a promising potential treatment for endometriosis
(79).

SAHA was developed as a more potent (i.e., induces murine erythroleukaemia
cell differentiation at micromolar concentrations), yet less toxic, derivative of hex-
amethylene bisacetamide (HMBA), an acid capable of inducing transformed cell
growth arrest and cell death (80). It inhibits HDACs by binding to a zinc ion within
their catalytic domain (81); it has also been proposed that the drug induces cell death
through cleavage of Bid, a BH3-only Bcl-2 protein (64). SAHA has demonstrated
anticancer activity in Phase I studies of refractory hematologic and solid tumors (82).
Recently, a Phase II trial in refractory cutaneous T cell lymphoma (CTCL) showed
that SAHA can cause a partial response, as well as relief from the associated pruritis
(83); in 2006, an FDA approval was issued for the use of SAHA (Vorinostat, Zolinza)
to treat persistent skin lesions arising from CTCL. Other mechanisms responsible
for the actions of SAHA have been proposed. In addition to its HDACi effects, SAHA
may act as a protein acetylase and interfere with the function of chaperones and their
client proteins via disruption of tubulin deacetylases (such as HDAC6) (84). Further
study of the mechanisms of SAHA may allow for higher tumor-type selectivity and
better design of combination therapy strategies.

Although SAHA is becoming well established, some newer hydroxamic acid-
containing HDACi are progressing toward clinical usage; the agents that are farthest
along in clinical trials are LAQ824 and PDX-101. PDX-101 is a sulfonate that in-
hibits HDACs at low-nanomolar concentrations, and it has entered Phase I clinical
trials (85). LAQ824 works well in combination with 13-cis-retinoic acid, showing
antitumor activity in human malignant melanoma (86). It causes hyperacetylation,
induces apoptosis, and has entered clinical trial (87).

Benzamides. These drugs are amide derivatives of benzoic acid, two of which have
reached the clinical trial phase. CI-994 (N-acetyldinaline) can be administered orally
at micromolar drug concentrations, and it has shown in vitro and in vivo antitumor ac-
tivity; its mechanism of action is thought to involve inhibition of histone deacetylation
and cell cycle arrest (88). CI-994 is often used in combination with other treatments,
such as paclitaxel and carboplatin, and has shown antitumor activity in several Phase
I studies (89, 90). However, a recent Phase II study revealed that CI-994 in combina-
tion with gemcitabine showed no advantage over gemcitabine alone in the treatment
of advanced pancreatic carcinoma (91). Considering the promising results of Phase I
trials and the fact that CI-994 has synergy and antitumor activity with gemcitabine
preclinically, Phase II testing should continue on different tumor types.

Another benzamide, MS-275, acts by binding the zinc ion within the HDAC
catalytic domain and has demonstrated radiosensitizing properties on human prostate
carcinoma and glioma cell lines (92). In Phase I trials, orally administered MS-275
effectively inhibited HDACs in patients with advanced myeloid leukemias (93), and
was well tolerated in patients with advanced and refractory solid tumors or lymphoma,
causing histone deacetylase inhibition in peripheral-blood mononuclear cells (94). It
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is also capable of activating the retinoic acid receptor β2, which produces antitumor
effects in cases of prostate cancer and renal cell carcinoma (95). Similar to CI-994,
MS-275 is now being studied in Phase II clinical trials.

Cyclic tetrapeptides. Cyclic tetrapeptides contain an α-epoxyketone group that
allows them to alkylate, thus deactivating, the HDAC catalytic pocket. The epoxyke-
tone moiety can be substituted, as analogs of this class contain similar functional
groups, such as pentafluoroethyl and trifluoromethyl ketones, sulfydryls, or retro-
hydroxamate, which also target the catalytic pocket. HDAC-inhibitory activity of
these electrophilic ketones depends on the degree of hydration of the ketone, which
chelates the zinc ion (96). The most famous cyclic tetrapeptide, depsipeptide, has
completed several Phase I studies; it has shown antitumor activity in patients with
refractory neoplasms (97), cutaneous and peripheral T cell lymphoma (98), chronic
lymphocytic leukemia, and acute myeloid leukemia (99), and it is well tolerated in
children with recurrent or refractory solid tumors (100). In a recent Phase II trial,
depsipeptide was ineffective in cases of metastatic renal cell cancer (101); however, it
is also undergoing Phase II studies for the treatment of T cell lymphoma (98).

Aplidine, a cyclic depsipeptide isolated from the marine tunicate Aplidium albicans,
was well tolerated in Phase I studies involving patients with refractory tumors, and
it is now entering Phase II trials in hematological malignancies and solid tumors
(102). Trapoxins A and B, derived from the fungus Helicoma ambiens, are hydrophobic
cyclotetrapeptides that cause irreversible HDAC inhibition by binding covalently to
the HDAC via its epoxide group. A low concentration (<10 nM) is required for this
effect (103), although both compounds are toxic and instable, thus they have not
entered clinical trials.

Several analogs of cyclotetrapeptides exist, for example, apicidin (OSI-2040),
which lacks the terminal α-epoxyketone. The potent antifungal, antiprotozoal
metabolite was isolated from two Fusarium species, ATCC 74289 and ATCC 74322
(104). It has demonstrated antiproliferative activity against various cancer cell lines
via selective induction of genes involved in the cell cycle and cell morphology, namely
p21WAF1/Cip1 (105). Hybrids of trichostatin and trapoxin, the cyclic hydroxamic acid–
containing peptides (CHAPs), contain a hydroxamate side chain attached to the
cyclic peptide core in place of the epoxyketone. These compounds reversibly inhibit
HDACs at low-nanomolar concentrations of drug, and by changing the methylene
chain length, many different CHAPs can be created, each with its own properties
(106).

Psychotropic drugs with epigenetic actions. Several psychotropics that are cur-
rently in clinical use exhibit epigenetic effects in addition to their commonly
understood modes of action. These epigenetic mechanisms provide insight into
drug characteristics, such as the necessary duration of treatment, dependence, and
tolerance.

The SCFA valproate is commonly utilized as a mood stabilizer for the treatment of
bipolar disorder. Valproate acts epigenetically to induce gene expression via inhibition
of HDACs and its ability to perform DNA demethylation (108). The mechanisms
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underlying numerous other actions of valproate are currently unknown, but several
hypotheses exist. It has been reported to block voltage-dependent Na+ and T-type
Ca2+ channels, elevate whole-brain GABA levels, decrease aspartate levels in the
brain, and reduce the turnover of dopamine (107).

Fluoxetine, a selective serotonin reuptake inhibitor (SSRI) antidepressant, has
been shown to induce genes encoding the MBDs MeCP2 and MBD1 by continuously
activating the serotonergic (5-HT) system in the adult rat brain, suggesting that
gene expression is repressed in the presence of fluoxetine. Induction of HDAC2
mRNA accompanied the protein increase, and decreased amounts of histone H3
were detected in three serotonin projection areas: the caudate-putamen, the frontal
cortex, and the dentate gyrus of the hippocampus (109). Taken together, it appears that
increased HDAC2 expression and recruitment to DNA plays a role in the regulation
of histone acetylation and repression of gene expression in response to fluoxetine.

Imipramine, a tricyclic antidepressant, can also affect chromatin remodeling and
gene expression. In the mouse hippocampus, chronic imipramine treatment reverses
the downregulation of Bdnf transcript III and IV promoter regions that results from
chronic social defeat stress. It also causes hyperacetylation of histone H3 at Bdnf
promoters P3 and P4, which was associated with a downregulation of HDAC5. In-
terestingly, it was also discovered that chronic stress is associated with a histone
dimethylation, a marker of repressive histone modification, at these same promoters
that persists for a month after stress cessation (110). This indicates that stress may
leave a long-lasting mark that is not easily reversible; such a situation calls for the
development of more effective demethylating agents.

LIMITATIONS OF EPIGENETIC DRUGS

Despite the promising results produced by many novel epigenetic treatments, con-
siderable room for improvement still exists. One major concern about epigenetic
drugs is their general lack of target specificity. The DNA methylation inhibitors are
employed when specific hypermethylation is implicated in cancer etiology and patho-
genesis, but the resulting global demethylation can potentially activate oncogenes
(111), which would aggravate the situation. Similarly, the HDACi show pleiotropic
effects on multiple isoforms of HDAC and nonhistone proteins. As a consequence
of their promiscuity, their effects differ based on cell type, or even within a cell type;
compounds with lower HDAC isoform specificity, such as SAHA, will demonstrate
a wider range of biological activities than the more selective inhibitors (112). To
maximize efficiency of epigenetic drugs, their mechanisms and targets must be more
clearly defined.

Although some epigenetic drugs are effective at low doses and have relatively
low toxicity profiles, their effects are transient and the aberrant epigenetic patterns
return once the treatment period terminates. Currently, many epigenetic treatments
have to be used in combination with other therapies, for example, to sensitize tumors
to cytotoxic agents or radiation (113). However, very few are used alone as first-
line therapies; this is also attributed to their still somewhat low level of success,
relative to established medications. Epigenetic drugs, however, are quite promising
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chemopreventive agents in cases when epimutations increase the risk of developing a
disease in individuals who do not yet show signs of malignancy (114). Before they can
maximize their predictive strength, comprehensive knowledge of the epigenome must
first be accumulated so as to identify key biomarkers. Overall, epigenetic medications
are on the brink of becoming effective treatments for cancer and other conditions,
but further progress is required, in particular, in the development of compounds with
higher specificity and greater efficacy.

FUTURE DIRECTIONS

Because nearly all epigenetic therapeutic agents are rather nonspecific, a requirement
for new epigenetic medications is a substantially higher specificity toward a particular
histone-modifying enzyme. High-throughput screening of combinatorial chemistry
libraries of small organic molecules (115) can provide a variety of new opportunities
in identification of target-specific ligands. This is well illustrated by a recent study
that used a library of 125,000 small molecules to screen for specific inhibitors against
histone lysine methyltransferases (HMTases) using recombinant G9a as the target en-
zyme. A highly specific inhibitor, BIX-01294 (diazepinquinazolin-amine derivative),
for the euchromatic G9a HMTase was identified (116). In cellular assays, transient
incubation of several cell lines with BIX-01294 lowered the H3K9me2 levels and
these were restored upon removal of the inhibitor, whereas in the mouse embryonic
stem cells, the new ligand significantly reduced promoter-proximal H3K9me2 marks
(116). Similar strategies can be used for all DNA- and histone-modification enzymes,
and hopefully, specific ligands can be identified. Such ligands should exhibit higher
therapeutic efficacy in comparison to nonspecific agents, such as SAHA and TSA. An
increasing number of DNA and histone-modifying enzymes have been subjected to
X-ray crystallography and nuclear magnetic resonance (NMR) studies, which reveal
their three-dimensional structures (117). Such information enables the use of virtual
screening technologies, which become even more powerful when paired with the
ligand motif-based libraries and fragment-based drug designs (118).

Developments that target etiological disease epimutations, rather than DNA- and
histone-modification enzymes, may be even more promising. Technological advance-
ments, such as large-scale DNA methylation profiling (119) and chromatin immuno-
precipitation experiments using microarrays (120), will soon allow for genome-wide
detection of methylation patterns and histone modifications, which should make a sig-
nificant contribution to the overall understanding of the epigenetic basis of human dis-
eases. Fine mapping of epimutations and uncovering the mechanisms of their origin
will provide the basis for etiological treatment. As demonstrated in the ligand search
for histone-modifying enzymes, small-molecule libraries can be screened for their ag-
onistic and antagonistic effects on the protein of epigenetically misregulated genes.

Two other technologies can be useful in the development of future epigenetic ther-
apeutics. The first is based on a feature of zinc-finger proteins (ZFPs) to specifically
recognize DNA sequences and bind to short stretches of DNA (typically 9–18 base
pairs) (121). ZFPs can be used to carry out a variety of cellular activities when they are
combined with different domains. In theory, an epigenetic problem can be resolved
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if an epigenetically misregulated gene is treated by a corresponding histone or DNA
modifying enzyme attached to a gene-specific ZFP. The ZFP will specifically bind to
the epimutation locus, while the modifying enzyme permanently fixes the epigenetic
misregulation.

Another promising technology is based on RNA interference (RNAi). RNAi in-
volves double-stranded RNA–induced destruction of homologous mRNA, thus dis-
abling protein production; small interfering RNAs (siRNAs) are endogenously pro-
duced and incorporated into an RNA-induced silencing complex (RISC), which then
targets and cleaves mRNA transcripts (122). It is known that RNA interference may
have an impact on the local chromatin structure, heterochromatin assembly, and gene
silencing, although mechanistic details as to how the RNA and chromatin connect
remain unclear (123). Several siRNAs have recently been created, including ones to
knock down beta-secretase (BACE1) in Huntington’s and Alzheimer’s disease, and
SCA1 gene in spinocerebellar ataxia (124). A clinical trial has been submitted to the
FDA proposing the use of siRNA against vascular endothelial growth factor in cases
of age-related macular degeneration (125). Great potential exists for the therapeutic
use of siRNA to knock down mutated proteins in various disease states, although
issues such as nonspecific silencing of partially homologous genes, safe delivery, and
inhibition of microRNA (miRNA) must first be resolved.

In summary, although further information is required, there is a very good chance
that epigenetics will contribute to the development of etiological and individualized
treatment of human diseases within the next decade.

SUMMARY POINTS

1. Epigenetics is critical for normal functioning of the genome, and epimu-
tation can be viewed as the first (etiological) step in the pathogenesis of
complex diseases, which offers an explanation for their non-Mendelian char-
acteristics.

2. Medications that target epimutations show great potential in the treatment
of a variety of complex diseases, such as cancer and psychiatric disorders,
although such medications are still in the early stages of development.

3. As techniques advance in the profiling of DNA methylation and histone
modification patterns, disease epimutations may be detected and novel epi-
genetic drugs will emerge that have the potential to significantly improve
the treatment of complex diseases.

FUTURE ISSUES

1. The specificity of epigenetic drugs must be greatly increased; this can be
accomplished by better understanding the structure and function of target
molecules, as well as elucidating the interactions between the drugs and
epigenetic enzymes.
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2. The epigenome must be fully mapped in normal and disease states to prop-
erly identify etiological epimutations that can also serve as biomarkers of a
disease.

3. The screening of small-molecule libraries will assist in the identification of
target-specific ligands, which will hopefully lead to increased drug specificity
and efficacy.
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Martine Daujat-Chavanieu, Marie-José Vilarem, and Patrick Maurel � � � � � � � � � � � � � � � �1

Mechanisms of Placebo and Placebo-Related Effects Across Diseases
and Treatments
Fabrizio Benedetti � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 33

Pharmacotherapy for the Treatment of Choroidal Neovascularization
Due to Age-Related Macular Degeneration
Gary D. Novack � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 61

Nicotinic Acid: Pharmacological Effects and Mechanisms of Action
Andreas Gille, Erik T. Bodor, Kashan Ahmed, and Stefan Offermanns � � � � � � � � � � � � � � � � 79

Activation of G Protein–Coupled Receptors: Beyond Two-State
Models and Tertiary Conformational Changes
Paul S.-H. Park, David T. Lodowski, and Krzysztof Palczewski � � � � � � � � � � � � � � � � � � � � � �107

Apoptin: Therapeutic Potential of an Early Sensor of Carcinogenic
Transformation
Claude Backendorf, Astrid E. Visser, A.G. de Boer, Rhyenne Zimmerman,
Mijke Visser, Patrick Voskamp, Ying-Hui Zhang, and Mathieu Noteborn � � � � � � � � � � �143

Chemokines and Their Receptors: Drug Targets in Immunity
and Inflammation
Antonella Viola and Andrew D. Luster � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �171

Apoptosis Signal-Regulating Kinase 1 in Stress and Immune Response
Kohsuke Takeda, Takuya Noguchi, Isao Naguro, and Hidenori Ichijo � � � � � � � � � � � � � � � � �199

Pharmacogenetics of Anti-HIV Drugs
A. Telenti and U.M. Zanger � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �227

Epigenetics and Complex Disease: From Etiology to New Therapeutics
Carolyn Ptak and Arturas Petronis � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �257

Vesicular Neurotransmitter Transporters as Targets for Endogenous
and Exogenous Toxic Substances
Farrukh A. Chaudhry, Robert H. Edwards, and Frode Fonnum � � � � � � � � � � � � � � � � � � � � � �277

v

A
nn

u.
 R

ev
. P

ha
rm

ac
ol

. T
ox

ic
ol

. 2
00

8.
48

:2
57

-2
76

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

T
ex

as
 -

 H
ou

st
on

 A
ca

de
m

y 
of

 M
ed

ic
in

e 
on

 1
2/

03
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



AR333-FM ARI 4 December 2007 16:4

Mechanism-Based Concepts of Size and Maturity in Pharmacokinetics
B.J. Anderson and N.H.G. Holford � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �303

Role of CYP1B1 in Glaucoma
Vasilis Vasiliou and Frank J. Gonzalez � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �333

Caveolae as Organizers of Pharmacologically Relevant Signal
Transduction Molecules
Hemal H. Patel, Fiona Murray, and Paul A. Insel � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �359

Proteases for Processing Proneuropeptides into Peptide
Neurotransmitters and Hormones
Vivian Hook, Lydiane Funkelstein, Douglas Lu, Steven Bark,
Jill Wegrzyn, and Shin-Rong Hwang � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �393

Targeting Chemokine Receptors in HIV: A Status Report
Shawn E. Kuhmann and Oliver Hartley � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �425

Biomarkers of Acute Kidney Injury
Vishal S. Vaidya, Michael A. Ferguson, and Joseph V. Bonventre � � � � � � � � � � � � � � � � � � � �463

The Role of Cellular Accumulation in Determining Sensitivity to
Platinum-Based Chemotherapy
Matthew D. Hall, Mitsunori Okabe, Ding-Wu Shen, Xing-Jie Liang,
and Michael M. Gottesman � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �495

Regulation of GPCRs by Endocytic Membrane Trafficking and Its
Potential Implications
Aylin C. Hanyaloglu and Mark von Zastrow � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �537

PKC Isozymes in Chronic Cardiac Disease: Possible Therapeutic
Targets?
Eric Churchill, Grant Budas, Alice Vallentin, Tomoyoshi Koyanagi,
and Daria Mochly-Rosen � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �569

G Protein–Coupled Receptor Sorting to Endosomes and Lysosomes
Adriano Marchese, May M. Paing, Brenda R.S. Temple, and JoAnn Trejo � � � � � � � � �601

Strategic Approach to Fit-for-Purpose Biomarkers in Drug Development
John A. Wagner � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �631

Metabolomics: A Global Biochemical Approach to Drug Response and Disease
Rima Kaddurah-Daouk, Bruce S. Kristal, and Richard M. Weinshilboum � � � � � � � � � �653

Indexes

Contributing Authors, Volumes 44–48 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �685

Chapter Titles, Volumes 44–48 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �688

Errata

An online log of corrections to Annual Review of Pharmacology and Toxicology
articles may be found at http://pharmtox.annualreviews.org/errata.shtml

vi Contents

A
nn

u.
 R

ev
. P

ha
rm

ac
ol

. T
ox

ic
ol

. 2
00

8.
48

:2
57

-2
76

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

T
ex

as
 -

 H
ou

st
on

 A
ca

de
m

y 
of

 M
ed

ic
in

e 
on

 1
2/

03
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



Annual Reviews
It’s about time. Your time. It’s time well spent.

Annual Reviews | Connect With Our Experts
Tel: 800.523.8635 (us/can) | Tel: 650.493.4400 | Fax: 650.424.0910 | Email: service@annualreviews.org

New From Annual Reviews:

Annual Review of Statistics and Its Application
Volume 1 • Online January 2014 • http://statistics.annualreviews.org

Editor: �Stephen E. Fienberg, Carnegie Mellon University
Associate Editors: �Nancy Reid, University of Toronto 

Stephen M. Stigler, University of Chicago
The Annual Review of Statistics and Its Application aims to inform statisticians and quantitative methodologists, as 
well as all scientists and users of statistics about major methodological advances and the computational tools that 
allow for their implementation. It will include developments in the field of statistics, including theoretical statistical 
underpinnings of new methodology, as well as developments in specific application domains such as biostatistics 
and bioinformatics, economics, machine learning, psychology, sociology, and aspects of the physical sciences.

Complimentary online access to the first volume will be available until January 2015. 
table of contents:
•	What Is Statistics? Stephen E. Fienberg
•	A Systematic Statistical Approach to Evaluating Evidence 

from Observational Studies, David Madigan, Paul E. Stang, 
Jesse A. Berlin, Martijn Schuemie, J. Marc Overhage,  
Marc A. Suchard, Bill Dumouchel, Abraham G. Hartzema, 
Patrick B. Ryan

•	The Role of Statistics in the Discovery of a Higgs Boson, 
David A. van Dyk

•	Brain Imaging Analysis, F. DuBois Bowman
•	Statistics and Climate, Peter Guttorp
•	Climate Simulators and Climate Projections,  

Jonathan Rougier, Michael Goldstein
•	Probabilistic Forecasting, Tilmann Gneiting,  

Matthias Katzfuss
•	Bayesian Computational Tools, Christian P. Robert
•	Bayesian Computation Via Markov Chain Monte Carlo,  

Radu V. Craiu, Jeffrey S. Rosenthal
•	Build, Compute, Critique, Repeat: Data Analysis with Latent 

Variable Models, David M. Blei
•	Structured Regularizers for High-Dimensional Problems: 

Statistical and Computational Issues, Martin J. Wainwright

•	High-Dimensional Statistics with a View Toward Applications 
in Biology, Peter Bühlmann, Markus Kalisch, Lukas Meier

•	Next-Generation Statistical Genetics: Modeling, Penalization, 
and Optimization in High-Dimensional Data, Kenneth Lange, 
Jeanette C. Papp, Janet S. Sinsheimer, Eric M. Sobel

•	Breaking Bad: Two Decades of Life-Course Data Analysis  
in Criminology, Developmental Psychology, and Beyond, 
Elena A. Erosheva, Ross L. Matsueda, Donatello Telesca

•	Event History Analysis,  Niels Keiding
•	Statistical Evaluation of Forensic DNA Profile Evidence, 

Christopher D. Steele, David J. Balding
•	Using League Table Rankings in Public Policy Formation: 

Statistical Issues, Harvey Goldstein
•	Statistical Ecology, Ruth King
•	Estimating the Number of Species in Microbial Diversity 

Studies, John Bunge, Amy Willis, Fiona Walsh
•	Dynamic Treatment Regimes, Bibhas Chakraborty,  

Susan A. Murphy
•	Statistics and Related Topics in Single-Molecule Biophysics, 

Hong Qian, S.C. Kou
•	Statistics and Quantitative Risk Management for Banking  

and Insurance, Paul Embrechts, Marius Hofert

Access this and all other Annual Reviews journals via your institution at www.annualreviews.org. 

A
nn

u.
 R

ev
. P

ha
rm

ac
ol

. T
ox

ic
ol

. 2
00

8.
48

:2
57

-2
76

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

T
ex

as
 -

 H
ou

st
on

 A
ca

de
m

y 
of

 M
ed

ic
in

e 
on

 1
2/

03
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



PA52CH24-Iyengar ARI 4 December 2011 11:13

Systems Pharmacology:
Network Analysis to Identify
Multiscale Mechanisms
of Drug Action
Shan Zhao and Ravi Iyengar
Department of Pharmacology and Systems Therapeutics, and Systems Biology Center
New York, Mount Sinai School of Medicine, New York, New York 10029;
email: ravi.iyengar@mssm.edu

Annu. Rev. Pharmacol. Toxicol. 2012. 52:505–21

The Annual Review of Pharmacology and Toxicology
is online at pharmtox.annualreviews.org

This article’s doi:
10.1146/annurev-pharmtox-010611-134520

Copyright c© 2012 by Annual Reviews.
All rights reserved

0362-1642/12/0210-0505$20.00

Keywords

enhanced pharmacodynamics, genomics and personalized therapy, drug
discovery, adverse event predictions

Abstract

Systems approaches have long been used in pharmacology to understand
drug action at the organ and organismal levels. The application of com-
putational and experimental systems biology approaches to pharmacology
allows us to expand the definition of systems pharmacology to include net-
work analyses at multiple scales of biological organization and to explain
both therapeutic and adverse effects of drugs. Systems pharmacology analy-
ses rely on experimental “omics” technologies that are capable of measuring
changes in large numbers of variables, often at a genome-wide level, to build
networks for analyzing drug action. A major use of omics technologies is
to relate the genomic status of an individual to the therapeutic efficacy of
a drug of interest. Combining pathway and network analyses, pharmacoki-
netic and pharmacodynamic models, and a knowledge of polymorphisms in
the genome will enable the development of predictive models of therapeu-
tic efficacy. Network analyses based on publicly available databases such as
the U.S. Food and Drug Administration’s Adverse Event Reporting System
allow us to develop an initial understanding of the context within which
molecular-level drug-target interactions can lead to distal effectors in a pro-
cess that results in adverse phenotypes at the organ and organismal levels.
The current state of systems pharmacology allows us to formulate a set of
questions that could drive future research in the field. The long-term goal
of such research is to develop polypharmacology for complex diseases and
predict therapeutic efficacy and adverse event risk for individuals prior to
commencement of therapy.
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INTRODUCTION

Over the past 60 years, drug therapy for many complex noncommunicable diseases has been quite
successful. Drugs are now routinely used to control hypertension and treat peptic ulcers, asthma,
and many types of cancers. In spite of these successes over past decades, it has become clear that
the drug discovery process has slowed down as the costs of bringing a drug to market have gone up
tremendously (1). New targets are most often identified by linking individual cellular components
to an organismal- or tissue/organ-level phenotype. Such distal correlations, although a good
starting point, often do not work for drug development because the cellular and tissue/organ-level
systems are treated as black boxes. This leads to a lack of mechanistic understanding of how drug
interactions at the molecular level manifest themselves as alterations in tissue/organ-level function.
This lack of understanding, in turn, leads to confounding situations at various stages during the
drug discovery process. Drugs that are promising in cell-based assays often do not work in vivo,
and even when they do, they show variable efficacy. Most new drugs often fail in Phase II and
Phase III trials. Another limitation of the black-box approach is the inability to predict adverse
events when the drug is brought to market and used by the population at large. The occurrence
of serious and sometimes fatal adverse events has led to the withdrawal of or tight restrictions on
the use of drugs that are beneficial to the majority of the population. Such regulatory caution is
warranted because of our lack of ability to predict who among the target users of a drug will have
a serious adverse event such that the risk of adverse events outweighs the therapeutic advantage.
These problems have led to calls for different approaches to drug discovery and therapeutics
(2).

The advances in mammalian genomics, biochemistry, molecular and cell biology, and phys-
iology have allowed us initial glimpses of the complexity of human and mammalian biology at
multiple scales that involve organization at the atomic/molecular, cellular and tissue, organ, and
organismal levels. Although this understanding is still far from complete, the emerging picture
indicates that network analysis, wherein we study the organization (i.e., topology) of interactions
among components of a system, can provide a useful approach for multiscale understanding. Net-
work analyses allow us to define the relationship between emergent functions and topology at
each level of organization (atomic/molecular, cellular/tissue, organ, and organismal) and connec-
tions between levels that give rise to organ- and organismal-level functions. Understanding the
explicit relationships between scales (i.e., levels) of organization allows us to appreciate how drugs
that interact with molecular components and have their first effects at the cellular level are able
to produce organ- and organismal-level effects, both therapeutic and adverse. In this approach,
which focuses on what we term multiscale mechanisms, black-box assumptions are purposefully
avoided and qualitative relationships or quantitative parameters are directly related to molecular
interactions or cellular functions.

The term systems pharmacology now describes a field of study that uses experimental and
computational approaches to provide us with a broad view of drug action rooted in molecular
interactions between the drug and its targets in the context of such targets interacting with and
regulating other cellular components. This newer definition expands the older usage, in which
systems pharmacology was used to describe drug action in a specific organ system such as ocular
pharmacology or reproductive pharmacology (3). Here we review the current status of this new
field and describe how, in our view, integrating network analysis with dynamical quantitative
approaches in pharmacokinetic and pharmacodynamic models can help us develop a mechanistic
understanding of drug action in the context of an individual’s genomic status and environmental
exposure.
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TYPES OF NETWORKS USED IN ANALYZING DRUG ACTION

A network is defined as a series of entities connected to one another on the basis of a defined
criterion. The entities in a network are named nodes, which represent different types of objects
such as genes (4), proteins (5), drugs (6), and disease (7, 8). Nodes in a network can also be used to
specify the state of a system. Such specifications can be computed using Boolean dynamics (9, 10),
in which each node has a chance to exist in two states (inactive or active), or using concentrations
of the nodes with dynamical models based on ordinary differential equations (9, 11). The latter
approach is most commonly used in pharmacokinetic-pharmacodynamic models.

The connections between the nodes are termed edges and can be specified using criteria of
interest. In the context of studying drug action, edges may represent protein-protein interactions
(5), drug-target interactions (12), or transcriptional regulation (13). Edges can also be defined on
the basis of similarities between two nodes such as the chemical or therapeutic similarity (6), the
similarities between proteins based on the shared number of diseases (14), or the similarities of dis-
eases based on the shared number of genes (14). These types of complex definitions for edges allow
the networks to transcend multiple scales of interactions from the atomic- and molecular-level
drug-target interactions to the coordinated functional outputs of multiple organs, i.e., phenotype.
Such multiscale organization is featured in Figure 1, which shows networks at two levels: the cel-
lular/tissue level and the organ level. There is a possibility that tissue-level networks are distinct
from cellular-level networks. This distinction will have to be specified on a case-by-case basis.
Nevertheless, developing networks at various scales allows us to explicitly track drug effects from
atomic-level interactions to organismal physiology.

The edges of a network can be directed, in which the source node causes an effect on the
target node, and the relationship is valid in only one direction. An example of directed edges is
the protein kinase activation of a transcription factor and the regulation of a target gene by that

Atomic/molecular
interactions

Heart attack/
arrhythmiaLeukemia

Blood
pressure
control

Drug: kinase

Drug: receptor

Cellular/tissue-level
networking and physiology

Organ-level
networking and physiology

Heart

K1

G1

G2

R1

R2

K2
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E4
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E2

E1

E5

K3

K4
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Blood/
vessels

Whole-body
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Figure 1
A schematic representation of the multiscale networks needed to understand and predict drug action. Atomic interactions between drug
and target lead to alterations in the function of cellular regulatory networks, which lead to changes in cellular- and tissue-level
physiology, which, in turn, lead to alterations in organ-level networking, which lead to changes in whole-body functions. Networks at
both the cellular/tissue level and organ level are needed to understand the mechanism of drug action and to predict therapeutic efficacy
and adverse event probability. The drug-protein structures are taken from structures deposited in the Protein Data Bank
(http://www.pdb.org) with PDB IDs of 3QC4 and 2Y03 (88, 89), with the authors’ permission.
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transcription factor (13). Alternatively, the edges can be undirected, in which interactions can
occur in both directions. Examples of undirected edges include the interactions between a protein
and its scaffold. The edges can also be given weight based on the strength of their association.
These weights can be derived from numerous criteria, ranging from statistical correlations for
distal relationships (such as gene-disease relationships) to kinetic rate constants for direct physical
interactions (such as hormone or drug binding to receptors).

In analyzing drug actions, one can use a variety of networks based on different types of nodes
and edges. The simplest network has a directed edge connecting a drug node to its target protein
node (12). The target protein node is then connected to other proteins that physically interact with
the drug-target protein, and these proteins can be linked to additional proteins using the same
criterion (15). In this network, all edges have the same weight, implying that they have the same
extent of connectivity. This simplifying assumption is not always true, and we need to be careful
in ascertaining when the network as depicted is a reasonable representation of the system. These
types of networks are known as interaction networks. Interaction networks allow us to quickly
determine the potential downstream and upstream interactors of a particular node (16), which can
be useful in identifying pathways for signal flow and regulatory motifs such as feed-forward and
feedback loops that have information processing capability.

Interaction networks are also the foundation of more highly specified networks that are typically
used to study biological systems such as dynamical, Boolean, and stochastic networks. However, the
interaction networks require the least amount of knowledge regarding nodes and edges, allowing
them to be easily constructed and applied to a variety of problems (6, 17–19). The simplicity of
interaction networks allows networks at different scales of organization to be combined on the
basis of the notion that they “interact”; i.e., they are related. A protein-protein interaction network
can be expanded by connecting proteins to their physiological function (20), and, in doing so, one
can analyze drug-to-physiological function through combining edges that represent drug-protein,
protein-protein, and protein-physiology interactions. The types of network used to analyze drug
action depend on the type of action of interest. These networks can be constructed, taken apart, and
reorganized from different data sets that define methodologies for identifying edges that connect
the nodes. Performing the analyses correctly requires knowledge about the edges’ limitations and
meanings.

EXPERIMENTAL APPROACHES IN SYSTEMS PHARMACOLOGY

The data sets needed to build networks require simultaneous measurements on a large number
of variables in response to a perturbation, such as a pathophysiological state or drug treatment.
Systems biology uses “omics” experiments, in which a large number of output variables is measured
in response to one or more perturbations. Typically, such experiments fall into one of three
categories: genomics, proteomics, or metabolomics.

Genomics Analyses

Genomics analyses involve the sequencing or characterization of many genes, typically the whole
genome simultaneously. At the DNA level, genomics involves sequencing of the genome to identify
variations and to determine transcriptional binding sites and epigenetic status. At the mRNA level,
genome-wide profiling is largely focused on characterizing gene expression patterns in a disease
state or before and after drug treatment. This type of profiling was accomplished mostly through
the use of microarrays, but in the past few years, direct sequencing, termed mRNA seq, has become
more widely used.
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As the sequences of many organisms were determined, it became apparent that positional vari-
ations exist within the DNA sequences of the individuals in a single species and even between
the sequences of pairs of chromosomes. These variations are named single-nucleotide polymor-
phisms (SNPs). Sometimes SNPs fall within the coding regions of genes, leading to changes in
protein primary sequences and activity (21). Although coding-region SNPs are infrequent, they
are important in drug action because genes for several drug-metabolizing enzymes have coding-
region SNPs, such as rs1799853 in cytochrome P450–2C9 (CYP2C9∗2) for warfarin dosing (22).
Consequently, genomics analysis that is focused on DNA-sequencing methodologies has become
important in understanding drug action. Sequencing technologies are rapidly changing, and the
cost of sequencing is decreasing (23). These developments indicate that whole-genome sequencing
is likely to play an important role in systems pharmacology.

An interesting approach for characterizing drug action has been the use of gene expression
patterns as a means to connect drugs with disease states. Combining profiling experiments with
pattern-matching software, Lamb et al. (24) have created a library of gene expression signatures
from adding drugs—both U.S. Food and Drug Administration (FDA)-approved drugs and non-
therapeutic small molecules used in laboratory research—to human cell lines in vitro to obtain
whole-genome gene expression patterns. These studies indicate that structurally different com-
pounds that converge on common targets can yield the same gene expression signature. As the field
progresses from cell-based to tissue-based analyses of drug action, such gene expression signatures
can be useful in understanding drug action in multiple tissues and organs.

Proteomics Analyses

Proteomics involves the study of changes in the levels or states of large numbers of proteins in a
sample of interest such as a cell extract, the plasma, or a tissue sample. Typically, the measurement
of proteins is by mass spectrometry, although sometimes protein arrays are also used. In contrast
to genomics approaches, the use of proteomics in drug discovery and study of drug action has been
limited. A major issue is the difficulty in obtaining tissue biopsies sufficient for proteomics analyses
to correlate changes in target tissues and organs with drug action in humans. Most proteomics
studies have focused on human cancer cell lines and can be used for target profiling (25) and
mechanism-based classification of potential drugs (26).

Metabolomics Analyses

Metabolomics focuses on measuring changes in a large number of metabolites simultaneously (27).
The method of choice for identification of metabolites is mass spectrometry, generally preceded
by chromatographic resolution. The most readily available source for metabolic profiling in hu-
mans is plasma. Several studies have shown identifiable metabolic signatures associated with drug
treatment. A study on 50 patients with schizophrenia being treated with antidepressants showed
identifiable changes in lipid patterns after treatment (28). These observations raise the possibility
that metabolic signatures of drug treatment could be an additional tool in assessing drug therapy
in patients. A recent study (29) on patients with major depressive disorders has shown an inter-
esting relationship between genomics and metabolomics in predicting drug action. Metabolomics
was used to characterize levels of amino acids in plasma. Patients who were nonresponsive to
therapy with the serotonin reuptake inhibitor citalopram showed higher baseline levels of glycine,
which remained unaltered after treatment. Genomics analyses indicated that in nonresponders,
the SNP rs10975641 in the glycine dehydrogenase gene was associated with treatment outcome.
The authors of the study (29) did not elucidate the mechanisms by which the SNP in the glycine
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dehydrogenase gene can result in elevated plasma levels of glycine, but the study is important
because it provides an approach for developing mechanistic multiscale studies wherein genomic
changes can be correlated with the biochemical profile of the plasma, which, in turn, can be cor-
related with treatment outcomes. Such multilevel correlation can be used to specify mechanisms
that operate within cells and tissues.

PHARMACOGENOMICS AS A SUCCESSFUL MODEL
FOR SYSTEMS PHARMACOLOGY

A success story in explicitly connecting genomic status and drug action has come from the field of
pharmacogenomics. This type of linkage is important for understanding drug action and effects
at an individual level. Genomics is thought to account for a significant part of interindividual
variability (30) in the drug effect, while eliciting consistent intraindividual responses (31). Many
FDA-approved drugs now contain pharmacogenomic information within their labels. Pharma-
cogenomic specification is used for a wide range of drugs from antiasthmatics (e.g., montelukast)
(32) to cancer therapeutics (e.g., cetuximab) (33). The study of genomics variations in altering
drug responses can be divided into three major areas: pharmacokinetics, pharmacodynamics, and
responsiveness to therapy. A list of select pharmacogenomic biomarkers in the various areas for
FDA-approved drugs is given in Table 1.

A major use of genomic information is in relating genomic status to drug dosage and metabolism
(pharmacokinetics) because drug-metabolizing enzymes play a large role in converting prodrugs
into active metabolites (e.g., codeine) (34) or active drugs into inactive drugs or toxic metabolites
(e.g., nortriptyline) (35). Sometimes, the same metabolizing enzyme can do both: Both codeine
and nortriptyline are metabolized by the cytochrome P450 isoform CYP2D6 (35). Codeine is
converted from the prodrug to the active drug, whereas nortriptyline is converted from the active

Table 1 Various types of pharmacogenomic effects in drug action

Drug Gene Effect
Pharmacokinetics

Codeine CYP2D6 (34) Increase in the amount of active drug by variants

Clopidogrel CYP2C19 (80) Increase in the amount of active drug by variants

Warfarin CYP2C9 (81) Changes in drug levels in blood by variants

Pharmacodynamics

Warfarin VKORC1 (21) Increase or decrease of effectiveness of drug

Capecitabine DPD (82) Decrease in breakdown of 5-FU metabolite

Responsiveness

Panitumumab k-RAS (83) Requirement of wild-type k-RAS for drug efficacy

Imatinib c-KIT (84) Requirement of wild-type c-KIT for drug efficacy

Tretinoin PML/RARα translocation (85) Increased drug responsiveness

Unknown mechanisms

Carbamazepine HLA-B∗1502 (86) Increased risk of Stevens-Johnson syndrome and
toxic epidermal necrolysis

Abacavir HLA-B∗5701 (87) Multiorgan systemic hypersensitivity, which may
lead to death

Abbreviations: 5-FU, fluorouracil; CYP, cytochrome P450; DPD, dihydropyrimidine dehydrogenase; HLA, human
leukocyte antigen; PML, promyelocytic leukemia; RAR, retinoic acid receptor; VKOR, vitamin K epoxide reductase.
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form to the inactive form. In both cases, the relationship between the intake dose of the drug and
the active drug in the plasma is related to the activity of CYP2D6. These findings have led to tests
for drug-metabolizing proteins in individuals (36, 37) so that intake dosage can be set at a safe level
for each patient. Other drug-binding proteins with polymorphisms include drug transporters such
as the ATP-binding cassette family and solute carrier organic anion transporter family of mem-
brane transporters. These transporters affect plasma concentrations of non-nucleoside reverse
transcriptase inhibitors sunitinib (a tyrosine kinase inhibitor) and methotrexate (a dihydrofolate
reductase enzyme inhibitor) (29, 38, 39).

The cytochrome P450 protein CYP2C9 regulates the metabolism of warfarin, which is used
as an anticoagulant. CYP2C9 has two polymorphisms that reduce the level of enzyme activity;
consequently, increased levels of warfarin in the blood result in an increased risk of bleeding (22).
Thus, knowing if a patient has CYP2C9 polymorphisms allows the physician to titrate the dosage
of warfarin to optimize therapy while reducing the risk of bleeding as a serious adverse event.
Testing for warfarin metabolism has become a common approach to titrating warfarin dosage in
clinical practice.

The relationship between genomic status and pharmacodynamics can also be important. An
example is the polymorphisms in vitamin K epoxide reductase (VKOR) that alter an individual’s
sensitivity to warfarin (21). VKOR activity is required for the γ-carboxylation of multiple clotting
factors, and warfarin exerts its action by inhibiting VKOR and thus reducing clotting. Polymor-
phisms in the VKOR genes result in variants that have lower or higher sensitivity to warfarin;
thus, the dosage of warfarin needs to be adjusted in patients with different polymorphisms (21).
In the case of warfarin, both pharmacokinetic and pharmacodynamic properties are regulated by
SNPs, so both aspects need to be considered in the dosing of individual patients.

Genomic status can also predict responsiveness in therapy. This type of relationship has been
used mainly in cancer therapy—the presence of certain mutant oncogenes is an indicator for
lack of responsiveness to targeted therapy. KIT oncogene mutations reduce the responsiveness of
gastrointestinal stromal tumors to imatinib (40); k-RAS oncogene mutations in colorectal cancer
reduce responsiveness to cetuximab (33); and epidermal growth factor receptor mutations in non-
small-cell lung cancer alter responsiveness to gefitinib or erlotinib (41, 42). Other examples in
which a genotype–drug response phenotype is known but the underlying mechanism is not fully
understood include patients with variants in major histocompatibility complex class IB (HLA-
B∗5701) who show hypersensitivity to the antiviral drug abacavir (43) and musculoskeletal toxicity
from aromatase inhibitors used to treat breast and ovarian cancers (44).

Several tests are commercially available for identifying polymorphisms associated with drug
responses. Those approved by the FDA include the microarray-based Roche AmpliChip R© for cy-
tochrome P450 genotyping. Because warfarin effects are regulated by polymorphisms in both cy-
tochrome P450 enzymes and VKOR, the FDA recommends testing both CYP2C9 and VKORC1
polymorphisms for warfarin (45). The FDA has also approved the Invader R© UGT1A1 Molecu-
lar Assay for the polymorphisms that increase the risk of neutropenia associated with the colon
cancer drug irinotecan, which inhibits DNA topoisomerase. The FDA recommends the testing of
HLA-B∗5701 for abacavir; low-density lipoprotein receptor variants for atorvastatin; thiopurine
S-methyltransferase for azathioprine; HLA-B∗1502 for carbamazepine; epidermal growth factor
receptor for cetuximab; cytochrome P450 protein CYP2C19 for clopidogrel; breakpoint cluster
region–Abl tyrosine kinase translocation for dasatinib and imatinib; UDP glucuronosyltransferase
1 family, polypeptide A1 for irinotecan; k-RAS oncogene for panitumumab; glucose-6-phosphate
dehydrogenase for rasburicase; erythroblastic leukemia viral oncogene homolog 2 for trastuzumab;
and carbamoyl-phosphate synthase 1 for valproic acid. However, no specific tests for these poly-
morphisms have been approved by the FDA.
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NEED FOR DETAILED PHARMACODYNAMIC MODELS THAT
INCLUDE CELLULAR AND TISSUE MECHANISMS

Although in the case of warfarin one can explicitly relate drug interactions with metabolizing
enzymes and target proteins to physiological events such as thrombosis and bleeding at the or-
ganismal level, explicitly identifying such multiscale relationships for most drugs is difficult. A
major challenge for systems pharmacology is the development of a mechanistic understanding of
how different cellular- and tissue-level regulatory networks control variability in drug response at
the organismal level. For this, we need enhanced pharmacodynamic models that couple detailed
models of cellular regulatory networks with measurable pharmacokinetic and pharmacodynamic
parameters. A recent pharmacodynamic modeling study (46) on antagonists of the calcium-sensing
receptor and its relationship to parathyroid hormone (PTH) secretion has shown how negative
allosteric modulators of the calcium-sensing receptor, coupled with negative feedback, can explain
the observed homeostatic relationship among plasma calcium, PTH, and calcium absorption. The
mechanisms of the PTH-driven negative feedback are not known; this demonstrates the need to
build detailed models of intra- and intercellular signal networks so that the molecular and cellular
bases of homeostasis can be explicitly described and understood. It has long been known that
intracellular signaling networks form regulatory motifs such as positive feedback loops that can
function as bistable switches (47) that are involved in cellular state change such as synaptic plastic-
ity (48). Large signaling networks are full of regulatory motifs such as feedback and feed-forward
loops that can process information as signal flows through (16). Characterizing the topology of
cellular regulatory networks and understanding the dynamic capability of the topology can help
explain both therapeutic and adverse drug action. In the calcium-sensing receptor and PTH, iden-
tifying the molecular components that participate in the negative feedback loop and how they can
be modulated can help us design better antagonists at the calcium-sensing receptor or develop
polypharmacology for treatment of osteoporosis.

Detailed studies of intracellular pathways, such as metabolic or signaling pathways, can be
useful for understanding the efficacy of drug action in humans. Panetta et al. (49) built models of
methotrexate metabolism and action for the treatment of childhood acute lymphoblastic leukemia.
The model incorporated the production of methotrexate polyglutamate metabolites and the reg-
ulation of the folate pathway enzymes by both methotrexate and its metabolites in T and B cells.
The development of the detailed model allowed for simulations that were able to explain how
changing dosage and duration of infusion affected efficacy of treatment. The simulations also took
into account how SNPs in folate metabolism genes affect drug responses. This combination of
pathway simulations and pharmacokinetic and pharmacodynamic patient data with knowledge of
genomic status can be useful in predicting drug efficacy in individual patients.

NETWORK ANALYSIS FOR DISCOVERY OF NEW DRUG TARGETS

Drug discovery for complex diseases requires the identification of therapeutic targets that can be
used to achieve the desired therapeutic effect while reducing the risk of adverse events. Network
analysis methods provide computational tools for pharmacologists and physiologists to identify
and rank potential targets, which can then be used to develop drugs. The tasks of simultaneously
identifying the appropriate target, determining efficacy for the therapeutic effect, and predicting
adverse events constitute a problem that cannot be solved through the use of high-throughput
experimental techniques alone owing to the high dimensional size of the problem. Determination
of efficacy requires detailed dynamical models based on the biochemical kinetic parameters of the
target and other proteins involved in the phenotypic responses. Network analysis can be used, in
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an unbiased way, to define the system that needs to be dynamically modeled and identify targets
that, in theory, would enable one to have a higher specificity for the selected drug targets. Such
combined network and dynamical analysis should both increase therapeutic efficacy and decrease
the adverse events (15).

The mammalian signaling and regulatory network is complex, and even perturbations on the
intended targets may lead to adverse events owing to propagation of signal to distal effectors in
multiple cell types or tissues. Certain proteins, such as GRB2 or MYC, may directly interact with
several hundred different proteins, according to a PubMed search in March 2011. Most protein
kinases have 10 or more substrates. Such multiplicity of connections poses serious challenges
in designing drugs that affect single pathways that lead to the desired therapeutic effects. To
identify new drug targets, it is important to know how specificity of signal flow is achieved within
pathways. Network analysis can be used (a) to identify how many different proteins will be affected
by the targeting of a particular protein or (b) to identify if a protein participates in a motif (16).
This approach involves the use of what is known as a path discovery. The simplest and oldest is
Dijkstra’s (50) shortest-path algorithm: When given a seed node, the algorithm finds the shortest
path between that node and potentially every other node. By looking for a path—that is, a series
of edges from a starting node to an ending node—one can identify relationships and topology for
the network. This algorithm can be expanded by setting requirements for the path; for example,
one can require a path to start at a receptor, go through specific types of intracellular proteins,
and eventually reach a known transcription factor. However, imposing such requirements would
require a longer run time that increases with their complexity. A protein that has a high connectivity
is commonly lethal, whereas diseased genes with lower connectivity are nonlethal but lead to a
diseased phenotype (7). This type of analysis can produce initial ranked lists of potential targets
that can be further vetted by additional criteria.

Both positive and negative effects can be predicted for a potential target on the basis of network
analysis methods. For example, a network algorithm utilizing mean first passage time (MFPT) can,
on the basis of a set of known genes that cause a prolonged long QT interval, identify drugs that
may lead to a long QT interval event (15). In this method, Berger et al. (15) used the MFPT as a
distance measure to assess how “close” a protein is to another protein that is known to be related to
long QT intervals. Other methods of measuring functional distance can also be used. The nearest-
neighbor method assesses distance by measuring the shortest length of a path between a protein
of interest and any of the known long QT–causing proteins. It is important to know the scoring
metric used in the algorithm; for example, two methods looking at protein-protein interactions
may measure them differently according to the problem of interest (6, 51). Network analysis
methods can be used to determine the association of a protein with a physiological phenotype of
interest on the basis of a defined set of proteins related to the phenotype. Therefore, proteins can
be selected as potential targets on the basis of their high proximity to the phenotype of interest and
their distance from proteins involved in adverse events. The potential of finding one target that
can be optimized for a variety of criteria simultaneously is likely to be low. Computational network
analysis allows us to explore combinatorial targets and thus increases our chances of finding useful
therapeutic agents for complex diseases.

Network Analysis to Define the Context of Targets Involved
in Therapeutic and Adverse Action

Network analysis can be used to identify physiologically relevant targets and the neighborhood
within which these targets have their action. The network-building techniques require the selec-
tion of a seed list of proteins that are related to the physiology or pathophysiology of interest.
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A seed list is a set of related nodes in a network based on some predefined characterization; for
example, the list of gene mutations related to the congenital prolonged QT interval used by
Berger et al. (15) is a typical seed list. Other examples include lists of genes identified through
microarray experiments or genes associated with a particular disease phenotype in the Online
Mendelian Inheritance in Man R© catalog (OMIM R©). Characterization of the seed list can be based
on key phrases that describe an organismal-level physiological event such as water retention or
clotting. The list of relevant genes/proteins involved in these processes can be identified through
the use of databases such as the Kyoto Encyclopedia of Genes and Genomes (KEGG) (52), the
Gene Ontology project (53), and Reactome (54), or the list may be manually curated on the basis
of the physiology of interest (16, 55). These seed lists serve as inputs to network-building algo-
rithms (e.g., MFPT, nearest-neighbor, or other network distance metrics) that identify proteins
within the neighborhood associated with the phenotype of interest. To identify candidates that
are more easily druggable, researchers can further filter identified proteins for ontological classifi-
cations such as receptors, plasma membrane proteins, or cytoplasmic protein kinases. Thus, both
potential drug targets and their functional neighborhood can be identified.

A similar approach can be used with a known drug: One can explore functional distances that
are downstream of known drug targets to understand their therapeutic and adverse effects. For
example, starting with rosiglitazone as the drug and peroxisome proliferator-activated receptor
γ (PPARγ) as the target, we can identify a series of potentially important PPARγ-regulated
effectors such as PTGS2 (prostaglandin 2 synthase), SERPINE1 (plasminogen activator inhibitor),
VEGFA (vascular endothelial growth factor A), APOB (apolipoprotein B), TSPO (mitochondrial
translocator protein), MMP9 (metalloproteinase 9), IL-6 (interleukin-6), CASP3 (caspase 3), and
CA2/4 (carbonic anhydrase 2/4). Several of these proteins are associated with cardiac function and
myocardial infarction (56–63) and may in part be responsible for the observed association between
rosiglitazone and myocardial infarction (64). Thus, using information from known drug targeting
and building networks of related proteins can allow us to understand how drugs can have varied
effects, some beneficial and others detrimental.

Such network building can also be used to understand how drug-induced effects percolate
through multiple layers of organization. This is shown in Figure 2 for a few drugs that induce
long QT syndrome as an adverse event. Targets of these drugs are part of the cellular networks
that directly regulate the ion channels whose activity shapes the cardiac myocyte action potential.
Changes in this cell physiological phenotype (myocyte action potential) lead to the observed organ-
level phenotype: the prolonged QT interval in the electrocardiogram. Such prolongation can lead

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 2
An intracellular network to explain how drug-induced adverse events can propagate across scales of organization. Drug interaction with
the target leads through the network to an alteration of channel activity, which leads to a change in duration of the myocyte action
potential, which leads to prolongation of the QT interval as seen in the electrocardiogram. This can result in fatal arrhythmias such as
torsades de pointes. This network explains how drugs used to treat very different pathophysiologies such as diarrhea (loperamide) and
cancer (dasatanib) can lead to long QT syndrome as an adverse event. However, this network does not explain why only some people
show drug-induced long QT syndrome and why only some patients with long QT syndrome develop fatal arrhythmias. Additional
information on genomic status and tissue- and multiorgan-level networks may be needed to explain individual susceptibility. The drugs
are shown in purple boxes. Red boxes are drug targets, green boxes are intermediate nodes, and blue boxes are channels responsible for
the various phases of the myocyte action potential. The light blue box represents a node that is an intermediate and also a channel
involved in myocyte action potential, and each brown box represents a node that is both an intermediate and also a drug target. Black
arrows indicate edges that are either undirected or directed with an unknown effect type (inhibition or activation), red arrows indicate
edges that are activating, and blue arrows indicate edges that are inhibitory. Abbreviation: I, current that arises from the functioning of
the channel protein. Adapted from Berger et al. (15) with permission.
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to arrhythmias that can result in life-threatening events such as torsades de pointes. Although
this diagram implies that we understand the multiscale mechanism by which these drugs cause
long QT syndrome and fatal arrhythmias, the intracellular network does not explain why such
adverse events are observed in only a few patients. The answer may lie in building tissue-level
networks to explain how changes in myocyte action potential may or may not lead to changes in
electrocardiogram profiles. Building such multicellular networks that are anchored in molecular
interaction networks will be the required next step to address multiscale biological problems of
this kind.

Network Analyses of the FDA Adverse Events Reporting System Database

Building organ-level and organismal-level networks to identify concurrence of therapeutic and
adverse phenotypes requires that one define the loci identifying relationships between drug-target
interactions and phenotypes in humans. The FDA Adverse Events Reporting System (AERS) is a
publicly available database that records drug-induced adverse events in people using one or more
drugs. The FDA AERS database, in combination with other databases such as DrugBank, enables
one to examine drug target relationships to phenotypes that are adverse events in an unbiased way
in the context of multitherapeutic systems without control subjects. This allows us to associate
drugs with possible adverse effects without having to conduct specialized trials. AERS can be used
to determine relative adverse event profiles. For example, using AERS to select for patients who
are being treated for schizophrenia and who experienced tardive dyskinesia as an adverse event,
we identify haloperidol, promazine, risperidone, quetiapine, ziprasidone, and clozapine. All these
drugs are associated with this adverse event in a clinical trial (65, 66).

Network analysis can be used to associate distal drug targets with particular adverse events.
Using these drug targets as seed nodes, we can use methods such as MFPT to look for genes that
are closely connected to them. This approach would help us understand and identify potentially
useful targets for combination therapies that might mitigate the adverse events or help us predict
drug targets that should be avoided because of their potential to lead to adverse events. A major
limitation of using the FDA AERS database, however, is that it does not have data on the total
number of people using a drug of interest. This information is critical in determining the prevalence
of incidents and reporting bias. These problems can be ameliorated in the future through the use
of electronic medical records, as they become more commonplace in hospitals and clinics. Mining
data from electronic medical records to identify unknown drug interactions and adverse events is
likely to be useful.

RELATING TARGETS OF A DRUG TO ITS STRUCTURE

The network analyses described above focus on drug targets as macromolecules that function
within the context of cellular regulatory systems. Such an analysis does not take into account
atomic-level interactions between the drug and its targets. As we understand more about cellular-
level and tissue/organ-level networks, potential drug targets will have to be filtered by structural
criteria to determine the ability of the target to be regulated by drugs. Interactions between a
drug and its target depend on structural determinants both in the drug and in the target. This is
a well-studied area in medicinal chemistry and structural pharmacology. The binding pockets of
targets are often analyzed to understand how the drugs fit and the types of conformational changes
they induce. Agonists and antagonists interact with the same binding pocket, and the differences
in detailed interactions lead to either activation or inhibition of the receptor. The structure of a
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drug can be used to determine the targeting of a drug through various computational algorithms
(67–72) and for ADMET (absorption, distribution, metabolism, excretion, and toxicity) predic-
tions (73). The identification of targets that bind or metabolize structural variants of a drug
differently can serve as the starting point for network analysis in the identification of off-target
physiological events. However, there are no tools to conduct such scalable computation easily.
To build such integrated networks, we require knowledge of the structures of both the drug and
the targets of the drug. Often, target structures are not readily available. This lack of structural
knowledge can lead to false-positive drug-target interactions. The potential of false positives may
be decreased through the application of orthogonal experimental techniques such as high-content
screening (74), in vitro ADMET (75), medicinal chemistry techniques (76, 77), binding screens
(78), and gene regulation (79). Methods based on binding screens and gene regulation may also
be used to develop drug-specific target interactions as this information is made available through
the differential binding interactions and gene regulation with and without the drug.

PERSPECTIVE

Although in its infancy, the field of systems pharmacology has enormous potential to impact both
drug development and drug usage in the future. Currently, drug development is largely focused
on noncommunicable diseases such as cancers, metabolic diseases, type 2 diabetes, psychiatric
disorders, and immune disorders, as well as communicable diseases wherein the pathology arises
from complex host-pathogen interactions and is not susceptible to simple treatment approaches
such as the use of antibiotics. Developing drugs for these diseases through classical empirical
methods has not proven to be productive. Many molecules that show good therapeutic effects
in cellular or animal models fail to be efficacious in humans. These failures arise from our lack
of understanding of human biology as defined by the multiscale mechanisms that underlie the
propagation of effects from molecular-level drug-target interactions to organismal-level pheno-
types. In addition to understanding and predicting efficacy of therapy, it is becoming increasingly
imperative that treatments are personalized so that the risks associated with the drug therapy
are understood before treatment commences. These considerations lead to a set of key ques-
tions (see sidebar, Questions in Systems Pharmacology) that need to be addressed by research
in the field of systems pharmacology. As such research progresses, the pace of drug discov-
ery and therapy should become more proportional to the pace of discovery in basic biomedical
sciences.

QUESTIONS IN SYSTEMS PHARMACOLOGY

1. What are the characteristics of diseases for which drugs at a single target may not be therapeutically efficacious?
2. How does intracellular and intercellular networking give rise to adverse events?
3. How do we relate the efficacy of (poly)pharmacology to the genomic status of the individual, and how does

genomic status interact with environment and behavior to control (poly)pharmacology efficacy?
4. How do we determine what combinations of targets are most likely to be effective for polypharmacology of

complex diseases?
5. Can we use the human interactome and the genomic status of the individual to predict therapeutic efficacy and

adverse event probability prior to commencement of therapy?
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67. Schmidtke P, Le Guilloux V, Maupetit J, Tufféry P. 2010. Fpocket: online tools for protein ensemble
pocket detection and tracking. Nucleic Acids Res. 38(Suppl.):W582–89

68. Ballester PJ, Mitchell JBO. 2010. A machine learning approach to predicting protein-ligand binding
affinity with applications to molecular docking. Bioinformatics 26:1169–75

69. Thangudu RR, Tyagi M, Shoemaker BA, Bryant SH, Panchenko AR, Madej T. 2010. Knowledge-based
annotation of small molecule binding sites in proteins. BMC Bioinformatics 11:365

70. Chang RL, Xie L, Xie L, Bourne PE, Palsson BØ. 2010. Drug off-target effects predicted using structural
analysis in the context of a metabolic network model. PLoS Comput. Biol. 6:e1000938

71. Kitchen DB, Decornez H, Furr JR, Bajorath J. 2004. Docking and scoring in virtual screening for drug
discovery: methods and applications. Nat. Rev. Drug Discov. 3:935–49

72. Keiser MJ, Roth BL, Armbruster BN, Ernsberger P, Irwin JJ, Shoichet BK. 2007. Relating protein
pharmacology by ligand chemistry. Nat. Biotechnol. 25:197–206

73. Schneider G, Fechner U. 2005. Computer-based de novo design of drug-like molecules. Nat. Rev. Drug
Discov. 4:649–63

74. Macarron R, Banks MN, Bojanic D, Burns DJ, Cirovic DA, et al. 2011. Impact of high-throughput
screening in biomedical research. Nat. Rev. Drug Discov. 10:188–95

75. Gleeson MP, Hersey A, Montanari D, Overington J. 2011. Probing the links between in vitro potency,
ADMET and physicochemical parameters. Nat. Rev. Drug Discov. 10:197–208

76. Wilson ID. 2011. High-performance liquid chromatography-mass spectrometry (HPLC-MS)-based drug
metabolite profiling. Methods Mol. Biol. 708:173–90

77. Lenz EM. 2011. Metabolic profiling. Methods Mol. Biol. 708:299–319
78. Clemons PA, Bodycombe NE, Carrinski HA, Wilson JA, Shamji AF, et al. 2010. Small molecules of

different origins have distinct distributions of structural complexity that correlate with protein-binding
profiles. Proc. Natl. Acad. Sci. USA 107:18787–92

79. Iskar M, Campillos M, Kuhn M, Jensen LJ, van Noort V, Bork P. 2010. Drug-induced regulation of target
expression. PLoS Comput. Biol. 6:e1000925

80. Kim KA, Park PW, Hong SJ, Park J-Y. 2008. The effect of CYP2C19 polymorphism on the phar-
macokinetics and pharmacodynamics of clopidogrel: a possible mechanism for clopidogrel resistance.
Clin. Pharmacol. Ther. 84:236–42

81. Wadelius M, Sörlin K, Wallerman O, Karlsson J, Yue Q-Y, et al. 2004. Warfarin sensitivity related to
CYP2C9, CYP3A5, ABCB1 (MDR1) and other factors. Pharmacogenomics J. 4:40–48

82. Ishikawa T, Sekiguchi F, Fukase Y, Sawada N, Ishitsuka H. 1998. Positive correlation between the ef-
ficacy of capecitabine and doxifluridine and the ratio of thymidine phosphorylase to dihydropyrimidine
dehydrogenase activities in tumors in human cancer xenografts. Cancer Res. 58:685–90

83. Amado RG, Wolf M, Peeters M, Van Cutsem E, Siena S, et al. 2008. Wild-type KRAS is required for
panitumumab efficacy in patients with metastatic colorectal cancer. J. Clin. Oncol. 26:1626–34

84. Debiec-Rychter M, Dumez H, Judson I, Wasag B, Verweij J, et al. 2004. Use of c-KIT/PDGFRA mutational
analysis to predict the clinical response to imatinib in patients with advanced gastrointestinal stromal
tumours entered on phase I and II studies of the EORTC Soft Tissue and Bone Sarcoma Group. Eur. J.
Cancer 40:689–95

85. Kakizuka A, Miller WH, Umesono K, Warrell RP, Frankel SR, et al. 1991. Chromosomal translocation
t(15;17) in human acute promyelocytic leukemia fuses RARα with a novel putative transcription factor,
PML. Cell 66:663–74

86. Chung W-H, Hung S-I, Hong H-S, Hsih M-S, Yang L-C, et al. 2004. Medical genetics: a marker for
Stevens-Johnson syndrome. Nature 428:486

87. Mallal S, Nolan D, Witt C, Masel G, Martin A, et al. 2002. Association between presence of HLA-B∗5701,
HLA-DR7, and HLA-DQ3 and hypersensitivity to HIV-1 reverse-transcriptase inhibitor abacavir. Lancet
359:727–32
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Abstract

Genome-wide association (GWA) studies have detected novel associations
for serious, idiosyncratic, adverse drug reactions including liver toxicity, hy-
persensitivity, skin rash, and myotoxicity. Human leukocyte antigen (HLA)
genotype has been established as an important predictor of susceptibility to
drug-induced liver injury, including injury with some drugs where immune-
related toxicity was not suspected previously. Similarly, GWA studies have
shown a key role for HLA genotype in susceptibility to carbamazepine-
related skin rash and hypersensitivity. HLA genotype is not a risk factor for
all forms of drug-induced liver injury or for myotoxicity or cardiotoxicity.
For simvastatin-related myotoxicity, a strong association with SLCO1B1,
which encodes the hepatic statin uptake transporter, has been detected.
Genome-wide studies have not yet found clear associations for drug-induced
cardiotoxicity, but for bisphosphonate-induced necrosis of the jaw, polymor-
phisms in the cytochrome P450 CYP2C8 may predict susceptibility. Larger
GWA studies and whole-genome sequencing may provide additional in-
sights into all these toxicities.
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INTRODUCTION

A serious adverse drug reaction is defined as an undesirable experience concerned with a particular
drug and that leads to any of the following: death or life-threatening event, hospitalization, dis-
ability or permanent damage, congenital abnormality or birth defect (1, 2). Such events may occur
during drug development or may emerge only when the drug has been licensed. Most serious
adverse drug reactions can be classified as either type A, where the underlying mechanism is dose
dependent, or type B or idiosyncratic, where the event is not predictable from the normal phar-
macology of the drug and is generally independent of dose (3, 4). Idiosyncratic adverse events are
generally rarer than type A events, and this lower frequency means that they usually emerge late
in the drug development process or after licensing. In the period from 1976 to 2005, 28 different
drugs were withdrawn from the market in the United States as a result of idiosyncratic serious
adverse reactions (5, 6). In particular, the types of reaction involved cardiotoxicity (including tor-
sades de pointes) (28% of withdrawals), hepatotoxicity (21% of withdrawals), nephrotoxicity (7%
of withdrawals), and rhabdomyolysis (7% of withdrawals). Additional, more minor, contributions
from other toxicities included skin rash and hemolytic anemia.

In addition to these high-profile withdrawals of otherwise valuable drugs, there are a number
of examples of licensed drugs that give rise, though only on rare occasions, to serious adverse reac-
tions. Usually, the label includes a warning regarding the possibility of an adverse reaction. These
drugs continue to be prescribed, often because of an absence of effective alternatives. There is also
increasing interest in developing screening tests that would enable researchers to predict which pa-
tients are at risk of suffering adverse drug reactions. Such a development may potentially allow for
the reintroduction of some valuable drugs that had been withdrawn previously; this development
may also help avoid some of the current serious adverse reactions seen with licensed drugs.

The possibility that genetic tests could be developed for certain types of serious adverse reac-
tions has been investigated for at least the past 20 years (6). There is now considerable evidence
that genetic factors contribute to susceptibility to these reactions (6, 7), although it is important
to stress that other factors may also contribute. The development of genome-wide association
(GWA) studies and their successful application to the identification of novel susceptibility genes
for several complex polygenic diseases (8) resulted in an interest in applying GWA studies to the
area of serious adverse drug reactions. There are specific problems in doing this: For example, the
rarity of serious adverse reactions means that multicenter studies, often involving several coun-
tries, may be needed to recruit adequate numbers of cases. Furthermore, a uniform phenotype
including clear causality must also be ensured. Nonetheless, a number of GWA studies on serious
adverse drug reactions have now been completed and are discussed in detail in this article. Most
of these studies relate to either drug-induced hepatotoxicity or hypersensitivity reactions includ-
ing skin rash, but there are also single studies on drug-induced myotoxicity, cardiotoxicity, and
osteonecrosis of the jaw (see Table 1). After a general introduction to GWA studies, this review
focuses on each type of serious adverse drug reaction for which GWA data are currently available.

GENOME-WIDE ASSOCIATION STUDIES TO IDENTIFY
SUSCEPTIBILITY GENES

Until 2004, the main approach to the study of complex disease genetics was the use of candidate-
gene case-control studies, with additional family studies possible for some, but not the majority
of, diseases. Overall, these studies led to the reproducible identification of only a small number
of disease genes (9), because most studies involved relatively small numbers of patients and the
polymorphisms chosen for study in candidate genes were often selected arbitrarily. Since 2005,
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Table 1 Summary of published genome-wide association studies on serious adverse drug reactions

Type of toxicity

Number of
published

studies Drugs involved Genes implicated

Highest level of
significance

(lowest p value) Reference(s)
Liver 4 Ximelagatran,

Flucloxacillin,
Lumiracoxib,
Amoxicillin-
clavulanate

HLA classes I and II 8.7 × 10−33 37, 39, 40, 42

Skin and
hypersensitivity

3 Carbamazepine plus
miscellaneous agents

HLA-A 1.2 × 10−13 58, 59, 62

Myotoxicity 1 Simvastatin SLCO1B1 4.0 × 10−9 68
QT prolongation 1 Iloperidone CERKL 2.8 × 10−6 78
Osteonecrosis of the
jaw

1 Pamidronate,
zoledronic acid

CYP2C8 6.2 × 10−6 80

the availability of comprehensive data on variability in human genes from the HapMap (10)
together with the development of methods allowing very large numbers of single-nucleotide
polymorphisms (SNPs) to be genotyped simultaneously (11) have revolutionized the study of
complex disease genetics. Using the HapMap information, researchers have covered the majority
of common (>5%) variability in the human genome by genotyping sets of cases and controls for
large numbers (typically 500,000 to 1,000,000) of different SNPs in GWA studies. A particular
advantage of GWA studies over candidate-gene studies is their open nature because the genotyping
is performed for polymorphisms in all genes, not simply those that are obvious candidates for
effects on the disease of interest. Because large numbers of polymorphisms are being genotyped,
it is necessary to analyze the results using statistical tests that correct appropriately for the large
number of assays being performed, but these methods are now well established. Manolio et al.
(12) and Hardy & Singleton (13) provide more detailed description of all aspects of GWA.

In GWA studies on common complex genetic diseases, typically at least 1,000 cases and 1,000
controls need to be studied to detect the relatively low odds ratios seen for most SNPs affecting
disease susceptibility, as found in, for example, type II diabetes and breast cancer (14, 15). GWA
studies involving similarly large numbers of cases have also been successfully performed in relation
to drug response, including responses to warfarin (16), acenocoumarol (17), and clopidogrel (18).
However, for studies on serious idiosyncratic adverse drug reactions, which may typically occur at
frequencies of 1 in 10,000 or 100,000 patients treated (3), finding sufficient cases for GWA studies
is more difficult. Though investigators have set up several large networks to enable large numbers
of cases with serious adverse drug reactions to be recruited (19–21), the GWA studies reported
to date include several hundred cases at most; thus, the power to detect small effects is limited.
GWA findings are normally confirmed using a replication cohort (13), usually of similar size to
or greater size than the original group of cases studied, which is particularly difficult given the
challenges of finding sufficient cases for the initial study. In spite of these limitations, some progress
in understanding genetic susceptibility to serious adverse drug reactions has been made (Table 1).

LIVER-RELATED ADVERSE DRUG REACTIONS

Idiosyncratic hepatotoxicity relating to drug exposure is usually referred to as drug-induced liver
injury (DILI), a rare but clinically important problem. Drugs that give rise to this toxicity are
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structurally diverse and belong to a number of different therapeutic classes, but certain antimi-
crobial agents and nonsteroidal anti-inflammatory drugs are among the most common causes of
idiosyncratic DILI (22–24). One U.S.-based survey suggested that DILI accounts for 20% of all
hospital admissions due to severe liver injury and 50% of acute liver failure cases, 75% of which
require liver transplantation (25). DILI is also the most common reason that clinical trials of new
therapeutic agents are terminated (26). Many different drugs can cause DILI, with the precise
pattern of injury varying between drugs. Typically, DILI reactions are classified as hepatocellu-
lar when the injury is focused on the hepatocyte and cholestatic when the damage occurs at the
hepatocyte canalicular membrane or further downstream in the biliary tree (27). The underlying
mechanism by which DILI develops is likely to be complex but may involve both direct toxic
effects by the drug, for example, involving oxidative stress or cellular damage, and, for some drugs,
formation of reactive intermediates resulting in either direct toxicity or an inappropriate immune
response (28).

The first study on a possible genetic association for DILI susceptibility appeared more than
20 years ago as a report showing an increased incidence in frequency of certain human leukocyte
antigen (HLA) class II serotypes among DILI cases compared with controls (29). These cases
included DILI induced by several drugs. A number of further reports of associations with par-
ticular HLA serotypes and genotypes followed, including, in particular, two independent reports
suggesting that the HLA class II allele DRB1∗1501 was a risk factor for DILI induced by the
antimicrobial agent, amoxicillin-clavulanate (30, 31). This form of DILI has been suggested to
relate predominantly to the clavulanic acid component of the drug (32), though this has still not
been demonstrated directly. Candidate-gene association studies have also led to the detection of
several other associations with non-HLA genes, either for DILI due to individual drugs (33, 34)
or for cases of this adverse drug reaction linked to a range of different drugs (35, 36).

GWA approaches have now been used to investigate susceptibility to hepatotoxicity in four
studies, each involving different drugs associated with DILI (see Table 2 for a summary). Slightly
unexpectedly, all four studies have shown statistically significant associations with particular HLA
class I or II alleles, suggesting that T cell responses contribute to the toxicity, but no significant

Table 2 Genome-wide association studies on drug-induced liver injury

Drug
Number
of cases

SNP(s)a

showing lowest
p value p valueb

Odds ratio (95%
CI)b

Gene and allele
tagged by SNP Reference

Ximelagatran 74 rs2858869 6.0 × 10−6 Not done HLA-DRB1∗0701-
DQA1∗0201

37

Flucloxacillin 51 rs2395029 8.7 × 10−33 45 (19.4–105) HLA-B∗5701 39
Lumiracoxib 41 rs9270986 2.8 × 10−10 5.3 (3.0–9.2) HLA-DRB1∗1501-

DQB1∗0602
40

Amoxicillin-
clavulanate

201 rs9274407 4.8 × 10−14 3.1 (2.3–4.2) None 42

rs9267992 6.8 × 10−13 3.1 (2.3–4.2) None

rs3135388 3.5 × 10−11 2.8 (2.1–3.8) HLA-DRB1∗1501-
DQB1∗0602

rs2523822 1.8 × 10−10 2.3 (1.8–2.9) HLA-A∗0201

aSNP, single-nucleotide polymorphism.
bBased on allele frequency for SNP.
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genome-wide non-HLA associations were detected in any of the studies. The association with
HLA is not unexpected for amoxicillin-clavulanate, as this had been demonstrated previously by
two smaller candidate-gene association studies (30, 31).

The earliest of the four GWA studies relating to DILI focused on the direct thrombin inhibitor
ximelagatran, which was developed as a potential replacement for warfarin and other coumarin
anticoagulants but was withdrawn by the manufacturers in 2006 (37). This drug was associated
with raised alanine aminotransferase (ALT) levels (transaminitis) among some patients, though
this elevation was relatively small in most, but not all, affected individuals. A GWA study performed
on 74 cases of transaminitis linked to ximelagatran was the earliest reported GWA on any serious
adverse reaction. This study involved a set of 266,000 SNPs, whereas the three more recent
studies involved between 700,000 and 1,000,000 SNPs. The study on ximelagatran also involved
genotyping for a range of additional candidate genes to increase coverage of key SNPs and separate
HLA genotyping. Both GWA and candidate SNPs were tested for association with raised ALT
rather than a control group. The GWA study failed to detect any significant GWAs, but a relatively
low p value (6.0 × 10−6) was obtained for a SNP in the HLA class II DRB1 gene. Further direct
HLA typing confirmed a significant association between the level of ALT increase and HLA-
DRB1∗0701 (p = 4 × 10−5) (37).

This first slightly limited, though interesting, study on a form of DILI involving GWA was
followed by a study on flucloxacillin-related DILI. Flucloxacillin is an example of a drug prescribed
commonly in a number of countries worldwide but which is associated occasionally (in <1 in 10,000
patients prescribed the drug) with DILI (38). The DNA samples studied were from 51 patients of
Northern European ethnic origin who had suffered moderate to severe DILI with a clear causal
link to flucloxacillin (39). The GWA study involved genotyping of these cases and matched popula-
tions controls for approximately 900,000 SNPs. A number of SNPs in the major histocompatibility
complex (MHC) region of chromosome 6 where HLA genes are located showed genome-wide sig-
nificant p values, with the top SNP in the HCP5 gene showing a p value of 8.7 × 10−33. This SNP is
in strong linkage disequilibrium with the class I HLA allele B∗5701. Direct HLA typing confirmed
that carriage of B∗5701 was a strong risk factor for flucloxacillin-related DILI {odds ratio 80.6
[95% confidence interval (CI) 23–285] based on carriage of at least one B∗5701 allele}; this find-
ing was also duplicated in a replication cohort of 16 further cases. Despite the strong association,
only 1 in 500 to 1,000 B∗5701-positive individuals prescribed flucloxacillin are predicted to de-
velop DILI, so genotyping for this allele prior to flucloxacillin prescription is unlikely to be a useful
pharmacogenetic test. It does, however, have potential as a diagnostic in suspected DILI cases (39).

A more recent, slightly smaller GWA study involved 41 cases of DILI collected during a phase
III clinical trial of the nonsteroidal anti-inflammatory drug lumiracoxib, which has recently been
withdrawn from the market in a number of countries owing to a relatively high incidence (approx-
imately 2.6%) of raised ALT levels in users (40). The 41 DILI cases, together with lumiracoxib-
exposed controls who had not suffered DILI, were genotyped for approximately 700,000 SNPs. A
number of SNPs in the MHC region showed genome-wide significance, with the lowest p value
at 4.4 × 10−12. As with the entirely separate flucloxacillin DILI study, further HLA typing was
performed, and a clear association with the HLA class II allele DRB1∗1501 was detected (odds
ratio 5.0, 95% CI 3.6 –7.0). Though the overall HLA association for lumiracoxib DILI was less
strong than that for flucloxacillin DILI, typing for a particular HLA allele (DQA1∗0102) in linkage
disequilibrium with DRB1∗1501 prior to prescription may help prevent doctors from prescribing
lumiracoxib to the 34% of Europeans positive for this allele. This interesting approach is being
considered as a possible means of reintroducing lumiracoxib to the market worldwide. By geno-
typing, the incidence of DILI in lumiracoxib users could drop to less than 1% by excluding those
positive for DQA1∗0102 (40, 41).
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The largest GWA study on DILI so far reported relates to the drug amoxicillin-clavulanate
(mentioned above). Amoxicillin-clavulanate-related DILI has a number of features in common
with flucloxacillin-related DILI in terms of frequency and type of liver injury. It also provides
another example of a widely prescribed drug showing occasional liver toxicity. In a study of 201
DILI cases of European ethnic origin with ethnically matched population controls, representing
the largest GWA study on DILI reported to date, genome-wide significance was again seen in the
MHC region (42). The most significant SNPs (lowest p value = 4.8 × 10−14) localized to both
the HLA class I and class II regions, whereas the previous GWA studies had found associations
within only either class I or class II. Detailed HLA typing provided evidence that both DRB1∗1501-
DQB1∗0602 and A∗0201 were risk factors for development of DILI [odds ratios 3.3 (95% CI 2.0–
5.7) and 2.2 (95% CI 1.6–3.2), respectively] and that there was a statistically significant genetic
interaction between these alleles increasing the risk of DILI in individuals positive for both.
The DRB1∗1501-DQB1∗0602 association was in agreement with previous reports (30, 31), but
the A∗0201 association was novel (42). These data are significant, but as with the findings for
flucloxacillin, overall positive predictive value is low and the only possible use of genotyping for
the risk factors described here would be for diagnostic purposes.

Though some DILI cases show features such as rash and/or eosinophilia that may indicate an
HLA or other immune system association, only a minority of cases overall show such features. One
particular feature of the DILI GWA study findings is that apparent associations with the HLA hap-
lotype DRB1∗1501-DQB1∗0602-DQA1∗0102 have been detected for both amoxicillin-clavulanate
and lumiracoxib-related DILI (40, 42). These compounds showing similar HLA associations for
DILI are not obviously structurally similar (see Figure 1). In addition, there are phenotypic differ-
ences in the pattern of liver injury observed with the two drugs (40, 42). The association between
HLA-B∗5701 and flucloxacillin-induced DILI is also seen for abacavir-induced hypersensitivity
reactions that normally do not affect the liver (43), but the positive predictive value for B∗5701
in abacavir hypersensitivity is considerably higher than that for flucloxacillin DILI (39). There is
also no obvious structural similarity between flucloxacillin and abacavir (Figure 1).

All four GWA studies on DILI involved smaller numbers of cases (between 41 and 201) than
have been studied in GWA investigations on complex diseases. This has still enabled the detection
of the relatively strong HLA associations seen for these drug reactions, but the power to detect
weaker associations, perhaps involving non-HLA genes, is more limited. In addition, in a recent
study on DILI relating to the anticancer drug lapatanib, an initial GWA study failed to detect
any genome-wide significant associations, but in further candidate-gene analysis, a significant
association was found with the HLA class II allele DQA1∗0201 (44), which forms part of the
haplotype also associated with ximelagatran transaminitis (37). As with the other examples of HLA
alleles associated with serious adverse drug reactions, these two compounds are not structurally
related (Figure 1).

The mechanism underlying the HLA associations seen in DILI remains unclear. GWA studies
have covered a wide range of genetic markers across the MHC region, and the strongest associ-
ations have been localized to specific class I and II HLA genes. However, although there is still
no direct evidence that these gene products are causal, the parent drug or a metabolite either may
interact directly with specific HLA class I or II proteins in an antigen presentation reaction to T
cells or may form a covalent complex with intracellular proteins that is then cleaved, recognized
specifically by certain HLA molecules, and presented to T cells.

Most of the drugs shown in Figure 1 are subject to metabolism, though data on whether
clavulanic acid undergoes enzyme-mediated metabolism are limited (45, 46). However, for DILI
related to the drugs on which GWA studies have been performed, no association between DILI
and genes concerned with drug disposition has been detected, despite the excellent representation
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Figure 1
Chemical structures of drugs showing human leukocyte antigen (HLA) associations with drug-induced liver injury. The structures of
ximelagatran, flucloxacillin, lumiracoxib, clavulanic acid, and lapatanib are indicated. Also shown is the structure of abacavir, which does
not give rise to liver injury but does give rise to hypersensitivity reactions that, similar to flucloxacillin-induced liver injury, are also
associated with HLA-B∗5701.

of relevant SNPs on the platforms used for genotyping. It remains possible that only rare variants
in these genes are relevant or that there is inadequate power to detect associations with more
common variants given the small effect sizes and the relatively small numbers of cases included in
the GWA studies.

Though HLA-related SNPs were the only SNPs showing genome-wide significance in the
published GWA studies, two of the studies detected some additional SNPs showing possible
associations. In particular for flucloxacillin DILI, the analysis suggested that a gene that has a
possible role in B cell immune responses and is expressed in the liver, ST6 β-galactosamide
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α-2,6-sialyltranferase 1 (ST6GAL1) (47), also contributed to flucloxacillin toxicity. To observe
genome-wide significance for the ST6GAL1 SNP, it was necessary to exclude any samples that
were negative for B∗5701 (39). In the GWA study on amoxicillin-clavulanate DILI (42), additional
analyses were performed to assess the contribution of SNPs relevant to drug disposition and
to autoimmune disease. As discussed above, no significant associations with the SNPs in genes
relevant to drug disposition were detected, but when the SNPs relevant to autoimmune disease
were examined, two SNPs in PTPN22, which encodes the lymphoid-specific protein tyrosine
phosphatase, nonreceptor type 22 involved in T-cell-receptor signaling, showed relatively low p
values that remained statistically significant after correction for multiple testing.

To date, GWA studies on DILI have focused either on drugs that are very widely prescribed
and occasionally give rise to DILI (flucloxacillin and amoxicillin-clavulanate) or are either newly
licensed or still in development with a liability to give rise to DILI detected during clinical trials
(ximelagatran and lumiracoxib). Assembling suitably sized groups of DILI cases due to other drugs
occasionally associated with DILI such as specific NSAIDs, statins, and certain other antimicro-
bials to enable further GWA studies to be performed with adequate statistical power is more
challenging, though achievable via international collaboration. Whether the HLA genotype will
be the strongest risk factor for DILI linked to these other drugs is still unclear. There is evidence
from candidate-gene association studies that drug-metabolism genes contribute to susceptibility
to some forms of DILI, for example, NAT2 in the case of isoniazid-related DILI (reviewed in
Reference 48). It would be of value if such findings could be confirmed by GWA studies.

HYPERSENSITIVITY AND SKIN REACTIONS

A hypersensitivity reaction is an inappropriate immune reaction to an otherwise nontoxic agent.
The manifestations of hypersensitivity reactions are broad. Certain forms of DILI, as discussed
above, can be regarded as hypersensitivity reactions, for example, flucloxacillin and coamoxiclav-
induced liver injury. Skin reactions, which may also involve other organs such as the liver, lungs,
or kidneys, are the most common type of drug-induced hypersensitivity reactions (49).

The antiretroviral drug abacavir is associated with hypersensitivity: Up to 8% of patients pre-
scribed this drug suffer symptoms including fever, malaise, gastrointestinal symptoms, and internal
organ involvement (49). Skin rash is also seen in many affected individuals. As discussed in more
detail in Liver-Related Adverse Drug Reactions (section above), almost all individuals who suf-
fer abacavir hypersensitivity are positive for HLA-B∗5701, the HLA allele also associated with
flucloxacillin-induced liver injury. However, the association between abacavir-induced hypersen-
sitivity and B∗5701 was established by candidate-gene association analysis, not by a GWA study
(43).

Carbamazepine, a widely used anticonvulsant, causes skin rash in up to 10% of patients, and
occasionally, this may progress to a hypersensitivity syndrome (50, 51) that can include rare blister-
ing skin reactions such as Stevens-Johnson syndrome (SJS) and toxic epidermal necrolysis (TEN)
and also hepatitis (52). Using HLA as a candidate gene, a study in patients from Taiwan has shown
a very strong association between HLA-B∗1502 and carbamazepine-induced SJS (53). However,
in Europeans (54, 55) and Japanese (56), the allele frequency of HLA-B∗1502 is lower, and no
association for development of Stevens-Johnson syndrome has been shown for this allele. A range
of other drugs including other anticonvulsants such as phenytoin and lamotrigine, allopurinol and
sulfonamide antimicrobial agents may also rarely give rise to hypersensitivity reactions involving
skin and other tissues. In the case of allopurinol, a highly significant association between HLA-
B∗5801 and both hypersensitivity and SJS/TEN reactions induced by this drug has been detected
by candidate-gene studies in a range of ethnic groups (55, 57).
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Recently, three GWA studies on drug-induced skin rash have added to the existing data ob-
tained from candidate-gene association studies discussed above. The first involved 53 Japanese
cases of carbamazepine-induced skin rash, including cases of Stevens-Johnson syndrome, toxic
epidermal necrolysis, and drug-induced hypersensitivity syndrome (58). The strongest associa-
tion was seen with a SNP in strong linkage disequilibrium with HLA-A∗3101. Detailed HLA
typing confirmed the association with HLA-A∗3101 and the expected lack of association with
HLA-B∗1502 in this population. The HLA-A∗3101 association was also confirmed in a replication
cohort of 61 cases (58); the allele is a risk factor for both SJS/TEN and hypersensitivity reac-
tions, unlike the association between HLA-B∗1502 and carbamazepine toxicity in Chinese, which
is more specific to SJS/TEN. In a second GWA study of patients of European ethnic origin, a
similar HLA-A∗3101 association for carbamazepine hypersensitivity was detected, which again
related to both hypersensitivity and SJS/TEN (59). The European GWA study involved 65 cases
and was replicated in a further 145 cases. Both studies showed odds ratios in excess of 10 for
hypersensitivity reactions and 25 for SJS/TEN. In addition, relatively high specificity and sensi-
tivity values were estimated, suggesting that genotyping for HLA-A∗3101 prior to carbamazepine
prescription would be cost effective in preventing hypersensitivity reactions (59), as already is the
case for HLA-B∗1502 typing in Han Chinese and some other ethnicities (60).

These findings are also of considerable interest in terms of the biological basis for hypersen-
sitivity reactions, indicating that more than one HLA class I gene product is able to present an
antigen complex including carbamazepine or a metabolite to cytotoxic T cells, possibly owing to
overlap in peptide-binding specificity (61).

The third GWA study on drug-induced skin injury was in a European population consisting of
96 cases of SJS or TEN induced by a variety of different drugs including the anticonvulsant lamo-
trigine and the antimicrobial cotrimoxazole (62). Only 3 cases related to carbamazepine exposure.
For this heterogeneous group, no genome-wide significance was obtained for any individual SNP
marker. When subgroup analysis was performed for lamotrigine and cotrimoxazole, a signal with
a relatively low, though not genome-wide significant, p value was seen for lamotrigine in a SNP
adjacent to the ADAM22 gene, but no obvious possible associations were seen for cotrimoxazole.
As ADAM22 was suggested previously to be a susceptibility gene for epilepsy, the association in the
lamotrigine cases may relate to an increased frequency in epilepsy cases compared with population
controls rather than an actual drug-induced skin injury association. The failure to see any overall
statistical significance in this GWA study suggests that genetic risk factors for drug-induced skin
injury may be drug specific.

DRUG-INDUCED MYOPATHY

A number of different drugs are associated with myopathy, which usually involves subacute mani-
festation of myopathic symptoms such as muscle weakness, myalgia, creatine phosphokinase (CPK)
elevation, or myoglobinuria. The precise disease phenotype is somewhat dependent on the indi-
vidual drug (63). Most cases are not serious and are readily reversible by drug withdrawal, but a
more severe form of disease resulting in rhabdomyolysis followed by death also occurs rarely.

Despite being very effective drugs that are used successfully worldwide, statins can cause muscle
toxicity. As with other myotoxic drugs, this manifests as an asymptomatic rise in CPK but can
be more serious on rare occasions. The mechanism by which statins give rise to toxicity is still
not completely clear, but increasing evidence indicates an induction of expression of the protein
atrogin-1 in affected muscle tissue leading to muscular atrophy, possibly because of inhibition of
geranylgeranyl isoprene unit transfer by statins (64). Drug interactions seem to be an important
contributor to statin-induced myopathy, but there is also increasing evidence for a role for genetic
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polymorphisms relevant to their metabolism and transport in susceptibility to toxicity (65) and
more limited evidence that genes encoding proteins relevant to muscular function may contribute
(66, 67). Unlike the case with DILI, there is currently no evidence for a role for the immune
system in susceptibility to myopathy induced by either statins or other drugs.

Understanding the genetic basis of susceptibility to simvastatin-induced myopathy was greatly
increased by a GWA study of 85 cases of myopathy and 90 simvastatin-exposed controls without
evidence of myopathy (68). The cases and controls were all of European ethnic origin. A highly
significant association (p = 4 × 10−9) was seen for a single SNP in SLCO1B1 with an odds
ratio of 4.5 per copy of the variant allele. This effect was confirmed in 21 cases of myopathy
from a separate replication cohort. SLCO1B1 encodes an anionic drug transporter located on the
sinusoidal face of the hepatocyte, which is the main inward transporter for a number of different
statins (65). The significant SNP was in strong linkage disequilibrium with a nonsynonymous
SNP in the SLCO1B1∗15 allele (also present in the rarer SLCO1B1∗5 allele) that is associated with
higher plasma levels of statins owing to impaired transport (69). This association is, therefore, very
biologically plausible. The significant polymorphism is common with a variant allele frequency
of 0.13 in European populations, but possession of the variant allele explains only approximately
18% of attributable risk, with substantial numbers of myopathy cases homozygous wild type for
SLCO1B1. The study had limited power to detect variants with a smaller effect than that of
SLCO1B1, but no suggestion of significant effects for a list of candidate genes studied in more
detail was obtained. There is a need for further larger studies with power to detect smaller effects
to explain a higher proportion of risk for this toxicity. The association of muscle injury with
SLCO1B1∗15 has recently been confirmed for milder toxicity and several different statins in a
candidate-gene study (70). In addition, in a large study of individuals with type II diabetes who were
receiving statins, carriage of the SLCO1B1∗15 allele was associated with a significantly increased
risk of “statin intolerance,” which was defined by either biochemical abnormalities and a change
in prescription including discontinuation or a change in prescription alone (71).

DRUG-INDUCED LONG QT SYNDROME

As discussed in the Introduction (section above), cardiotoxicity is currently the most common
reason for withdrawal of licensed drugs from the market. Examples of such drugs come from
a variety of different classes including antipsychotics, antihistaminics, and antimicrobials. In
susceptible individuals, these drugs are associated with delay of cardiac repolarization, which can
be detected by prolongation of the QT interval on an electrocardiogram (ECG), and onset of
a form of ventricular tachycardia called torsades de pointes (also detectable by ECG), which can
lead to ventricular fibrillation and death (for a detailed review, see Reference 72). QT interval
prolongation is an imperfect marker for the arrhythmic potential of a drug, given than many drugs
prolong the QT interval but do not progress to arrhythmia, but it is currently the only available
measure. QT prolongation can either be an inherited congenital disease or an acquired form that
is triggered by exposure to environmental factors including certain drugs. There is considerable
evidence to suggest that drugs associated with QT prolongation affect cardiac ion channels.
In addition, the causative mutations associated with rare congenital long QT syndromes are
often found in genes encoding ion channels (72). To date, GWA studies have focused on factors
affecting QT length in populations, not drug-induced long QT (73–75). However, findings
from these studies have resulted in the identification of SNPs in more than 10 different genes
including the nitric oxide synthase 1 (NOS1) regulator NOS1AP, a range of sodium and potassium
channel genes including SCN5A and KCNJ2, and miscellaneous other genes as important genetic
predictors. As a result, these findings may contribute to an increased understanding of genetic
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factors underlying susceptibility to drug-induced long QT syndrome. Unusually for a serious
adverse drug reaction, there is evidence from family studies that susceptibility to drug-induced
QT prolongation is, in part, genetically determined (76). Support for the relevance of GWA
studies on population variation in QT length to drug-induced QT prolongation has been given
by a finding for verapamil where increased QT prolongation was seen in patients positive for the
variant in NOS1AP associated with longer QT interval in the general population (77).

The only GWA study on drug-induced QT prolongation thus far reported involved a phase III
clinical trial of the antipsychotic drug iloperidone in which 183 patients had QT measurements
performed 14 days after the start of drug treatment (78). No genome-wide significant signals were
detected, but relatively low p values were obtained for several loci including the CERKL gene,
which encodes a protein involved in the ceramide pathway, a regulator of currents conducted
by potassium channels, and SLCO3A1, which may contribute to prostaglandin translocation. No
trends toward significance with the SNPs in either ion channels or NOS1AP relevant to QT length
in the previous studies were detected. There may be value in further GWA studies on patients who
have suffered drug-induced QT prolongation from currently prescribed drugs to enable clearer
identification of “at risk” genotypes.

BISPHOSPHONATE-INDUCED OSTEONECROSIS OF THE JAW

Bisphosphonates such as pamidronate and zoledronic acid are used widely in the treatment of
cancer and osteoporosis to limit loss of bone mass. In some patients, their use is associated with
necrotic damage to bone tissue in the jaw, which is often triggered by dental problems (79). In a
GWA study involving 25 cases, four SNPs in the cytochrome P450 CYP2C8 gene showed altered
frequencies compared with controls that narrowly escaped genome-wide significance (lowest p
value was 6.22 × 10−6) (80). One of the associated SNPs is located in the CYP2C8 promoter
region and forms part of a haplotype seen at a frequency of 9.9% in Europeans. The other three
associated SNPs are also found within this haplotype as well as in a second, slightly rarer, haplotype.
There is some preliminary evidence that this haplotype is associated with lower than average
CYP2C8 activity (81, 82). CYP2C8 plays a major role in the metabolism of a small number of
drugs (83), but there is no evidence that bisphosphonates undergo metabolism by this or any other
cytochrome P450. However, because a more general biological role for CYP2C8 in metabolism
of inflammatory mediators (84) and a key role for inflammation in the bisphosphonate-induced
osteonecrosis have been proposed (85), this finding is of interest but needs follow-up in a larger
number of cases.

CONCLUDING REMARKS

GWA studies have facilitated progress in understanding genetic susceptibility to a range of serious
adverse drug reactions. To date, most associations detected are strong and highly significant.
Though this seems to be a particular feature of the GWA studies on adverse drug reactions reported
so far, it also seems likely that only a proportion of genetic susceptibility is being explained by
these strong associations and that additional studies, either larger GWA studies with better power
to detect smaller effect sizes or whole-genome sequencing to detect rare genetic variants, will
identify additional factors that contribute to risk. In particular, for examples such as flucloxacillin-
induced liver injury or statin-induced myopathy, though strong associations have already been
detected, the predictive value of the genotypes involved in these associations appears insufficient
for their incorporation into routine decisions on prescribing. However, genotyping for the risk
factors may be of value in diagnosing these adverse drug reactions. By contrast, the recent findings
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of an association between HLA-A∗3101 and carbamazepine hypersensitivity may be translated
more generally to the clinic (59), and it has also been proposed that a HLA-typing test could be
incorporated into treatment with lumiracoxib (41).

The current findings from GWA studies should also be of value in the design of better model
systems to detect idiosyncratic adverse drug reactions during drug development. For example, the
potential importance of T cell responses in DILI is now much clearer, even though the underlying
biology is still not understood, but multicellular systems involving both hepatocytes and immune
cells may be helpful in identifying potentially hepatotoxic drugs. Similar approaches may also be
applicable to other immune-related drug toxicities such as skin rash.
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Abstract

Because of the inability to predict and quantify the risk of idiosyncratic
adverse drug reactions (IADRs) and because reactive metabolites (RMs) are
thought to be responsible for the pathogenesis of some IADRs, the potential
for RM formation within new chemical entities is routinely examined with
the ultimate goal of eliminating or reducing the liability through iterative
design. Likewise, avoidance of structural alerts is almost a standard practice
in drug design. However, the perceived safety concerns associated with the
use of structural alerts and/or RM screening tools as standalone predictors of
toxicity risks may be overexaggerated. Numerous marketed drugs form RMs
but do not cause idiosyncratic toxicity. In this review article, we present a
critique of the structural alert/RM concept as applied in drug discovery and
evaluate the evidence linking structural alerts and RMs to observed toxic
effects. Pragmatic risk mitigation strategies to aid the advancement of drug
candidates that carry a RM liability are also discussed.

12.1

Review in Advance first posted online  
on October 6, 2014. (Changes may  
still occur before final publication  
online and in print.) 
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INTRODUCTION

The formation of electrophilic reactive metabolites (RMs) is considered to be an undesirable fea-
ture in drug candidates. This notion arises from evidence linking RM liability with mechanism-
based inactivation of cytochrome P450 (CYP) isoforms, which can result in clinical drug-drug
interactions (DDIs) (1) and/or covalent modification of DNA that results in mutagenicity (2).
Furthermore, it is now widely accepted that RMs, as opposed to the parent molecules from which
they are derived, can also be responsible for the etiology of some idiosyncratic adverse drug reac-
tions (IADRs) (3–6). The term idiosyncratic simply implies that little is known about the underlying
mechanism and that the toxicity is unpredictable. IADRs can manifest in drug-treated patients as
rare and sometimes life-threatening reactions that cannot be explained by the primary pharmacol-
ogy of the drug. For instance, felbamate is used to treat convulsions but can cause aplastic anemia
and hepatotoxicity. Many IADRs are immune mediated and occur in very low frequency in a small
subset of patients either acutely or as a delayed response. The observations that certain IADRs
(e.g., hypersensitivity associated with the antiretroviral agent abacavir, hepatotoxicity associated
with the nonsteroidal anti-inflammatory drug lumiracoxib and the antiretroviral drug nevirapine)
are linked to specific human leukocyte antigen (HLA) genes (7–9) provide compelling evidence
for the immune-mediated nature of these toxicities. The precise mechanisms of IADRs remain
unclear; however, the vast majority may be caused by immunogenic conjugates formed via the co-
valent interaction of a RM with cellular proteins, resulting in cellular dysfunction or an immune
response via the formation of a hapten (10). The link between RM formation and drug toxicity
first became evident from studies on the hepatotoxic anti-inflammatory agent acetaminophen.
Mechanistic studies, which have served as a gold standard for drug toxicity assessment over the
decades (11), established the CYP-mediated oxidation of acetaminophen to a reactive quinone-
imine species that could deplete levels of the endogenous antioxidant glutathione (GSH) and/or
bind covalently to liver biomacromolecules, leading to hepatotoxicity. Idiosyncratic toxicities are,
by definition, difficult to reproduce in the human population, and there are few, if any, generally ap-
plicable animal models for examining them (12). Consequently, reliably predicting the occurrence
of IADRs with new drug candidates represents a significant challenge in preclinical drug discovery
and development. Under the basic premise that a molecule devoid of RM formation could mitigate
idiosyncratic toxicity risks, in vitro screens [e.g., reactive metabolite trapping with GSH and/or
protein covalent binding in NADPH-supplemented human liver microsomes (HLM)] have been
implemented to assess CYP-mediated RM formation for new molecular entities with the ultimate
goal of minimizing or eliminating this liability through iterative medicinal chemistry (13, 14).

THE STRUCTURAL ALERT/REACTIVE METABOLITE CONCEPT IN
DRUG DESIGN: WHAT HAS RETROSPECTIVE STRUCTURE
TOXICITY ANALYSIS TAUGHT US?

Because the link between RM formation and idiosyncratic toxicity is not well understood, one
tactic frequently adopted in drug discovery is that of avoidance. The term avoidance refers to
a philosophical argument wherein certain functional groups (known as structural alerts or toxi-
cophores) must be excluded from drug design, irrespective of whether these substituents would
offer pharmacologic (e.g., improved intrinsic potency), pharmacokinetic (e.g., low plasma clear-
ance), and/or biopharmaceutical (e.g., improved aqueous solubility) advantages. The concept
of structural alerts (extensively reviewed in Reference 15) originated from studies that charac-
terized the mechanism of RM formation within numerous drugs associated with idiosyncratic
toxicity. An analysis of 68 drugs recalled or associated with a black box warning (BBW) for

12.2 Kalgutkar · Dalvie
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(Quetiapine and loxapine are not associated with the IADRs noted with clozapine)

Figure 1
Structure-toxicity relationships for the dibenzodiazepine derivatives: clozapine versus loxapine and quetiapine. Abbreviations: GSH,
glutathione; IADR, idiosyncratic adverse drug reaction.

idiosyncratic toxicity indicated that 55 (80.8%) contained one or more structural alerts, and
evidence for RM formation [characterization of adducts with biological nucleophiles such as
GSH and/or covalent binding to target organ tissue (e.g., liver microsomes)] was provided for
36 out of the 55 drugs (65%) (16). A prominent structural alert in the analysis was the aniline/
anilide motif, which was present in ∼30 out of the 68 (44%) toxic drugs. Among all known structural
alerts, the aniline/anilide motif is perhaps most notorious for its association with mutagenicity,
direct organ toxicity, methemoglobinemia, and immunogenic allergenic toxicity (17).

A compelling argument for chemotype-specific toxicity is also evident from structure-activity
relationship (SAR) studies, wherein the absence of RM liability is consistent with the improved
safety profile of successor drugs. For instance, whereas clozapine use is limited by a high
incidence of agranulocytosis and hepatotoxicity, quetiapine and loxapine are not associated with
these adverse events. Clozapine exhibits covalent binding to human neutrophils in vitro via the
myeloperoxidase-catalyzed oxidation of the dibenzodiazepine ring to a reactive iminium ion,
which covalently binds to target tissue and GSH (Figure 1) (18, 19). Proteins covalently modified
with clozapine have been detected in neutrophils of patients being treated with clozapine; this
finding reaffirms the relevance of the in vitro studies (19). In the cases of quetiapine and loxapine,
the bridging nitrogen atom is replaced with a sulfur or oxygen atom (Figure 1); consequently,
these drugs cannot form a reactive iminium species (20). Although anecdotal for the most part, the
structure-toxicity relationships suggest that avoiding structural alerts in drug design would lead
to therapeutic agents that do not cause IADRs. In fact, knowledge-based systems such as Derek
for Windows that are used to predict the toxicity of a chemical from its structure have evolved
from such findings. Predictions from knowledge-based systems, however, can be misleading at
times. For example, 2-aminopyridine and 2-aminopyrimidine are not predicted to be structural
alerts in Derek and are commonly utilized in drug discovery as aniline replacements. Certainly,
the 2-aminopyrimidine scaffold found in the anxiolytic agent buspirone is not metabolized to
a RM, unlike the aniline derivative and RM-positive hepatotoxin nefazodone (Figure 2) (21).

www.annualreviews.org • Predicting RM-Positive Drug Toxicity 12.3
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Figure 2
RM formation within aniline and aminopyrimidine structural alerts. The aniline (nefazodone) and aminopyrimidine (buspirone and
trimethoprim) alerts are highlighted in red. Abbreviations: CYP, cytochrome P450; GSH, glutathione; HLM, human liver microsomes;
RM, reactive metabolite.

However, an exception to the rule is the two-electron oxidation of the 2-aminopyridine group
in trimethoprim to an electrophilic imine-methide species, which is a causative factor in the
idiosyncratic toxicity associated with this antibacterial drug (Figure 2) (22). As novel (and
proprietary) functional groups are continuously sought in drug design, unanticipated bioactivated
pathways leading to RMs may emerge and thus expand the existing knowledge on structural alerts.

As such, the application of the structural alert concept in drug design has several shortcomings.
First, not all compounds possessing structural alerts are metabolized to RMs. The likelihood of
RM formation depends on the binding pose of the compound in the catalytic site of the drug-
metabolizing enzyme (e.g., CYP) and the subsequent positioning of the structural alert toward
metabolism to a RM. Metabolism may occur at a site other than the structural alert and lead to
nonreactive products. For example, both sudoxicam and meloxicam (Figure 3) contain the 2-
aminothiazole structural alert, but only sudoxicam forms the reactive acylthiourea, which appears
to be responsible for its hepatotoxicity (23). Although the introduction of a methyl group at
the C-5 position on the thiazole ring in meloxicam is the only structural difference, the change
dramatically alters the metabolic profile. Oxidation of the C-5 methyl group to the alcohol (and
carboxylic acid) metabolites constitutes the major metabolic fate of meloxicam in humans (24).
Additionally, alternative routes of drug clearance could also influence the metabolism of structural
alerts, as in the cases of ranitidine and pramipexole (Figure 3). Both drugs are eliminated by urinary
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Figure 3
Illustrations of drugs that contain structural alerts but do not form RMs. Structural alerts are highlighted in red. Abbreviations: CYP,
cytochrome P450; RM, reactive metabolite.

excretion primarily in unchanged parent form (25, 26), and no RM formation is seen on the furan
and 2-aminothiazole structural alerts. Notably, ranitidine and pramipexole are marketed as agents
for the treatment of peptic ulcers and Parkinson’s disease and generally do not cause IADRs.

Second, because the categorization of structural alerts is knowledge based, avoiding as-yet-
unknown structures that can form RMs is not possible. For example, the mechanism for RM
formation within the anticonvulsant felbamate, which is associated with aplastic anemia and hep-
atotoxicity, involves the formation of the electrophilic α,β-unsaturated 2-phenylpropenal via an
uncharacteristic multistep process (Figure 4) (27). Evidence for the occurrence of this pathway
in vivo has arisen from the characterization of urinary mercapturic acid conjugates following fel-
bamate administration to humans (28). As seen in Figure 4, felbamate is devoid of prototypical
structural alerts.

Third, and more importantly, structural alerts fall into one of two categories: ones that form
RMs versus all others. There is no clear distinction as to when a particular functional group is
viewed as a structural alert. The vast majority of marketed drugs possess a phenyl ring, which is
a structural alert because its biotransformation to the corresponding phenol metabolite proceeds
through a reactive epoxide intermediate, which can be trapped with GSH in some cases (15, 16).
Removing simple phenyl rings from the repertoire of substituents in drug design is practically
impossible, and mankind would be deprived of countless useful therapies if phenyl-containing
drugs had not been developed because of the phenyl ring’s status as a structural alert.

Finally, the simplistic notion that the absence of a structural alert and/or RM liability in a
drug candidate serves as a guarantee of its safety is not necessarily true. There is no evidence
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Figure 4
Mechanism of RM formation within the anticonvulsant felbamate, which led to the design of fluorofelbamate. Abbreviations: GSH,
glutathione; RM, reactive metabolite.

that the idiosyncratic hepatotoxicity associated with the recalled thrombin inhibitor ximelagatran
(Figure 5) is associated with RM formation, and the drug does not exhibit any alerts in its
chemical structure (29). Likewise, there are no structural alerts or evidence for RM formation
within drugs such as chlormezanone, isoxicam, pemoline, and flecainide (Figure 5), which have
been withdrawn owing to idiosyncratic toxicity (16). The widely prescribed antihyperlipidemic
agent niacin (Figure 5) does not contain conventional structural alerts but possesses the highest
potential for hepatotoxicity when administered in the sustained-release form. The hepatotoxic
effects of niacin are related to a high-affinity, low-capacity metabolic pathway that affords
nicotinamide and N-methyl-2- and N-methyl-4-pyridone-5-carboxamide metabolites; thus, the
sustained-release formulation can lead to higher levels of toxic metabolites (30). The alternative
competing metabolic pathway is a low-affinity, high-capacity conjugation pathway (involving
the formation of a glycine amide metabolite) that leads to prostaglandin-mediated vasodilation
and subsequent cutaneous flushing (31). The immediate-release formulation overwhelms the
higher-affinity oxidation pathway, and the majority of the niacin dose is metabolized via the
high-capacity glycine conjugation pathway, leading to a much lower rate of hepatotoxicity (30).

Although structural alerts must be used with caution, particularly at the lead optimization/
candidate selection stage in drug discovery, it is imperative to demonstrate experimentally whether
structural alerts, if present in a molecule of interest, actually are prone to RM formation. In the
case of RM-positive drugs, identifying the biochemical mechanism and the enzymes responsible
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Figure 5
Illustrations of drugs associated with IADRs that do not contain structural alerts and do not form RMs.
Abbreviations: ADR, adverse drug reaction; IADR, idiosyncratic adverse drug reaction; RM, reactive
metabolite.

for RM formation is necessary. The information can then be used, as appropriate, to modify the
structure of the RM-positive drugs in order to eliminate the liability. For instance, fluorofelbamate
was specifically designed to eliminate the RM liability of felbamate on the basis of the bioacti-
vation mechanism depicted in Figure 4. The strategic placement of the fluorine atom on the
benzylic position prevents the β-elimination process that affords the α,β-unsaturated aldehyde
(32). Successful case studies involving metabolism-guided design to circumvent RM formation in
drug discovery are abundant in the medicinal chemistry/chemical toxicology literature (33–36).
For instance, in the course of efforts leading to the discovery of taranabant, a selective and potent
inhibitor of the cannabinoid-1 receptor and a Phase III clinical candidate for the treatment of
obesity, the lead compound 1 depicted in Figure 6 revealed a high level of covalent binding to
HLM in a NADPH-dependent fashion, consistent with RM formation. Elucidation of the struc-
ture of the GSH conjugate suggested that the RM was an arene oxide intermediate derived from
epoxidation of the electron-rich phenoxy ring (37). Replacement of the phenoxy ring with the
trifluoromethylpyridyl ring afforded taranabant, which was devoid of RM formation yet retained
potency and selectivity against the cannabinoid-1 receptor.

Another example pertains to the discovery of the first glucokinase activator, piragliatin
(Figure 6), which has shown efficacy (e.g., lowering of pre- and postprandial glucose levels,
improvements in insulin secretory profile) in Phase II clinical trials in patients with type 2 dia-
betes (38). The prototype candidate RO0281675 (Figure 6) was withdrawn from Phase I clinical
trials owing to its narrow safety margin in preclinical toxicology studies. In chronic toxicology
studies in rats and dogs, RO0281675 caused reversible hepatic lipidosis, which was believed to
occur via the metabolism of the 2-aminothiazole motif to a thiourea metabolite. The hypothesis
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Medicinal chemistry tactics to eliminate RM liability on the basis of established pathways of bioactivation.
Structural alerts are highlighted in red, and functional groups that are not structural alerts are highlighted in
blue. Abbreviations: CB-1, cannabinoid-1; CYP, cytochrome P450; HLM, human liver microsome;
RM, reactive metabolite.

was further substantiated on the basis of two observations: (a) the thiourea derivative was formed
as a metabolite upon incubating RO0281675 in NADPH-supplemented liver microsomes from
preclinical species and humans, and (b) five-day toxicity studies in rats with an authentic stan-
dard of the thiourea metabolite led to hepatic lipidosis in a manner similar to that noted with
RO0281675. Subsequent SAR studies seeking thiazole ring replacements led to the identification
of a pyrazine-based lead analog, labeled compound 2 in Figure 6. In vitro metabolite identifica-
tion revealed several oxidative metabolites on the cyclopentyl ring of compound 2, which were
synthesized and shown to possess pharmacological activity comparable with that of the compound
itself. Additional profiling of in vitro and in vivo safety and efficacy of the oxidative metabolites
led to the selection of piragliatin as the clinical candidate. Subchronic and chronic toxicology
studies with piragliatin in rats and dogs revealed no evidence of hepatic lipidosis. Furthermore,
piragliatin is relatively less lipophilic than compound 2 (clog P of compound 2 = 2.69 versus clog
P of piragliatin = 0.47) and exhibits superior oral absorption (lower plasma clearance leading to
increased oral absorption) in preclinical species and humans. In practice, however, the exercise of
eliminating or reducing RM formation is not trivial; medicinal chemistry tactics to eliminate RM
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formation could confer a detrimental effect on pharmacology (e.g., changes in agonist/antagonist
behavior, subtype selectivity for target receptor or enzyme) and/or pharmacokinetic attributes. In
our experience, if the structural alert can be readily replaced with an alternative moiety without
significant loss of desired pharmacology/pharmacokinetic attributes, then doing so is advisable.
As a result, the need for additional risk assessment beyond the standard drug safety package as
well as further internal debate on this topic for the remainder of the development program could
be avoided.

Although the strategy of circumventing IADR risks via removing RM liability represents a
pragmatic starting point in drug design, there is growing concern that the perceived safety hazards
associated with structural alerts and RM-positive compounds may be overexaggerated. Several
blockbuster drugs contain structural alerts and form RMs but do not cause idiosyncratic toxicity,
suggesting that the structural alert concept and RM screening tools in drug discovery may be too
stringent and thus could halt the advancement of novel medicines. A survey of 108 structurally
distinct drugs that were among the most prescribed in 2009 revealed that 58 (53%) contained
structural alerts, and evidence for RM formation has been provided in 24 out of the 58 (41%)
cases (16). Likewise, 13 out of the 15 small-molecule drugs, which constitute the top drugs based
on total sales in 2009, possess structural alerts. In vitro and/or in vivo experimental evidence for
RM formation has been presented for 10 out of the 13 drugs (16). Overall, the analysis indicates
that the percentage of structural alert–positive and/or RM-positive drugs in the most-prescribed
or total-sales drug category is largely similar to that noted for drugs recalled or associated with
a BBW. The alerts are fairly diverse in nature and include aniline/anilide, thiophene, olefin,
and quinone precursors found in the toxic drugs. In the case of the top-ranked drug (on the
basis of dispensed prescriptions and sales) atorvastatin (Lipitor R©) (Figure 7), CYP3A4-catalyzed
monohydroxylation on the acetanilide structural alert leads to the formation of the active ortho-
and para-hydroxyacetanilide metabolites (39), which can be oxidized to reactive quinone-imine
species in a manner similar to that noted for acetaminophen. The observation that atorvastatin
covalently binds to HLM in a NADPH-dependent fashion partially validates the hypothesis (40).
Interestingly, atorvastatin was ranked number one in terms of dispensed prescriptions and total
sales for 2009.

In some cases, RM formation is essential to the pharmacological activity of a drug. In the
case of the blockbuster cardiovascular drug and P2Y12 purinoreceptor antagonist clopidogrel, the
thiophene structural alert is metabolized by a CYP enzyme or enzymes to a pharmacologically
active RM (speculated to be an electrophilic sulfenic acid). This RM forms a covalent disulfide
linkage with a cysteinyl residue on the P2Y12 receptor in platelets, leading to inhibition of platelet
aggregation (Figure 7) (41, 42). Similar to clopidogrel, the antidepressant duloxetine contains a
pendant thiophene ring, which can be oxidized by CYP to RMs. Indeed, incubation of duloxetine in
NADPH- and GSH-supplemented HLM indicated the presence of several GSH conjugates (43).
Interestingly, structural characterization of these conjugates reveals that GSH adduction occurs on
the naphthalene ring rather than on the thiophene ring and likely proceeds via a reactive epoxide
intermediate (Figure 7).

RMs can be the bases for DDIs. In humans, the antidepressant paroxetine is metabolized by
CYP2D6 on the 1,3-benzodioxole structural alert to a catechol intermediate (44). The process also
leads to the mechanism-based inactivation of the CYP isozyme and DDIs with CYP2D6 substrates
in the clinic (45). In vitro studies with [3H]-paroxetine have demonstrated the NADPH-dependent
covalent binding to human liver microsomal and S9 proteins and have also demonstrated the
characterization of GSH conjugates of reactive quinone metabolites (Figure 8) (46). The selective
estrogen receptor modulator raloxifene is metabolized by CYP3A4 on the phenolic structural
alerts to yield reactive quinone species that can be trapped with GSH (47). The process is also
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Figure 7
Examples of commercial blockbuster drugs that form RMs. Structural alerts are highlighted in red. Abbreviations: CYP, cytochrome
P450; GSH, glutathione; RM, reactive metabolite.

accompanied by the mechanism-based inactivation of CYP3A4. Cyclobenzaprine is a skeletal
muscle relaxant, which is metabolized on the olefin structural alert to yield the corresponding
dihydrodiol metabolite in significant quantities in human urine (Figure 8) (48). The formation
of the dihydrodiol metabolite is consistent with olefin epoxidation as a rate-limiting step.

In addition to the above analysis, examination of the structural trends for recently approved
drugs (2009–present) revealed the presence of structural alerts in several cases (Figure 9). Fore-
most among these is the thiophene structural alert in the sodium glucose cotransporter 2 inhibitor
and antidiabetic agent canagliflozin. However, its principal elimination mechanism in humans
involves glucuronidation (on the sugar moiety) by UGT (uridine diphosphate glucose glucurono-
syltransferase) enzymes (49). The lack of GSH conjugate formation in canagliflozin incubations
in HLM suggests that the thiophene ring is latent to CYP metabolism (A.S. Kalgutkar, unpub-
lished observations). The selective direct factor Xa inhibitors apixaban and rivaroxaban are new
oral anticoagulants that contain structural alerts ( para-methoxyaniline and bis-anilide motifs in
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Additional examples of successfully marketed drugs that form RMs. Structural alerts are highlighted in red. Abbreviations: CYP,
cytochrome P450; GSH, glutathione; RM, reactive metabolite.

apixaban; chlorothiophene and bis-anilide motifs in rivaroxaban). Human mass balance studies
using [14C]-apixaban and rivaroxaban indicate that the alerts in those compounds are not subject
to metabolism and/or RM formation (50, 51). In the case of rivaroxaban, the pendant chlorothio-
phene motif is essential for pharmacology and cannot be replaced. The aniline structural alert is
also present in the oral direct thrombin inhibitor dabigatran. However, dabigatran is not subject
to oxidative metabolism by CYP enzymes in humans (52).

The remainder of drugs flagged for structural alert presence (depicted in Figure 9) have been
approved for various oncology indications. Enzalutamide is an androgen receptor antagonist used
in the treatment of metastatic castration-resistant prostate cancer. Radiolabeled mass balance
studies in humans with [14C]-enzalutamide revealed N-dealkylation and amide bond hydrolysis
as the principal routes of metabolism (53). The thiourea structural alert in enzalutamide is not
subject to metabolism. Pomalidomide is a thalidomide derivative and has been approved for the
treatment of relapsed and refractory multiple myeloma. In humans, a significant proportion of the
metabolism occurs on the aniline structural alert (via the catalytic action of CYP1A2 and CYP3A4)
to yield the corresponding ortho- and para-hydroxyaniline derivatives as stable metabolites (54).
However, GSH conjugates of the quinone-imine species (the two-electron oxidation product of
the hydroxyaniline metabolites of pomalidomide) have not been observed in HLM incubations
(55). The ortho-hydroxyaniline metabolite of pomalidomide is subject to glucuronidation and is
one of the major metabolites in human excreta.

Bosutinib, cabozantinib, pazopanib, ponatinib, crizotinib, and vandetanib are tyrosine kinase
inhibitors. In humans, bosutinib is metabolized primarily by CYP3A4 to yield N-desmethyl
bosutinib and oxydechlorinated bosutinib as major circulating metabolites. The oxydechlorinated
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Figure 9
Recently approved drugs (2009–present) that contain structural alerts. Structural alerts are highlighted in red.
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bosutinib metabolite is an ortho-hydroxyaniline derivative with the potential to form a quinone-
imine species. However, there are no literature reports that provide evidence for the formation
of electrophilic quinone species in the course of bosutinib metabolism. Cabozantinib was granted
orphan drug status by the United States Food and Drug Administration (FDA) in 2011 and
approved in 2012 for the treatment of medullary thyroid cancer. Cabozantinib contains two struc-
tural alerts: anilide and dialkoxyether. However, the primary pathway of cabozantinib clearance
in humans involves N-oxidation by CYP3A4 (56) and does not appear to involve metabolism of
either of the two structural alerts. Pazopanib and ponatinib have been approved for the treatment
of renal cell/soft tissue carcinoma and chronic myeloid leukemia, respectively. The two drugs are
associated with severe and sometimes fatal hepatotoxicity in clinical studies, which resulted in
BBW labels (57, 58). A GSH conjugate has been detected in HLM incubations of pazopanib (59).
Whether the RM is generated from a two-electron oxidation of the para-methylaniline structural
alert in pazopanib is not clear. The metabolism of ponatinib proceeds via CYP-mediated
N-demethylation and N-oxidation pathways. In addition, amide bond hydrolysis affords the
corresponding carboxylic acid and amine (aniline) derivatives as metabolites (60). There are no
reports on the oxidation of the aniline metabolite to an RM or RMs as a causative factor to
account for the hepatotoxicity associated with ponatinib. Several structural alerts are also found
in crizotinib (ortho-alkoxyaniline) and vandetanib (aniline, bromobenzene, and dialkoxyaromatic).
Oxidative metabolism plays a significant role in the elimination of crizotinib in humans.
Metabolic profiling demonstrated that crizotinib and a lactam metabolite (formed via oxidation
of the piperidine ring) were the principal circulating components in plasma. Other metabolites,
representing <10% of circulating radioactivity individually, included glucuronide and sulfate
conjugates of O-desalkyl crizotinib and O-desalkyl crizotinib lactam. The O-desalkyl crizotinib
metabolite is a hydroxyaniline derivative and possible precursor of electrophilic quinone-imine
species. In the case of vandetanib, there is no evidence for metabolism on any of the structural
alerts. Unchanged vandetanib, vandetanib N-oxide, and N-desmethyl vandetanib are the principal
components detected in plasma and excreta following oral administration of vandetanib to humans
(61).

The last two illustrations of recently approved drugs that contain structural alerts, carfilzomib
and ibrutinib, are intrinsically electrophilic in nature. Carfilzomib is a selective and irreversible
proteasome inhibitor that has been approved for the treatment of multiple myeloma. Carfilzomib
is intrinsically electrophilic in nature owing to the presence of the epoxyketone group that ir-
reversibly binds to the 20S proteasome (62). Despite its electrophilic nature and a high daily
intravenous dose (900 mg), carfilzomib has demonstrated a favorable safety profile and significant
antitumor activity in patients with relapsed and refractory multiple myeloma. In humans, carfil-
zomib has a short half-life (t1/2 ∼ 30 min) and is cleared largely extrahepatically via peptidase
cleavage and hydrolysis of the electrophilic epoxide (63). In vitro, carfilzomib demonstrates time-
and concentration-dependent inhibition of human CYP3A4, consistent with mechanism-based
inactivation (63). Direct alkylation of the enzyme by the epoxyketone moiety can be ruled out be-
cause enzyme inhibition requires NADPH cofactor. This observation suggests that carfilzomib is
metabolized by CYP3A4 to a reactive species that covalently adducts to the CYP protein. RM trap-
ping studies have not been performed with carfilzomib. In early 2013, the FDA granted ibrutinib
breakthrough-therapy designations as a monotherapy for patients with two B cell malignancies:
patients with relapsed or refractory mantle cell lymphoma who have received prior therapy and
patients with Waldenström’s macroglobulinemia. In November 2013, ibrutinib was approved for
the treatment of mantle cell lymphoma. Ibrutinib is an orally administered selective covalent in-
hibitor of Bruton’s tyrosine kinase. Like carfilzomib, ibrutinib is intrinsically electrophilic owing
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to the presence of the acrylamide substituent that covalently binds to a cysteine residue in the
tyrosine kinase (64).

DEALING WITH REACTIVE METABOLITES IN DRUG
DISCOVERY—THE PATH FORWARD

The mere presence of structural alerts cannot in itself predict the type, severity, or incidence
of IADRs associated with drugs. Likewise, RM screening tools (exogenous trapping with nucle-
ophiles and/or protein covalent binding in HLM) are not intended to predict toxicity; rather,
they are meant merely to detect the formation of RMs, some of which may carry a toxic liability.
Experiments that unambiguously define a 1:1 relationship between RM formation (e.g., the in
vitro and in vivo characterization of GSH conjugates) and toxicity in humans are extremely rare.
Although GSH adducts and/or downstream mercapturic acid metabolites that are measured in
vivo represent short-term exposure to RMs, protein adducts reflect the internal exposure of cells
to RMs in vivo, which is more relevant for risk assessment purposes. Whether covalent binding
measures in vivo are likely to be more informative about the in vivo safety risk than covalent
binding studies in vitro remains to be established. This uncertainty arises from a paucity of data
on absolute levels of in vivo covalent binding that could lead to a toxic outcome versus levels of
binding that are safe. At the present time, there is no consensus on a preclinical discovery strategy
to investigate safety hazards and risks posed by RM formation for a particular drug candidate
in humans. Ultimately, only studies in humans can currently be used to unearth mechanisms
of serious IADRs, to determine cause and effect with respect to RM formation in humans, and
subsequently to determine clinical outcome. Although reducing exposure to RMs is viewed as a
pragmatic approach to minimize IADR risks during drug development, these strategies should not
rely solely on structural alert/RM information, as overall metabolic fate and other considerations
(discussed below) provide additional valuable information that can be used in a weight-of-evidence
approach toward risk assessment and management. For example, when a structural alert prone to
RM formation is essential for intrinsic pharmacologic potency and cannot be replaced, additional
information needs to be considered.

The fact that certain classes of drugs, such as the thienopyridine antithrombotics (e.g., clopi-
dogrel), rely on RMs for pharmacological action underscores the concept that bioactivation per se
need not equate to a toxicological response. Overall, this conundrum raises a fundamental ques-
tion: Why are some RM-positive drugs safe, whereas others are not? A limitation of the in vitro
RM screens is that they are typically conducted in HLM (in the presence and absence of NADPH
cofactor); thus, they examine only CYP-catalyzed RM formation. In some instances, RM forma-
tion may be observed in microsomes in a CYP-dependent fashion, but in vivo, the compound
may undergo a distinctly different and perhaps more facile metabolic fate that circumvents RM
formation. For instance, both paroxetine and raloxifene form GSH conjugates and covalently bind
to HLM in a CYP-dependent fashion; however, in vivo, the quinone precursors are metabolized
principally via competing O-methylation and glucuronidation pathways, respectively (44, 65). It
is tempting to speculate that in the modern drug discovery paradigm, paroxetine and raloxifene
would likely not be considered as candidates for clinical development because of the high degree of
microsomal covalent binding and GSH adduct formation (66). Minimizing false positives requires
that initial RM assessments in HLM be followed by more detailed studies in fully integrated in
vitro biological matrices such as hepatocytes and/or liver S9 fractions from both human and animal
species (67). Establishing a clear understanding of the in vivo clearance mechanisms in animals and
how they relate to RM formation in in vitro matrices would lead to data-driven decision making
with regard to compound selection.
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Figure 10
Low-daily-dose drugs do not exhibit the IADR liability associated with high-daily-dose drugs. Structural
alerts are highlighted in red. Abbreviations: IADR, idiosyncratic adverse drug reaction; RM, reactive
metabolite.

Comparison of the daily dosing regimen of toxic versus nontoxic drugs indicates that high-
dose drugs (>100 mg) tend to be the ones that most frequently cause IADRs, whereas low-dose
drugs (<50 mg) rarely are problematic in this regard (whether or not these agents are prone to
RM formation) (16). The vast majority of structural alert–positive and/or RM-positive drugs in
the top 200 list (in terms of dispensed prescriptions and total sales) are low-daily-dose drugs.
The improved safety of low-dose drugs could arise from a marked reduction in the total body
burden of RM exposure via efficient scavenging by GSH (and other competing metabolic path-
ways), such that the reactive species are unlikely to exceed the safety threshold needed for toxicity.
For example, olanzapine (Figure 10) forms a reactive iminium metabolite analogous to the one
observed with clozapine, yet olanzapine is not associated with a significant incidence of agranulo-
cytosis (19). One difference between the two drugs is the daily dose; clozapine is given at a dose
of >300 mg/day, whereas the maximum recommended daily dose of olanzapine is 10 mg/day.
Another example becomes evident upon comparison of the tricyclic antidepressants amineptine
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and tianeptine (Figure 10). Both drugs form reactive arene oxide species, but only amineptine is
hepatotoxic (16, 68, 69). The improved tolerance of tianeptine in the clinic likely arises from the
∼5–6-fold lower recommended dose relative to that of amineptine (daily doses of amineptine and
tianeptine are 200 mg and 37.5 mg, respectively). Likewise, in the case of clopidogrel, the majority
(>70%) of its daily dose of 75 mg is rapidly hydrolyzed by human carboxylesterases to the inactive
carboxylic acid metabolite (∼80–85% of circulating metabolites) (70), which means that only a
small percentage of the parent drug (20 mg or less) is theoretically available for conversion to the
active RM. Indeed, covalent binding to platelets accounts for only 2% of radiolabeled clopidogrel
in human mass balance studies (71). Finally, trametinib (Figure 10), a kinase inhibitor recently
approved for the treatment of patients with unresectable or metastatic melanoma, also falls into
the category of a structural alert–positive agent but a low-daily-dose drug (72). Despite hydrolysis
on the acetanilide alert to the corresponding aniline derivative as a primary metabolic pathway,
no idiosyncratic hepatotoxicity has been noted thus far. This absence of hepatotoxicity could be
ascribed to the very low recommended dosage (2 mg daily). Recent advances in risk assessment
methodologies—such as the estimate of total daily body burden of covalent binding in hepato-
cytes and the zone classification, which takes the clinical dose into consideration—are positive
steps toward quantitative prediction of IADR risks with drug candidates (40, 73, 74). Given this
general trend in which low daily dose is a key factor in reducing IADR risks, optimization of
lead compounds in drug discovery programs should focus on improving intrinsic pharmacologic
potency and optimizing pharmacokinetics as a means of decreasing the projected clinically effica-
cious plasma concentrations (and hence the dose) and the associated body burden of a parent drug
and its metabolites. However, there will be classes of drugs (e.g., antibacterials, antiretrovirals) for
which this goal will be difficult to achieve.

Numerous drugs form RMs and cause idiosyncratic toxicity, yet they remain on the market and
are widely prescribed because of favorable benefit-risk considerations; for example, Stepan et al.
(16) found that aniline sulfonamide antibacterial agents such as sulfamethoxazole and sulfadoxine,
which carry a BBW for IADRs including skin rashes and hepatotoxicity, are linked to RM for-
mation. As noted in this work, the aniline/anilide motif is widely used in de novo kinase inhibitor
design, as is evident with the recently approved tyrosine kinase inhibitors (see Figure 9). Some
of them (e.g., pazopanib, ponatinib, and sunitinib) are even associated with cases of idiosyncratic
hepatotoxicity, and available circumstantial evidence points toward RM liability as a potential
causative factor in some instances. Lapatinib presents an interesting example that also illustrates
the weight of unmet medical need over the risk of hepatotoxicity. Lapatinib is used in combination
with capecitabine for the treatment of advanced or metastatic breast cancer and is associated with
several cases of hepatotoxicity (some resulting in fatalities). Not only is the drug bioactivated
to a quinone-imine species, resulting in covalent modification of the CYP3A4 isozyme (75),
but its recommended daily dose is 1.25 grams. These observations suggest that the level of risk
(e.g., idiosyncratic toxicity, DDI risk due to CYP inhibition) that would be deemed acceptable
for drug candidates intended to treat major unmet medical needs, life-threatening diseases,
and/or orphan diseases is significantly higher than the acceptable risk level associated with the
treatment of chronic nondebilitating conditions for which alternate treatment options are already
available. This issue also raises for debate a philosophical question regarding medicinal chemistry
investments in removing structural alerts such as the aniline motif, which is widely utilized in
kinase inhibitor programs and is challenging to mimic by isosteric replacement. The argument
also applies to unprecedented pharmacologic targets or molecules that carry a significant risk with
regard to predicted human pharmacokinetics, whose primary goal is to first demonstrate early
signs of efficacy in the clinic and/or adequate systemic exposure. For such programs, RM-positive
molecules can be advanced into first-in-human studies as probes to address pharmacokinetics
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and proof of mechanism, provided they are deemed safe in standard preclinical toxicology
studies. While proof of mechanism is being obtained, additional efforts can be invested in the
identification of backup molecules that are devoid of RM formation. An illustration of such tactics
is evident in our work on the RM-positive 5-trifluoromethylpyrido[4,3-d]pyrimidin-4(3H)-one
short-acting series of calcium receptor antagonists. In these efforts, achieving a narrow window
of human pharmacokinetics for safety and efficacy was a primary driver of success (76, 77).
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Abstract

Early genome-wide association studies (GWAS) using relatively small sam-
ples have identified both rare and common genetic variants with large impact
on severe adverse drug reactions, dosing, and efficacy. Here we outline the
challenges and recent successes of the GWAS approach in disease genet-
ics and the ways in which these can be applied to pharmacogenomics for
biological discovery, determination of heritability, and personalized treat-
ment. We highlight that the genetic architecture of drug efficacy reflects a
complex trait yet that of adverse drug reactions more closely mirrors the ar-
chitecture of Mendelian diseases and how this difference affects future study
design. Given that multiple layers of biological data are increasingly available
on large samples from biorepositories linked to electronic medical records,
GWAS will remain a key component of the systems biology approach to
uncovering small to moderate genetic determinants of drug response; these
discoveries should move us closer to a personalized approach to health care.
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GWAS: genome-wide
association
study/studies

INTRODUCTION

Considerable variability exists in patients’ response to drug treatment, as manifested by poor treat-
ment outcomes such as low efficacy, adverse events, and toxicity. The one-size-fits-all ideology
that drives drug development to maximize its target population has contributed to this observed
spectrum of variation in response. It is generally believed that understanding the biological mech-
anisms and genetic determinants of drug response will help to guide therapeutic strategies toward
a better safety and efficacy profile (1, 2) and, ultimately, to a more stratified approach to therapy.

Knowledge-based candidate gene studies have been useful for identifying genetic variants that
alter the pharmacokinetic properties of drug transporter or metabolizing enzymes that lead to
treatment outcome difference among patients (3). However, the biological mechanisms through
which many commonly used drugs affect treatment outcomes are poorly understood, and this has
limited the success of genetic studies of pharmacodynamics.

Genome-wide association studies (GWAS) offer a hypothesis-free approach that systematically
tests hundreds of thousands or more variants in the genome without prior knowledge of the
location of the causal variants (4). Over the past few years, thousands of variants affecting the
genetic basis of many common diseases and complex traits have been identified through GWAS
(see, e.g., NHGRI GWAS catalog) (5). Although clinical translation of this burst in gene discovery
has not been straightforward, novel insights have been revealed, which should allow biologists to
uncover the complex mechanisms that lead to the various phenotypes (6, 7).

Early drug response GWAS have mostly focused on critical clinical problems such as individ-
ualized dosing or severe adverse drug reactions (ADRs). These studies have successfully identified
a few dozen large effect genetic variants, for which clinical translation has been eagerly pursued
(8–11). The fundamentals behind these successful studies and where they lead have been reviewed
previously (1, 12, 13). Drug efficacy GWAS are slowly beginning to emerge, offering first glimpses
at the complex genetic architecture underlying the variable treatment outcomes for some com-
monly prescribed drugs.

In this review, we focus on issues related to drug efficacy GWAS. Like complex traits such
as height, drug efficacy is often observed as a continuous spectrum in the target population.
It is, therefore, reasonable to anticipate that the genetic architecture for drug efficacy and other
complex traits share many common features. Here, we first review the basics of GWAS design and
the consensus view on genetic architecture from studies of many phenotypes and then summarize
existing drug response GWAS results from both ADR and efficacy studies. Finally, we propose
a few future directions in which drug efficacy GWAS may progress in the context of experience
from GWAS of other complex traits.

GWAS OF COMMON DISEASES

The GWAS design became realistic only after the International HapMap Project comprehen-
sively catalogued more than 10 million common polymorphisms across all the major ethnic groups
(14, 15). The primary idea of GWAS is to systematically test the association between a pheno-
type and all the common polymorphisms in thousands of individuals. Given the strong linkage
disequilibrium (LD) between common polymorphisms, a selection of a few hundred thousand
independent single-nucleotide polymorphisms (SNPs), coupled with imputation, was found to be
enough to tag the vast majority of common polymorphisms in the whole genome (16). Indeed,
most commercially available GWAS genotyping arrays similarly focus on a subset of carefully
selected SNPs to achieve more than 90% coverage of the common SNPs in the genome. These
robust high-throughput genotyping platforms have finally made it possible to genotype thousands
of individuals in an affordable and timely fashion (4).
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Over the past few years, researchers across the world have joined forces to assemble large
cohorts with many thousands of subjects for powerful GWAS. These have led to the discovery
of well over 2,000 robustly replicated loci associated with common diseases and complex traits in
the human population (17). It is worth noting here that by design, the associated SNPs identified
through GWAS are likely simply tagging the causal variants in LD, and further investigations are
often required to identify the true functional variants (18).

Genetic Architecture of Common Diseases

GWAS are designed and powered to detect associations through LD between common SNPs and
causal variants. Therefore, it is not surprising that most of the variants identified through GWAS
are common. With few exceptions, the majority of these variants have small to moderate genetic
effects. For example, of the 40 published type 2 diabetes risk variants, only TCF7L2 has an allelic
odds ratio (OR) of 1.35; the ORs of all the other signals, which collectively explain around 10% of
the European population’s familial risk, range from 1.05 to 1.25 (17). The numbers of independent
loci identified for different phenotypes vary greatly due to the differences in sample size between
studies. One of the most fruitful complex traits under intensive investigation through GWAS is
height, for which more than 100 loci have been identified. Collectively, these 100 loci account
only for around 20% of the total variance in the population, which is considerably lower than
the 80% heritability—that is, the overall genetic contribution to population variance—estimated
by traditional twin studies (19). Simulation and theoretical modeling have demonstrated that
incomplete LD between the causal variants and common SNP markers may explain a small part
of the heritability underestimation (20, 21). However, almost without exception, the GWAS-
identified loci can explain only a small proportion of the genetic variance for common diseases
and complex traits, revealing the so-called missing heritability problem (22).

Alternative hypotheses of common disease genetic architecture have been proposed to address
the missing heritability issue. The focus of debate is whether a large number of small effect variants
across the whole allele frequency spectrum or a large number of rare variants with large effects
are missed by current GWAS (23, 24). Empirical evidence points to a combination of the two
models. For example, in type 2 diabetes, multiple independent common variants at the TP53INP2
locus have independent contributions to disease risk (25), and the HNF1A locus harbors both
GWAS-identified common risk variants and other highly penetrant variants causing monogenic
forms of diabetes. Furthermore, a targeted sequencing study of the GWAS-identified MTNR1B
locus found that multiple rare variants with significant functional consequences also contribute
to type 2 diabetes susceptibility independent of the GWAS signal (26). Thus, multiple variants
contributing to disease risk are segregating in the population at a wide allele frequency spectrum,
and a combination of different genetic experiments, such as GWAS and deep sequencing, may be
required to get a more complete picture of the genetic architecture of complex traits.

Revealing Novel Biological Mechanism

GWAS have delivered a breakthrough in our understanding of common disease susceptibility and
variation in complex human phenotypes (23). The vast majority of GWAS signals were unknown
to the field, as most of them fall outside of the protein coding regions and therefore were difficult
to link to known biological pathways. For the large number of signals in intergenic regions or gene
deserts, follow-up genetic fine mapping and functional work is usually required to identify the
causal variants and the exact molecular mechanism through which the genetic effects are exerted.
However, candidate genes can be nominated in many cases based upon prior functional knowl-
edge of the sequences in and around the physical proximity of the GWAS signals. Anchored by
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these candidate genes, documented protein-protein interactions and functional pathways can be
integrated with GWAS results to reveal novel biological mechanisms for diseases and to identify
novel drug targets beyond the GWAS-identified genes. A good example is the GWAS-identified
association of variants in IL12B and IL23R with ankylosing spondylitis (27, 28). This observation
pointed to the involvement of the IL-23R pathway, which had not previously been considered as
biologically important for this disease. As a result, new therapies that block IL-17, another member
of the IL-23 cytokine processing pathway, were assessed in the treatment of ankylosing spondylitis
and have shown promising results in early small clinical trials (29). Due to the complex genetic
architecture of disease and the length of time it often takes to develop and implement an effective
treatment strategy, the translation of GWAS results into such successful clinical interventions has
been limited to date. In the medium- to long-term, it is likely that the greatly enhanced under-
standing of the genetic determinants of common diseases and the resulting better understanding
of their pathogenic pathways will accelerate progress toward a personalized medicine approach to
treatment.

GWAS OF DRUG RESPONSE

The past few years have witnessed exciting pharmacogenomic discoveries from GWAS. As com-
pared with those of common diseases or other complex traits, these studies typically use smaller
samples and identify genetic markers that are strong predictors of severe ADR, dosing, and efficacy.

Rare Adverse Drug Reactions

Severe ADRs are often rare but have profound implications on patients, health care providers,
regulatory agencies, and the pharmaceutical industry (30). Early GWAS of ADRs have successfully
identified a few highly penetrant variants (31–34). It is worth noting that only one variant with large
genetic effect was identified for each type of severe ADR, indicating that the genetic architecture
of these phenotypes may be similar to that of traditional Mendelian diseases. However, none of
the variants identified thus far fully account for all the episodes of a specific ADR. As GWAS
platforms were designed to capture common genetic variants, most rare variants or low frequency
variants are probably not well tagged by the current platforms. It is likely that there are more
rare variants to be identified for these severe ADRs. With the rapidly falling cost of sequencing
and the successful discovery of additional causal variants for Mendelian diseases through exome
sequencing (35), further discoveries of rare variants underlying severe ADRs are expected in the
near future (36).

Drug Efficacy Studies

Another area of active pharmacogenetic investigation through GWAS has been drugs with a
narrow therapeutic window, such as warfarin and acenocoumarol. Candidate gene studies focusing
on genes acting in the known pharmacokinetic and pharmacodynamic pathways found that variants
in CYP2C9 and VKORC1 affect the treatment dose in a patient population (37, 38). In the initial
GWAS of warfarin dosing with 181 patients, only VKORC1 was found to have genome-wide
significance. Further replication of the top hits confirmed CYP2C9 as another main contributor,
and the two variants can explain more than 40% variance in the warfarin drug dose required to
maintain appropriate levels of anticoagulation (39). In a subsequent GWAS using 1,053 Swedish
patients, a further variant in CYP4F2 was found to explain 1.5% of the variation after adjusting
for the major genetic effects from CYP2C9 and VKORC1 (40). This example clearly shows that, in
addition to the variants with major impact, common variants with small effects still contribute to
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variation in drug response, suggesting response to these drugs may have similar genetic architecture
to common diseases and other complex traits in the human population.

An example of a common variant having a profound impact on drug efficacy is the recent dis-
covery of a polymorphism near IL28B associated with interferon-α treatment success in hepatitis
C virus infection. Three groups independently reported GWAS evidence pointing to common
variants at the locus affecting drug efficacy across major ethnic groups (41–43). The C allele
of rs12979860 is associated with better sustained virological response, and its frequency varies
dramatically between major ethnic groups, ranging from 90% in East Asians to around 75% in
Europeans and less than 50% in African Americans. This allele frequency difference can explain
approximately half of the difference in response rates between African American patients and those
of European ancestry (41). Moreover, in a subsequent GWAS, the same allele was shown to be
strongly associated with spontaneous hepatitis C viral clearance among individuals of both Euro-
pean and African ancestry (44). This example demonstrates that the same common variant affects
not only the complex host immune response to the virus but also the efficacy of drug intervention.
Therefore, it is not unreasonable to expect that additional variants associated with the risk of
common diseases will affect the response to commonly prescribed drugs given that the pathways
involving the risk genes are often the targets of intervention. A further example is that carriers of
the type 2 diabetes risk allele of variant rs7903146 in TCF7L2 have weaker glycemic response to
oral antidiabetic agent sulfonylureas (45).

Drug response GWAS have provided insight into the mechanism by which some commonly
used drugs work, especially those agents that have been widely used but for which there remains
uncertainty about their action mechanism (46, 47). For example, the first-line antidiabetic agent
metformin has been used in clinic for more than half a century with good therapeutic outcomes
and few dramatic adverse responses. However, little is known about its exact action mechanism
apart from evidence that it activates AMP-activated protein kinase (AMPK) by inhibition of the
mitochondrial respiratory chain (48), although its ability to lower blood glucose does not require
AMPK (49). A recent GWAS using 3,920 type 2 diabetes patients found robust statistical evidence
that polymorphisms at a locus that encompasses the ATM gene are associated with glycemic
response to metformin (47). Although the observed effect size of the leading variant at this locus
is small (allelic risk of treatment failure is 1.25, and it accounts for 2.5% of treatment outcome
variation) and the causal variant and mechanism for the association have yet to be fully elucidated,
these results indicate that variants in the well-known cancer gene ATM may potentially alter the
glycemic response to metformin, revealing novel mechanisms for this old drug.

Genetic Architecture of Drug Response

To summarize the features of successful pharmacogenetic GWAS, we carried out a survey of
the studies that reported at least one genome-wide significant (p < 10−7) signal, as documented
by the NHGRI GWAS catalog Web site (http://www.genome.gov/gwastudies/) by the end of
February 2012. The fundamental difference between pharmacogenomics studies and studies of
common diseases and other complex phenotypes lies in the sample size. The typical sample size
for drug response GWAS is in the hundreds with only a few studies managing just over a thousand
patients. In sharp contrast, GWAS of common diseases and other complex traits typically use a
few thousand subjects in their initial screening, with recent GWAS meta-analyses including tens
of thousands of subjects. The sample size difference has resulted in some distinct features of the
signals found to date by pharmacogenomics GWAS.

The first important feature of the drug response GWAS findings lies in their allele frequency
distribution. Figure 1 plots the minor allele frequency distribution of GWAS-identified variants
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Figure 1
Density plot of minor allele frequency of the genome-wide significant (p < 10−7) GWAS signals from the
NHGRI GWAS catalog Web site (5).

for pharmacogenomics (n = 31), common diseases (n = 1018), and other complex traits (n =
1285). Although there is little difference between common diseases and other complex traits, an
obvious excess of low allele frequency variants exists in drug response signals. This is likely due
to the investigation of severe ADRs that found low frequency variants associated with the rare
events. However, the main finding is that a significant number of drug response variants reached
high allele frequency in the population.

A large proportion of the current pharmacogenetic GWAS findings have reported large genetic
effects. When drug response is measured as a dichotomous trait, allelic OR values are often well
over 3, as compared with the typical small to moderate effects seen in GWAS findings for common
diseases (OR < 1.5). In quantitative phenotypes, it is not unusual that a single variant accounts for
more than 10% of the variation in drug dosing or efficacy, whereas in other complex traits, one
variant typically explains no more than a few percent of the variance. Clearly, common variants
with large genetic effects on drug responses do exist. But whether this is the norm or the exception
is still unclear given the limited number of pharmacogenomic GWAS findings published to date.

In summary, GWAS have provided a first glimpse at the genetic architecture of drug response.
Rare severe ADRs may be similar to monogenic diseases that are driven by a few highly penetrant
risk alleles, and using the next generation sequencing for variant discovery would be a better study
design than GWAS to reveal more rare variants with high impact. The genetic architectures of
drug efficacy and dosing are likely to be similar to those of common diseases and other complex
traits that are determined by a combination of multiple common and rare variants (2). Therefore
conducting well-powered GWAS has the potential to reveal additional variants, either of large
effect with direct clinical implication or of novel biological mechanism, affecting the variation in
drug response. Although array genotyping is becoming more affordable, assembling large well-
phenotyped samples remains a hurdle for future drug response GWAS (1).
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FUTURE DIRECTIONS

Electronic Medical Records

To meet the increasing demand of large samples for complex trait GWAS, the application of
electronic medical records (EMRs) to high-throughput genomic research has been eagerly pursued
in the past few years (50). Structural data such as patients’ diagnoses, clinical biochemistry test
results, and dispensed medications can be retrieved from EMRs to build a detailed picture of health-
care history on each individual and identify subjects for genetic studies of certain phenotypes. Such
EMR-based genetic research is better positioned to investigate the genetic determinants of drug
response compared with data derived from clinical trials (51). In addition to the obvious advantage
of cost effectiveness in sample recruitment, EMR-based studies can produce results that are more
relevant to clinical practice. All the complexity of polypharmacy and environmental exposures that
are present in clinical practice are not necessarily captured by clinical trials but can be identified
through EMRs. Another essential advantage of EMR-based genetic research is the ability to
assemble sufficient samples in a timely fashion. This is particularly important for investigations
into rare ADRs that are limited in clinical trials but can be screened from large population–based
EMRs. Further advantages of EMR-based genetic research are the flexibility offered in phenotypes
available for study and the ability to standardize phenotypes across multiple EMR data sets.

Many large medical centers are currently constructing large biobanks alongside their EMR
database to facilitate high-throughput genomic investigations and other omic research (52, 53).
Despite the many hurdles that exist in adopting EMRs for genetic research, including sparse data
collection and the low sensitivity in case identification, several proof-of-principle studies have been
published using EMR and biobanking data to replicate the GWAS-identified variants of common
diseases and other complex traits (54–56). For drug response, the recent metformin pharmacoge-
nomics GWAS relied on EMRs for both the GWAS discovery and the initial replication step (47).
Similarly, in a recent study, an EMR-linked biobank was used to replicate the association between
CYP2C19∗2 and clopidogrel resistance (57). Given the sample size and statistical power advantages
offered by EMR-based GWAS, novel insights into the genetic determinants of drug response with
more ready application to clinical practice are expected from these ongoing endeavors.

Extreme Phenotypes

Drug response and efficacy often follow a continuous distribution in patients due to collective
contributions from multiple genetic and environmental factors. Although both extreme responders
and nonresponders exist, partial responders make up the bulk of the distribution. Evaluations of
treatment efficacy in partial responders are often guided by a simple threshold in clinical guidelines
without taking into account all other clinical features. Failure to account for such features could
result in misclassification of patients with borderline outcomes and hence reduce the statistical
power in subsequent genetic analysis (30). One way of maintaining reasonable statistical power
while reducing the cost of data collection is through recruitment of extreme responders and
nonresponders for genetic investigation. Figure 2 plots the statistical power of different sample
recruitment strategies to detect a common variant with small to moderate effect on treatment
outcome. Assuming the minor allele frequency of a variant is 25% and it accounts for 0.5% or
1% of drug response variation in the whole population, selecting the top and bottom quartile
of extreme responders and nonresponders for a case control analysis will have similar statistical
power to studying the whole spectrum of responders but with only half of the data collection cost
(58). Similarly, for rare variants with larger effects, selecting samples with extreme phenotypes
for sequencing-based association tests could reduce the required sample size as much as fourfold
compared with recruiting from the general population (59).
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Figure 2
Statistical power calculations (α = 0.001) for association tests of a quantitative locus accounting for 0.5%
(solid lines) or 1% (dotted lines) variance with allele frequency of 25%. Studies using a normal population
sample are plotted in red; studies using a dichotomous trait by selecting the top and bottom quarter of the
population are plotted in blue.

Systems Biology Approach

Drug response GWAS have identified genes with large effects, but it is likely that additional vari-
ants with moderate effects may have failed the stringent threshold for genome-wide statistical
significance in small to moderate studies. Given the limitation in sample sizes, one way of recov-
ering this information is through pathway analysis that in principle tests the consistent moderate
association signals in a group of genes involved in certain pathways (60). Pathways based on prior
biological knowledge can be tested with summary statistics from signals in and around the genes
involved and then adjusted for multiple testing at the pathway level. Such pathway-based analysis
is particularly useful when genes that are most suitable for targeted intervention have only moder-
ate statistical signals compared with other genes in the pathway, as demonstrated by the example
described above of the association of the IL-23 pathway with ankylosing spondylitis and the early
promise of drugs targeting IL-17 (27–29).

In addition to genetics, there is increasing interest in other omics, and in the next few years
we are likely to see integration of EMR and other phenotype data with multiple layers of other
omics, such as transcriptomics, proteomics, and metabolomics, on top of a GWAS or sequencing
scaffold. Such data would benefit the interpretation of GWAS results in many ways. Over the past
few years, several GWAS have been published documenting the loci that affect gene expression
levels (eQTLs) in different tissues, and these eQTLs have been widely used to prioritize candidate
genes at GWAS-identified loci (61–64). More importantly, eQTL data has been used to shed
light on the biological networks through which genes affect phenotypes. For example, a cis eQTL
has been identified for transcription factor KLF14 in the adipose tissue, and this eQTL in turn
significantly affects the expression levels of at least ten other genes in trans (i.e., distal to the
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variant on the same chromosome or on a different chromosome) (65). Interestingly, large GWAS
have shown that this eQTL and the variants in the ten trans-regulated genes are associated with
a spectrum of metabolic traits, such as type 2 diabetes and HDL level, indicating a key role of
KLF14 in metabolic syndrome. A large proportion of pharmacogenomic GWAS-identified loci
are also eQTLs, suggesting that genetic variants may also contribute to drug response diversity
by affecting gene expression levels (66). Biological data at the other levels, such as proteomics and
metabolomics, are expected to leverage the power of integrative genomics to provide additional
insights into the biological mechanism of drug response.

Drug Response Heritability Estimation with GWAS Data

Most of the pharmacogenetic studies performed to date are based on empirical evidence that
a patient’s genome plays a role in his or her response to drugs. Very little is known about the
heritability of drug response (i.e., the proportion of variation in drug response that can be explained
by genetic factors). This is largely due to the fact that twin and family studies, which have been
used successfully to estimate heritability for common complex traits, such as height, and common
diseases, such as type 2 diabetes, are impractical for investigating drug response because family
members are rarely exposed to the same drug in real life.

Given that most of the GWAS genotyping platforms can capture the majority of common
genetic variation in the genome, it is now possible to estimate complex trait heritability through
GWAS, and this is particularly helpful for traits such as drug response that have been difficult to
investigate in traditional family or twin studies.

A few methods have been developed to use GWAS data to estimate total variance explained by
SNPs in the GWAS panel (21, 67). Most prominently, Yang et al. (21, 68) have taken advantage
of the relatedness between seemingly unrelated individuals in a GWAS to fit a linear model. This
method can accurately estimate complex traits heritability close to values derived from traditional
family and twin studies (68, 69). We have recently applied this method to the GWAS data on
metformin response in 1,117 patients (47). Early results indicate that 36% (standard error = 32%)
of the variation in metformin response can be explained by the variants covered on the GWAS
panel, suggesting metformin glycemic response is likely to have a strong genetic determinant
(K. Zhou, C. Palmer, and E. Pearson, unpublished data). It is worth noting that the heritability
estimation in this preliminary study is high but not statistically significant, largely due to the fact
that genetic variations contributed by causal variants are relatively small compared with those from
the majority neutral variation captured by the whole GWAS panel. The successful application of
this method to drug response heritability estimation therefore also relies on large sample sizes to
achieve robust measurements (21).

CONCLUSION

Over the past few years, GWAS of drug response have identified a few dozen genetic determinants
of severe ADR, dosing, and efficacy. Due to sample size limitation, most of the variants identi-
fied confer large genetic effects on drug response. As with GWAS of common diseases and other
complex traits, these significant pharmacogenomic discoveries have added to our understanding
of the mechanism of drug actions, leading to possible indirect benefits in health care but little
immediate translation into clinical practice. Emerging drug efficacy GWAS suggest that the ge-
netic architecture of drug response may be similar to that of common disease. Additional variants
with small to moderate effects on a full allele frequency spectrum remain to be discovered. Using
EMRs and biobanking to break the sample-size barrier and incorporating improved study design,
including extreme phenotyping and systems biology analysis of multiple layers of biological data,
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future GWAS can expand identification of genetic determinants of drug response. GWAS data
can also provide a global estimation of total genetic contribution to variation in drug response
that was not possible prior to the GWAS era.

DISCLOSURE STATEMENT

The authors are not aware of any affiliations, memberships, funding, or financial holdings that
might be perceived as affecting the objectivity of this review.

LITERATURE CITED

1. Daly AK. 2010. Genome-wide association studies in pharmacogenomics. Nat. Rev. Genet. 11:241–46
2. Roden DM, Wilke RA, Kroemer HK, Stein CM. 2011. Pharmacogenomics: the genetics of variable drug

responses. Circulation 123:1661–70
3. Goldstein DB, Tate SK, Sisodiya SM. 2003. Pharmacogenetics goes genomic. Nat. Rev. Genet. 4:937–47
4. McCarthy MI, Abecasis GR, Cardon LR, Goldstein DB, Little J, et al. 2008. Genome-wide association

studies for complex traits: consensus, uncertainty and challenges. Nat. Rev. Genet. 9:356–69
5. Hindorff LA, Sethupathy P, Junkins HA, Ramos EM, Mehta JP, et al. 2009. Potential etiologic and

functional implications of genome-wide association loci for human diseases and traits. Proc. Natl. Acad.
Sci. USA 106:9362–67

6. McCarthy MI, Zeggini E. 2007. Genome-wide association scans for type 2 diabetes: new insights into
biology and therapy. Trends Pharmacol. Sci. 28:598–601

7. Perry JR, Frayling TM. 2008. New gene variants alter type 2 diabetes risk predominantly through reduced
beta-cell function. Curr. Opin. Clin. Nutr. Metab. Care 11:371–77

8. Altman RB, Kroemer HK, McCarty CA, Ratain MJ, Roden D. 2011. Pharmacogenomics: Will the promise
be fulfilled? Nat. Rev. Genet. 12:69–73

9. Guttmacher AE, McGuire AL, Ponder B, Stefansson K. 2010. Personalized genomic information: prepar-
ing for the future of genetic medicine. Nat. Rev. Genet. 11:161–65

10. Roden DM, Tyndale RF. 2011. Pharmacogenomics at the tipping point: challenges and opportunities.
Clin. Pharmacol. Ther. 89:323–27

11. Rogowski WH, Grosse SD, Khoury MJ. 2009. Challenges of translating genetic tests into clinical and
public health practice. Nat. Rev. Genet. 10:489–95

12. Wang L, McLeod HL, Weinshilboum RM. 2011. Genomics and drug response. N. Engl. J. Med. 364:1144–
53

13. Daly AK. 2012. Using genome-wide association studies to identify genes important in serious adverse
drug reactions. Annu. Rev. Pharmacol. Toxicol. 52:21–35

14. International HapMap Consortium. 2005. A haplotype map of the human genome. Nature 437:1299–320
15. Altshuler DM, Gibbs RA, Peltonen L, Dermitzakis E, Schaffner SF, et al. 2010. Integrating common and

rare genetic variation in diverse human populations. Nature 467:52–58
16. Barrett JC, Cardon LR. 2006. Evaluating coverage of genome-wide association studies. Nat. Genet. 38:659–

62
17. Visscher PM, Brown MA, McCarthy MI, Yang J. 2012. Five years of GWAS discovery. Am. J. Hum.

Genet. 90:7–24
18. Singleton AB, Hardy J, Traynor BJ, Houlden H. 2010. Towards a complete resolution of the genetic

architecture of disease. Trends Genet. 26:438–42
19. Lango Allen H, Estrada K, Lettre G, Berndt SI, Weedon MN, et al. 2010. Hundreds of variants clustered

in genomic loci and biological pathways affect human height. Nature 467:832–38
20. Park JH, Wacholder S, Gail MH, Peters U, Jacobs KB, et al. 2010. Estimation of effect size distribution

from genome-wide association studies and implications for future discoveries. Nat. Genet. 42:570–75
21. Yang J, Benyamin B, McEvoy BP, Gordon S, Henders AK, et al. 2010. Common SNPs explain a large

proportion of the heritability for human height. Nat. Genet. 42:565–69

308 Zhou · Pearson

A
nn

u.
 R

ev
. P

ha
rm

ac
ol

. T
ox

ic
ol

. 2
01

3.
53

:2
99

-3
10

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

T
ex

as
 -

 H
ou

st
on

 A
ca

de
m

y 
of

 M
ed

ic
in

e 
on

 1
2/

03
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



PA53CH15-Pearson ARI 5 December 2012 14:42

22. Manolio TA, Collins FS, Cox NJ, Goldstein DB, Hindorff LA, et al. 2009. Finding the missing heritability
of complex diseases. Nature 461:747–53

23. Hirschhorn JN. 2009. Genomewide association studies—illuminating biologic pathways. N. Engl. J. Med.
360:1699–701

24. Dickson SP, Wang K, Krantz I, Hakonarson H, Goldstein DB. 2010. Rare variants create synthetic
genome-wide associations. PLoS Biol. 8:e1000294

25. Voight BF, Scott LJ, Steinthorsdottir V, Morris AP, Dina C, et al. 2010. Twelve type 2 diabetes suscep-
tibility loci identified through large-scale association analysis. Nat. Genet. 42:579–89

26. Bonnefond A, Clement N, Fawcett K, Yengo L, Vaillant E, et al. 2012. Rare MTNR1B variants impairing
melatonin receptor 1B function contribute to type 2 diabetes. Nat. Genet. 44:297–301

27. Danoy P, Pryce K, Hadler J, Bradbury LA, Farrar C, et al. 2010. Association of variants at 1q32 and STAT3
with ankylosing spondylitis suggests genetic overlap with Crohn’s disease. PLoS Genet. 6:e1001195

28. Reveille JD, Sims AM, Danoy P, Evans DM, Leo P, et al. 2010. Genome-wide association study of
ankylosing spondylitis identifies non-MHC susceptibility loci. Nat. Genet. 42:123–27

29. Song IH, Poddubnyy D. 2011. New treatment targets in ankylosing spondylitis and other spondyloarthri-
tides. Curr. Opin. Rheumatol. 23:346–51

30. Crowley JJ, Sullivan PF, McLeod HL. 2009. Pharmacogenomic genome-wide association studies: lessons
learned thus far. Pharmacogenomics 10:161–63

31. Daly AK, Donaldson PT, Bhatnagar P, Shen Y, Pe’er I, et al. 2009. HLA-B∗5701 genotype is a major
determinant of drug-induced liver injury due to flucloxacillin. Nat. Genet. 41:816–19

32. Link E, Parish S, Armitage J, Bowman L, Heath S, et al. 2008. SLCO1B1 variants and statin-induced
myopathy—a genomewide study. N. Engl. J. Med. 359:789–99

33. McCormack M, Alfirevic A, Bourgeois S, Farrell JJ, Kasperaviciute D, et al. 2011. HLA-A∗3101 and
carbamazepine-induced hypersensitivity reactions in Europeans. N. Engl. J. Med. 364:1134–43

34. Singer JB, Lewitzky S, Leroy E, Yang F, Zhao X, et al. 2010. A genome-wide study identifies HLA alleles
associated with lumiracoxib-related liver injury. Nat. Genet. 42:711–14

35. Bamshad MJ, Ng SB, Bigham AW, Tabor HK, Emond MJ, et al. 2011. Exome sequencing as a tool for
Mendelian disease gene discovery. Nat. Rev. Genet. 12:745–55

36. di Iulio J, Rotger M. 2011. Pharmacogenomics: What is next? Front. Pharmacol. 2:86
37. Lindh JD, Lundgren S, Holm L, Alfredsson L, Rane A. 2005. Several-fold increase in risk of overantico-

agulation by CYP2C9 mutations. Clin. Pharmacol. Ther. 78:540–50
38. Wadelius M, Chen LY, Downes K, Ghori J, Hunt S, et al. 2005. Common VKORC1 and GGCX poly-

morphisms associated with warfarin dose. Pharmacogenomics J. 5:262–70
39. Cooper GM, Johnson JA, Langaee TY, Feng H, Stanaway IB, et al. 2008. A genome-wide scan for common

genetic variants with a large influence on warfarin maintenance dose. Blood 112:1022–27
40. Takeuchi F, McGinnis R, Bourgeois S, Barnes C, Eriksson N, et al. 2009. A genome-wide association

study confirms VKORC1, CYP2C9, and CYP4F2 as principal genetic determinants of warfarin dose. PLoS
Genet. 5:e1000433

41. Ge D, Fellay J, Thompson AJ, Simon JS, Shianna KV, et al. 2009. Genetic variation in IL28B predicts
hepatitis C treatment-induced viral clearance. Nature 461:399–401

42. Suppiah V, Moldovan M, Ahlenstiel G, Berg T, Weltman M, et al. 2009. IL28B is associated with response
to chronic hepatitis C interferon-α and ribavirin therapy. Nat. Genet. 41:1100–4

43. Tanaka Y, Nishida N, Sugiyama M, Kurosaki M, Matsuura K, et al. 2009. Genome-wide association of
IL28B with response to pegylated interferon-α and ribavirin therapy for chronic hepatitis C. Nat. Genet.
41:1105–9

44. Thomas DL, Thio CL, Martin MP, Qi Y, Ge D, et al. 2009. Genetic variation in IL28B and spontaneous
clearance of hepatitis C virus. Nature 461:798–801

45. Pearson ER, Donnelly LA, Kimber C, Whitley A, Doney AS, et al. 2007. Variation in TCF7L2 influences
therapeutic response to sulfonylureas: a GoDARTs study. Diabetes 56:2178–82

46. Tantisira KG, Lasky-Su J, Harada M, Murphy A, Litonjua AA, et al. 2011. Genomewide association
between GLCCI1 and response to glucocorticoid therapy in asthma. N. Engl. J. Med. 365:1173–83

47. Zhou K, Bellenguez C, Spencer CC, Bennett AJ, Coleman RL, et al. 2011. Common variants near ATM
are associated with glycemic response to metformin in type 2 diabetes. Nat. Genet. 43:117–20

www.annualreviews.org • Insights from Drug Response GWAS 309

A
nn

u.
 R

ev
. P

ha
rm

ac
ol

. T
ox

ic
ol

. 2
01

3.
53

:2
99

-3
10

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

T
ex

as
 -

 H
ou

st
on

 A
ca

de
m

y 
of

 M
ed

ic
in

e 
on

 1
2/

03
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



PA53CH15-Pearson ARI 5 December 2012 14:42

48. Zhou G, Myers R, Li Y, Chen Y, Shen X, et al. 2001. Role of AMP-activated protein kinase in mechanism
of metformin action. J. Clin. Investig. 108:1167–74

49. Foretz M, Hebrard S, Leclerc J, Zarrinpashneh E, Soty M, et al. 2010. Metformin inhibits hepatic glu-
coneogenesis in mice independently of the LKB1/AMPK pathway via a decrease in hepatic energy state.
J. Clin. Investig. 120:2355–69

50. Kohane IS. 2011. Using electronic health records to drive discovery in disease genomics. Nat. Rev. Genet.
12:417–28

51. Wilke RA, Xu H, Denny JC, Roden DM, Krauss RM, et al. 2011. The emerging role of electronic medical
records in pharmacogenomics. Clin. Pharmacol. Ther. 89:379–86

52. Roden DM, Pulley JM, Basford MA, Bernard GR, Clayton EW, et al. 2008. Development of a large-scale
de-identified DNA biobank to enable personalized medicine. Clin. Pharmacol. Ther. 84:362–69

53. McCarty CA, Chapman-Stone D, Derfus T, Giampietro PF, Fost N. 2008. Community consultation
and communication for a population-based DNA biobank: the Marshfield clinic personalized medicine
research project. Am. J. Med. Genet. A 146A:3026–33

54. Ritchie MD, Denny JC, Crawford DC, Ramirez AH, Weiner JB, et al. 2010. Robust replication of
genotype-phenotype associations across multiple diseases in an electronic medical record. Am. J. Hum.
Genet. 86:560–72

55. Kurreeman F, Liao K, Chibnik L, Hickey B, Stahl E, et al. 2011. Genetic basis of autoantibody positive
and negative rheumatoid arthritis risk in a multi-ethnic cohort derived from electronic health records.
Am. J. Hum. Genet. 88:57–69

56. Kullo IJ, Ding K, Jouni H, Smith CY, Chute CG. 2010. A genome-wide association study of red blood
cell traits using the electronic medical record. PLoS One 5:e13011

57. Delaney JT, Ramirez AH, Bowton E, Pulley JM, Basford MA, et al. 2012. Predicting clopidogrel response
using DNA samples linked to an electronic health record. Clin. Pharmacol. Ther. 91:257–63

58. Purcell S, Cherny SS, Sham PC. 2003. Genetic power calculator: design of linkage and association genetic
mapping studies of complex traits. Bioinformatics 19:149–50

59. Guey LT, Kravic J, Melander O, Burtt NP, Laramie JM, et al. 2011. Power in the phenotypic extremes:
a simulation study of power in discovery and replication of rare variants. Genet. Epidemiol. 35:236–46

60. Wang K, Li M, Hakonarson H. 2010. Analysing biological pathways in genome-wide association studies.
Nat. Rev. Genet. 11:843–54

61. Stranger BE, Nica AC, Forrest MS, Dimas A, Bird CP, et al. 2007. Population genomics of human gene
expression. Nat. Genet. 39:1217–24

62. Schadt EE, Molony C, Chudin E, Hao K, Yang X, et al. 2008. Mapping the genetic architecture of gene
expression in human liver. PLoS Biol. 6:e107

63. Goring HH, Curran JE, Johnson MP, Dyer TD, Charlesworth J, et al. 2007. Discovery of expression
QTLs using large-scale transcriptional profiling in human lymphocytes. Nat. Genet. 39:1208–16

64. Dimas AS, Deutsch S, Stranger BE, Montgomery SB, Borel C, et al. 2009. Common regulatory variation
impacts gene expression in a cell type–dependent manner. Science 325:1246–50

65. Small KS, Hedman AK, Grundberg E, Nica AC, Thorleifsson G, et al. 2011. Identification of an imprinted
master trans regulator at the KLF14 locus related to multiple metabolic phenotypes. Nat. Genet. 43:561–64

66. Kasarskis A, Yang X, Schadt E. 2011. Integrative genomics strategies to elucidate the complexity of drug
response. Pharmacogenomics 12:1695–715

67. So HC, Li M, Sham PC. 2011. Uncovering the total heritability explained by all true susceptibility variants
in a genome-wide association study. Genet. Epidemiol. 35:447–56

68. Yang J, Manolio TA, Pasquale LR, Boerwinkle E, Caporaso N, et al. 2011. Genome partitioning of genetic
variation for complex traits using common SNPs. Nat. Genet. 43:519–25

69. Yang J, Lee SH, Goddard ME, Visscher PM. 2011. GCTA: a tool for genome-wide complex trait analysis.
Am. J. Hum. Genet. 88:76–82

310 Zhou · Pearson

A
nn

u.
 R

ev
. P

ha
rm

ac
ol

. T
ox

ic
ol

. 2
01

3.
53

:2
99

-3
10

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
U

ni
ve

rs
ity

 o
f 

T
ex

as
 -

 H
ou

st
on

 A
ca

de
m

y 
of

 M
ed

ic
in

e 
on

 1
2/

03
/1

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



PA53-FrontMatter ARI 14 December 2012 9:33

Annual Review of
Pharmacology and
Toxicology

Volume 53, 2013Contents

A Conversation with Paul Greengard
Paul Greengard and Eric J. Nestler � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 1

Pharmacology of Iron Transport
Shaina L. Byrne, Divya Krishnamurthy, and Marianne Wessling-Resnick � � � � � � � � � � � � � �17

Impact of Soluble Epoxide Hydrolase and Epoxyeicosanoids
on Human Health
Christophe Morisseau and Bruce D. Hammock � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �37

Epigenetic Mechanisms of Depression and Antidepressant Action
Vincent Vialou, Jian Feng, Alfred J. Robison, and Eric J. Nestler � � � � � � � � � � � � � � � � � � � � � � � �59

The PI3K, Metabolic, and Autophagy Networks: Interactive Partners
in Cellular Health and Disease
Naval P. Shanware, Kevin Bray, and Robert T. Abraham � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �89

Small Molecule–Based Approaches to Adult Stem Cell Therapies
Luke L. Lairson, Costas A. Lyssiotis, Shoutian Zhu, and Peter G. Schultz � � � � � � � � � � � � � 107

G Protein–Coupled Receptor Deorphanizations
Olivier Civelli, Rainer K. Reinscheid, Yan Zhang, Zhiwei Wang,
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Abstract

To achieve sensitive and specific mechanism-based prediction of drug toxi-
city, the tools of systems pharmacology will be integrated using structured
ontological approaches, analytics, mathematics, and statistics. Success of this
effort is based on the assumption that a systems network that consists of
drug-induced perturbations of physiological functions can be characterized.
This network spans the hierarchy of biological organization, from gene to
mRNA to protein to intracellular organelle to cell to organ to organism. It
is populated with data from each of these levels of biological organization.
These data, from disparate sources, include the published literature, drug
development archives of all approved drugs and drug candidates that did
not complete development, and various toxicity databases and adverse event
reporting systems. The network contains interrelated genomics, transcrip-
tomics, and metabolomics data, as well as organ and physiological functional
data that are derived from the universe of information that describes and an-
alyzes drug toxicity. Here we describe advances in bioinformatics, computer
sciences, next-generation sequencing, and systems biology that create the
opportunity for integrated systems pharmacology–based prediction of drug
safety.
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INTRODUCTION

Mechanism-based prediction and evaluation of drug toxicity constitute an evolving science whose
development is critical to drug discovery, development, and regulatory evaluation and whose
goal is to make advances in human therapeutics available while protecting public health. Attain-
ing this objective requires new approaches in integrative pharmacology that have only recently
become available. Rapidly evolving data resources in genomics, transcriptomics, metabolomics,
proteomics, integrated cellular and organ function, and their relationship to human physiology
are used to populate the predictive systems. System structure and the computational framework
and capacity to support a predictive capability are currently being developed. Efforts to utilize the
same approaches for drug discovery have begun to shift the paradigm of traditional drug discov-
ery, aiming at the goal of driving discovery through computerized information networking among
human diseases, biology, and chemistry (1). This effort is prediction driven, whereby calculated
statistical probabilities project a framework for defining the work plan that will proceed in devel-
opment. The stated goal is to allow for better prediction of clinical efficacy and toxicity for a drug
using mathematics, statistics, biology, chemistry, and computational science.

The drugs approved by the US Food and Drug Administration (FDA), as well as those that failed
before or after approval, and their treatment-related effects including adverse reactions constitute a
large data and knowledge resource of chemistry, clinical and animal phenotypes, and pharmacolog-
ical and toxicological measurements. These data resources reside in fragmented forms and in many
places, including the FDA’s Drugs@FDA web page (2), PubMed, PubChem, the FDA’s Adverse
Event Reporting System (AERS) (3), primary medical records, new drug applications and investi-
gational new drug submissions, similar data from international regulatory agencies, the pharma-
ceutical industry’s archival data, and the published medical literature. For a clinical event that is
suspected to be an adverse drug reaction (ADR), at the present time one typically has to explore
many or all of these data sources to evaluate the potential linkage between the pharmacological
mechanisms of a drug and the clinical phenotype of the individuals who have experienced the event.
Extension of such an approach to sensitively and specifically predict such an ADR before it has been
clinically observed is an important next step toward advancing systems pharmacology. Approaches
to predictive toxicity are already being used in early drug discovery efforts to select compounds
to move forward in development, reduce drug attrition, and reduce pharmaceutical research and
development costs (4). These early discovery activities, although a starting place, are designed to
have high sensitivity but are less concerned about specificity. In other words, they identify potential
significant toxicity but have limited ability to determine whether the prediction is correct. Efforts
that leverage human physiology, cellular biology and biochemistry, genomics, and drug chemistry
are resulting in the creation of publicly accessible data sources that can provide the information
support for systems pharmacology–based drug safety prediction (Table 1). Each of these data
sources has its own unique focus and constitutes an essential part of a network that characterizes
drug toxicity. This review highlights recent advances in the prediction and assessment of drug
safety that will chart future directions for developing safer drugs and for identifying, in a prospec-
tive manner, patient subgroups that are either susceptible to, or protected from, a drug toxicity.

THE GLOBAL TOXICOLOGICAL NETWORK

Framed in a systems analysis context, physiological homeostasis is maintained by a hierarchy
of functional domains of genetic sequence, gene transcription, transcriptional regulation, protein
function and interaction, organelles, cells, and organs that are interconnected at each level of
functional organization and across levels. Drug exposure may simply be viewed as a perturbation
that alters the system. An important factor in understanding drug exposure is the characterization
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Table 1 Key knowledge bases and databases

Database or knowledge base URL
SIDER (computer-readable side effect resource) http://sideeffects.embl.de
DrugBank http://www.drugbank.ca
Chemical Effects in Biological Systems (CEBS) http://cebs.niehs.nih.gov/
NCBI Database of Genotypes and Phenotypes (dbGaP) http://www.ncbi.nlm.nih.gov/gap/
Comparative Toxicogenomics Database http://ctd.mdibl.org/
Genetic Association Database
(archive of human genetic association studies of complex diseases and

disorders)

http://geneticassociationdb.nih.gov

Kyoto Encyclopedia of Genes and Genomes (KEGG)
(bioinformatics resource for linking genomics to life)

http://www.genome.jp/kegg

The Pharmacogenomics Knowledgebase (PharmGKB)
(resource describing how variation in human genetics leads to variation

in response to drugs)

http://www.pharmgkb.org

Gene Expression Omnibus (GEO)
(database repository of high-throughput gene expression data and

hybridization arrays, chips, and microarrays)

http://www.ncbi.nlm.nih.gov/geo

Connectivity Map
(detailed map that links gene patterns associated with disease to

corresponding patterns produced by drug candidates and a variety of
genetic manipulations)

http://www.broadinstitute.org/genome_bio/
connectivitymap.html

The Gene Ontology (GO)
(standardized representation of gene and gene product attributes across

species and databases)

http://www.geneontology.org

Tox21 (Computational Toxicology Research program) http://epa.gov/ncct/Tox21
International HapMap Project
(database of genes associated with human disease and response to

pharmaceuticals)

http://hapmap.ncbi.nlm.nih.gov

Human Interactome Database
(database of human binary protein-protein interaction networks)

http://interactome.dfci.harvard.edu/H_sapiens

European Bioinformatics Institute (EBI) ArrayExpress Archive http://www.ebi.ac.uk/microarray-as/ae/
NCI-60 DTP Human Tumor Cell Line Screen http://dtp.nci.nih.gov/branches/btb/ivclsp.html
Library of Integrated Network-Based Cellular Signatures (LINCS) http://commonfund.nih.gov/lincs/
Reactome http://www.reactome.org/ReactomeGWT/

entrypoint.html
Online Mendelian Inheritance in Man R© http://www.ncbi.nlm.nih.gov/omim

of organ, cellular, and subcellular drug distribution, in addition to systemic drug exposure that is
derived from absorption, distribution, metabolism, and elimination (ADME) studies (Figure 1a).
The molecules of a drug interact with proteins and also interact directly or indirectly with RNAs,
DNAs, and perhaps other cellular structural elements. These loci of interaction, termed con-
nectivity nodes, interact with other nodes across the entire system. Some drug-induced stimuli
have widespread system effects, whereas others cause more localized effects. For a drug-induced
stimulus to propagate within the hierarchically structured network from one functional domain
to the next, a critical threshold of functional disturbance presumably has to be reached. Perturba-
tion of homeostasis propagates from the initial interaction(s) with cellular molecular target(s) to
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Figure 1
(a) Distribution hierarchy of drug molecules in the human body. (b) Propagation schematic of drug actions in the human body. The
colored biochemical pathways map is taken from Reference 15 (http://www.genome.jp/kegg).
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organelles [such as mitochondria (5, 6)], to cells (7), and to organs (8), with the final result being de-
tectable or measurable drug action(s). One action may be the desired therapeutic effect, but other
actions may result in parallel propagations that cause other (off-target) effects and systemic adverse
reactions (8) (Figure 1b). Both drug chemistry and individual patient phenotype form the basis for
drug response, either therapeutic or toxic. Although individual drugs possess unique and diverse
chemical structures, they are linked to one another by structural fingerprints and similarity (9),
by overlapping transcriptomic patterns (10), by adverse reactions (11), by shared mechanisms of
biotransformation such as cytochrome 450 enzyme-mediated metabolism (12), and by Anatomical
Therapeutic Chemical (ATC) classification of pharmacological target (13) and pathway (14).

Human genomics and environmental factors are the backbone of the biochemical and physio-
logical diversity of the human population, forming the blueprint for toxicological networks that
can be described for each drug. These individual networks are then expanded into a global toxi-
cological network based on the universe of drugs, drug candidates that failed, and perhaps other
chemicals with known toxic signatures. The blueprint based on genetic makeup is modified by
mutations (16) and environmental exposures (17). Included within the hierarchical structure of
the entire toxicological network are detectable and evaluable phenotypes of clinical ADRs that
are characterized as completely as possible using a structured vocabulary. As shown in Figure 2,
the features of an ADR include severity and frequency at the population level, clinical signs and
symptoms, and measurable metabolomic (18, 19) and functional biomarkers (20). Generally, little
or no information is available about clinical phenotype measured at the molecular, cellular, and
organ levels; however, as imaging methods advance, more information in this sphere will emerge.
These layers of phenotype constitute the hierarchy of the drug-ADR network in an individual
and in the patient population that is exposed to a drug. In addition to the genetic signature of
the clinical phenotype, accumulated and new environmental influences (epigenetic factors) also
impact this multidimensional toxicological network (21, 22). As a result, the global toxicological
network will be a complex system, and using it to do predictive analysis will be computationally
intensive. As experience with this approach accumulates, subsets of the global network likely will
be used for specific drugs and toxicities.

Drug chemical structure can be linked to intracellular molecular pathways via protein-ligand
binding profiles and protein-protein interactions (7, 23), to cellular biochemical biomarkers
and phenotypes via metabolic pathways (7, 24, 25), to organ phenotypes (26), and eventually to
clinical phenotypes and systemic biomarkers (27) (Figure 3). Although investigation of the safety
profile of a drug candidate is required during its development, present clinical trial methodology
is not developed to statistically investigate its ADR profile—instead, it is characterized in a purely
descriptive manner. Consequently, observed ADRs are simply enumerated, and a systematic
analysis of biological mechanism is often not performed. Reverse-engineering approaches have
been conducted on a limited number of drug-ADR pairs, with the aim of understanding the trans-
lational linkage of the ADR across individual levels of the biological hierarchy (19). Now, with
advances in computational sciences and the richness in data from various levels, FDA-approved
labels (2), AERS (3), SIDER (computer-readable side effect resource; see Reference 28 and the
website http://sideeffects.embl.de/), and electronic medical records are able to provide the
necessary population-level phenotypic data to link clinical drug safety information to the global
toxicological network (29, 30).

Each individual drug can be characterized by an ADR profile and toxicity network that consist
of single or multiple sites of action that either may be completely independent of one another or
may share different levels of connectivity. Probably in no case are these sites and connectivity links
completely characterized. These sites can be thought of as biological hubs that consist of gene and
gene product (including mRNA and protein), and mathematically they are characterized as nodes
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Adverse drug reaction phenotypes,

frequencies, and severities

Population

level

Drugs and genomics of
targeted disease population

Individual patients’ clinical symptoms of adverse drug reactions

Clinical metabolomic biomarkers and functional biomarkers

Heart

Liver

Lung
Biopsy

Kidney

Brain Tissues of internal organs
for gene expression and
molecular-level studies 

Figure 2
Current paradigm of drug safety needs translational bridging between clinical phenotype and molecular
phenotype.

interconnected with one another via edges. Each edge is statistically weighted to represent the
interaction intensity between each pair of nodes. The size of each network depends on the protein
hub (see the Human Interactome Database at http://interactome.dfci.harvard.edu/H_sapiens/)
or on a hub that represents another type of drug target (mRNA or DNA) with which the drug
interacts. If the protein interacting with a drug molecule is upstream of a signaling pathway,
then the cellular network that it perturbs may be larger than that perturbed by a drug molecule
interacting with a protein downstream of a signaling pathway (15). The central hubs have been
termed master regulators, and interaction with one of them may have a larger impact than inter-
action with downstream proteins. Techniques to establish the components and size of a network
for a given drug or drug target are in development. The intensity of a drug-induced perturbation
depends on the interaction (affinity or dissociation constant, also termed IC50) between the drug
and protein and on subsequent protein-protein interactions in the pathways downstream of the
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Figure 3
Interaction map showing n number of drugs, k number of proteins, m number of pathways, and h number of adverse drug reactions
(ADRs). Abbreviation: GI, gastrointestinal.

targeted protein. In general, a gene network underlies an mRNA network, and a corresponding
mRNA network underlies a protein network (10). Some drugs can interact with mRNAs or
DNAs (31). A drug that interacts with a protein as a target can interact with multiple protein
molecules (the therapeutic target and off targets) with different affinities (32); consequently, it can
activate different signaling pathways or interact with multiple functional pathways. The signaling
or functional pathways that are perturbed may have overlapping toxicological networks, resulting
in synergistic or canceling system consequences. Similar toxicity profiles (33) of the same class
of drugs are considered class effects (34) that are related to the on-target effects in off-target
organs, and this similarity is expected to lead to toxicological networks that originate from hubs
of the same or a similar nature and that share similar toxicological topologies. By extension of
this concept, different drugs can cause similar ADRs that result from sharing similar toxicological
pathways or networks (11, 35, 36). Housekeeping genes are expressed across organs and tissues,
whereas tissue-specific genes are expressed differentially (37). A good understanding of tissue
specificity is required to adequately define relevant genes and pathways in a specific organ and to
identify the key nodes underlying the organ-specific safety profile of a particular drug.

INTEGRATION OF CONNECTIVITY WITHIN THE GLOBAL
TOXICOLOGICAL NETWORK

Within the hierarchy of the global toxicological network (Figure 1), connectivity linkages can be
made within each hierarchical level, between adjacent levels, or between two levels far apart in an
interaction map. Approaches derived from applications of computer sciences, mathematics, and
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statistics have been used to establish the connectivity within each level or among a few levels to
derive a statistical prediction of ADRs. New methods are needed to understand and determine
the degree of statistical uncertainty for a prediction within or across hierarchical levels.

Drug Chemical Characteristics as Predictors of Connectivity

The use of log P(octanol/water) and other molecular properties based on the chemical structure
and substructural fragments of a drug (38) has led to quantitative structure-activity relationship
(QSAR) methods that associate the structural characteristics of approved drug molecules with
clinical ADRs described in the FDA-approved labels or in the databases that report adverse events
(14, 39–42). Efforts to predict the toxicity potential of new drug candidates using mathematical
network correlations of the ATC code, ADRs, and chemical properties have achieved approx-
imately 50% sensitivity (43). Bender et al. (44) bridged chemical structures and ADRs using
selected molecular targets that met a prespecified IC50 cutoff and thus incorporated drug-target
interaction potency into safety prediction. Low et al. (45) applied QSAR methodology to rat
transcriptomics data from a set of hepatotoxic and nonhepatotoxic compound pairs and con-
cluded that QSAR-transcriptomic hybrid prediction did not perform better than transcriptomic
prediction alone. QSAR approaches used alone may be more successful in predicting a specific
drug-induced cellular toxicity phenotype, such as phospholipidosis (46), than in predicting a wide
range of complex ADRs simultaneously. These approaches have been applied only to organic
small-molecule drugs but not to peptide and protein drugs.

Genetic Signature as a Predictor of Connectivity

Single-nucleotide polymorphisms and haplotypes have been extensively used to explore as
well as to describe the genetic basis of many human diseases and their response to treatment
[see the Pharmacogenomics Knowledgebase (PharmGKB) at http://www.pharmgkb.org/].
Development of statistical connectivity between a genetic signature and a patient phenotype (47,
48) has been attempted for several diseases; for example, one study (49) links phenome to genome
to describe and genetically define neuropsychiatric disorders.

Genome-wide association studies and candidate gene studies have been successfully used
to identify causal genetic mutations associated with idiosyncratic ADRs. A recent review that
highlighted research and accomplishments in this area (16) noted some successes, including asso-
ciation of HLA-B∗5701 with abacavir hypersensitivity. Many strains of genetically manipulated
(transgenic, knockout, and knockin) mice have been developed to investigate the relationship
between a specific gene and animal phenotype (50, 51). Perhaps owing to the uncertainty about
the interaction networks of a gene and its gene product, in some cases the observed phenotype
is unlike that predicted from either the function of the protein encoded or the clinical phenotype
in individuals carrying that genetic mutation. Protein expression assays may be conducted in
transgenic animals to better understand the phenotype actually observed (52). One example: 36
inbred mouse strains were used to explore the high variability in acetaminophen drug-induced
liver injury (DILI) in mice, and the genetic polymorphisms of these mice were selected to
extensively cover human genetic variability (53). Humanized mouse models are increasingly used
in drug toxicity research (54, 55), with most efforts centered on hepatotoxicity (55, 56). Most
of the useful extrapolations of results from animals to humans have come from studies utilizing
genes that are highly preserved across the species.

Transcriptomic Signature as a Predictor of Connectivity

Advances in microarray and next-generation sequencing technologies have allowed affordable
gene expression profiling and enabled integration of transcriptomic profiling into drug discovery
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and development (57). Tox21 is a National Institutes of Health (NIH) program that focuses
on high-throughput toxicity testing (58), and the Gene Expression Omnibus (GEO) is a
functional genomics data repository sponsored by the National Center for Bioinformatics for
data mining (http://www.ncbi.nlm.nih.gov/geo/). The Japanese Toxicogenomics Project
involving 15 companies and 150 compounds offers a large animal gene expression database for
bioinformatics computational purposes (59). The NIH’s Library of Integrated Network-Based
Cellular Signatures program is creating a database for public use that will consist of molecular
and cellular phenotypic signatures resulting from exposure of cell lines or primary cells or
stem cells to drugs (see the Library of Integrated Network-Based Cellular Signatures at
http://commonfund.nih.gov/lincs). Emerging methods for single-cell transcriptomics may
have great use for the discovery of new targets, both therapeutic and toxic, that would otherwise
be obscured by the heterogeneity of cells in transcriptomic profiling of cell populations (60).
These approaches likely will allow investigators to explore the mechanisms of rare ADRs.
Transcriptomics profiles can be obtained at multiple time points, which afford the opportunity
to explore temporal interactions between drugs and biological systems.

Both whole-genome microarray (61) and differential expression of candidate genes (19) have
been used to identify genes that are up- or downregulated, to allow generation of hypotheses and
deduction of the biological pathways and networks that are perturbed (62) in relation to specific
ADRs. Pinpointing the causative biological pathways perturbed by a drug that leads to an ADR,
however, requires confirmation by changes at the translational level of corresponding proteins
and requires availability of detection methods such as monoclonal antibodies (19). Furthermore,
mass spectrometry methods are being developed for low-level protein identification and quan-
tification (63). Clinical transcriptomics analysis to delineate the mechanisms of drug toxicity in
humans is limited by inaccessibility of the target organ’s tissue (Figure 2). Human peripheral
blood mononuclear cells are therefore often used as a surrogate for inaccessible organs (64, 65).
The validity of such an approach must be ascertained for each specific drug toxicity. A large data
repository of transcriptomic signatures of human diseases is publicly accessible at the GEO website
(http://www.ncbi.nlm.nih.gov/geo/). The processes of comparing and contrasting in vitro drug
signatures from cell lines with human disease signatures have been helpful in repurposing approved
drugs for new indications (66, 67) and may also be useful in discovering and understanding ADRs.

Epigenetic mechanisms, including DNA methylation at the cytosine residue and histone mod-
ifications, may be controlled in part by microRNAs (miRNAs) (68, 69), whose expression may
be subject to epigenetic influences (70). Experimental findings show that changes in miRNA ex-
pression induced by chemicals or drugs can cause perturbation of cellular homeostasis (17, 71,
72). More than one thousand human miRNAs have been identified (see the miRBase database
at http://www.mirbase.org/cgi-bin/mirna_summary.pl?org = hsa). In addition to profiling
mRNA expression, profiling miRNA expression following exposure to a drug may eventually
be useful in establishing the molecular mechanism of ADRs (72, 73, 74). The study of fetal alcohol
syndrome in a mouse embryo animal model showed that alcohol exposure during neurulation
caused widespread alcohol-induced DNA methylation (22). Prolonged systemic administration of
phenobarbital caused hypomethylation of Cyp2b10 and its transcriptional activation in mouse liver
(31). RNA editing by adenosine deaminases acting on RNA expands the functional complexity of
the transcriptome and is far from completely described or understood. This editing may result in
a large expansion beyond what would be predicted from variability in the genome, as suggested
by identification of thousands of possible RNA editing sites (75). RNA editing commonly occurs
in immature single-stranded mRNAs termed precursor mRNAs (pre-mRNAs); as a result, a given
receptor has numerous isoforms. For example, more than 30 transcripts of the serotonin-2C re-
ceptor (5-HT2CR) have been described (76). Haloperidol and risperidone altered RNA editing
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of the 5-HT2CR at different sites, resulting in differential translation of receptor isoforms, but
neither clozapine nor chlorpromazine caused any significant editing (21). Therefore, drugs not
only may alter gene transcription and epigenetic control of transcription but also may impact
posttranscriptional editing, possibly resulting in a larger repertoire of potential adverse effects on
cellular and organ homeostasis than is commonly appreciated.

Proteomic Signature as a Predictor of Connectivity

Signatures of the effects of drugs on cellular homeostatic networks can be readily detected in
in vitro cell lines, allowing identification of the genes affected (10). A single gene can be transcribed
and translated into several protein products through numerous complex pre-mRNA splicing and
posttranslational modifications. In addition to causing changes at the transcript level, a drug can
cause perturbation directly at the protein level by altering phosphorylation of a protein (77), which
then impacts downstream processes. Publicly accessible protein interactome databases contain
data that have been curated and supported with experimental findings (15; see also the Human
Interactome Database at http://interactome.dfci.harvard.edu/H_sapiens/ and the Reactome
at http://www.reactome.org/ReactomeGWT/entrypoint.html). Protein-protein interactions
can also be deduced through large-scale computational mapping (78) or text mining of study
reports (79). Publicly accessible databases are useful for constructing subsets of protein-protein
interactions to investigate toxicological pathways and networks that can be used in conjunction
with the pathway networks that are also available in these databases. These databases can be
used to construct a network hierarchy for any single FDA-approved drug (80, 81). The ADR
profile of each drug can be overlaid on a more general toxicology network hierarchy to define the
drug-specific toxicology network (81–83).

Correlation of drug-protein interactions with ADRs on the basis of drug-protein docking scores
has been explored to determine the utility of this approach for the prediction of a new chemical
entity’s safety profile (84). Investigators can use drug-protein docking simulation to explore the
result of genetic mutation by manipulating the amino acid sequence of a protein and consequently
its 3D binding pocket, and this result may be useful in understanding the role of genetic mutations
in ADRs. One study showed that MHC1 B∗5701 rather than MHC1 B∗5703 was the risk allele for
abacavir hypersensitivity (85). In the case of clozapine-induced agranulocytosis, gene expression
data are in agreement with the prediction of an off-target protein based on drug-protein docking
(86). Such prediction based on drug-protein interactions was further expanded to include the
putative biological pathways associated with individual protein targets, and, in at least one case, it
identified a specific ADR-pathway association (87).

Correlations of the ADR profiles of drugs and their individual drug-protein binding assays or
IC50 values across a large number of drug-protein pairs provide an important part of the descrip-
tion of the pharmacological basis for safety signals (35, 44). Yang et al. (88) took advantage of the
availability of a large number of in vitro binding constants (Kd) between kinases and inhibitors to
develop a computational predictive correlation between the Kd values for individual drug-kinase
pairs and the frequencies of clinical diarrhea, rash, and fatigue. A large-scale bioinformatics com-
putation by Yamanishi et al. (36) attempted to integrate the pharmacological similarity derived
from the approved labels of drug products, the structural similarity between drugs and Tanimoto
coefficients, and the protein sequence similarity derived from the Kyoto Encyclopedia of Genes
and Genomes (KEGG) website (15). Four types of drug target were studied: enzymes, ion channels,
G protein–coupled receptors, and nuclear receptors. This approach was more effective in linking
pharmacological similarity to drug target than in linking chemical similarity to pharmacological
similarity; nonetheless, it will likely stimulate further work in this area. Computational linkage
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between disease neighborhoods and human protein-protein interactions has also been attempted,
in an effort to identify the putative biological network associated with a physiologically defined
drug-induced arrhythmia. Knowledge of the electrical mechanism that defines the physiology
of the arrhythmia was utilized (89). Mass spectrometry–based proteomics can add further details
about proteins and pathways involved in drug toxicity (90) for integration into computational
models.

Organelle-Based Approaches as Predictors of Connectivity

Drug-induced mitochondrial toxicity is responsible, at the organelle level, for several clinical
ADRs. The key role of mitochondria in the production of cellular energy via ATP formation
due to aerobic respiration is consistent with the adverse cellular consequences of drug-induced
mitochondrial dysfunction. Toxicity can be measured by the change in mitochondria permeability
and the production of reactive oxygen species (oxidative stress). Such changes are the hallmarks
of mitochondrial dysfunction in acetaminophen hepatotoxicity, presumably caused by its reactive
metabolite NAPQI (N-acetyl-p-benzoquinone imine) (5, 6). In addition, inhibition of mitochon-
drial fatty acid oxidation has also been implicated in DILI (91, 92). Amiodarone and tetracycline
differ greatly from each other, but both cause treatment-related hepatic steatosis (25). Exposure to
either drug can result in the formation of intracytoplasmic lipid droplets and significant elevations
of intracellular triglycerides. These histological features result from altered expression profiles of
the genes involved in fatty acid transport and lipid metabolism (25). The mitochondrial basis of
drug toxicity prediction is usually assessed using a composite score, such as the one that includes
the mitochondrial DNA (mtDNA) expression profile, mitochondrial membrane potential, ATP
level, electron transport chain, cell viability, and cellular reactive oxygen species level (93). The
human mtDNA has been completely sequenced (94). Future understanding of mtDNA mutations
and mtDNA transcriptomics in relation to ADRs may help shed light on the incidence of rare
ADRs. The data supporting drug-induced mitochondrial dysfunction will constitute the infor-
mation base that will support organelle-level connectivity in a systems pharmacology predictive
network. The database for drug-induced toxicity for other cellular organelles is more limited and
will require further development.

Organ-Based Approaches as Predictors of Connectivity

Within an organ, a single cell is surrounded by the same or different types of resident cells;
consequently, its cellular phenotype, manifested either biochemically or functionally, is influenced
by its neighboring cells. Coculture of a hepatoma cell line and an inflammatory cell line, compared
with hepatoma cells cultured alone, reportedly increased the sensitivity of detecting the cytotoxic
effect of troglitazone (95). Environmental milieu can impact the phenotypes of the biological
networks perturbed by a drug even in different cell culture conditions (24). Coculture studies
between cardiomyocytes and fibroblasts and between endothelial cells and vascular smooth muscle
cells also demonstrated that cell-cell interactions caused changes in gene expression profile and
in cellular phenotype (96, 97), indicating the importance of considering intercellular interactions
in drug toxicity. In the widely used two-dimensional (2D) cell culture environment, the cells lose
the 3D structural interactions with their neighboring cells that are otherwise present in vivo in
the organ where they reside. Clearly, 2D cell culture does not completely capture the local organ
milieu, including the close contact with local microvasculature and blood circulation to which a
cell is exposed. A 3D microfluidic biochip of HepG2/C3A cells (98) and a microscale human-on-a-
chip tissue of hepatocyte/fibroblast coculture (99) that mimics the 3D organ microenvironment are
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being developed to explore metabolomics-on-a-chip (100). These organs-on-a-chip are designed
to simulate the local in vivo structural, biochemical, and physical environment in order to replicate
relevant spatiotemporal dynamics that cannot be replicated and captured by static cell cultures
(101). Huh et al. (101) reported that an in vitro lung-on-a-chip provided an expression readout of
pulmonary proinflammatory responses to silica nanoparticles in the presence of breathing motion
that would not have been observed in in vitro resting cell cultures. The organ-on-a-chip system,
if successfully constructed for an organ of interest, is hypothesized to be better than the static cell
culture system at mimicking the in vivo milieu to which a cell is exposed. Expression array data
from these systems may provide more relevant information to populate the support structure for
a systems pharmacology predictive network.

Regional structural characteristics within an organ can dictate regional phenotypic differences
in a specific drug-induced toxicity. For example, the liver has differences in the hepatic zonal
distribution of xenobiotic induction of cytochrome 450 enzymes (102) that cannot be characterized
by in vitro cell culture studies. In addition to traditional histological studies, gene expression
profiling (103) and binding of radiolabeled drug molecules (104) have been used to describe
organ region-specific drug toxicity. Transcriptomic signatures of organs following exposure to a
drug may be quite similar to one another, with some organ-specific differences (103, 105). These
various types and multiple levels of data characterize the toxicity phenotype of a drug-exposed
organ, and they highlight the fact that limited experimental data are available to populate a systems
pharmacology predictive toxicity model across organs and drugs. Efforts are under way to identify
clinically measurable biomarkers that predict and/or reflect organ-specific toxicity, such as the
efforts of the Predictive Safety Testing Consortium (http://c-path.org/pstc.cfm).

Detection of specific clinical organ toxicities usually relies on serum biomarkers and functional
testing. Routinely used in clinical settings, serum ALT, AST, and bilirubin are associated with liver
toxicity (20), whereas serum cardiac troponin-T (106), N-terminal pro-B-type natriuretic peptide,
and midregional proatrial natriuretic peptide (107) are associated with cardiac toxicity or cardiac
functional impairment. These biomarkers are insufficiently organ specific and in many cases not
predictive of clinical drug toxicity; thus, developing better organ-specific and predictive biomarkers
is an urgent need. Different toxicity phenotypes can occur in a single organ; for example, QT pro-
longation and non-QT cardiac toxicity, such as congestive heart failure, have different physiologi-
cal and pathological origins and are clinically diagnosed using electrocardiography and echocardio-
graphy or cardiac magnetic resonance imaging, respectively. Clearly, linking biological pathways
that lead to a specific organ ADR requires bridging with specific clinical translational biomarkers.

Interorgan Relationships as Predictors of Connectivity

Clinically, drug-induced injury to one organ often is associated with dysfunction in other organs,
and clinical drug toxicity is defined by the entire set of organ dysfunctions. Acute kidney injury, for
instance, causes adverse functional impact on distant organs including the brain, gastrointestinal
tract, liver, lung, heart, and bone marrow (108). Interrelationships among organ dysfunctions can
sometimes be linked by protein biomarkers. Cystatin C and β2-microglobulin, for example, are
markers of renal function but also are predictors of cardiovascular diseases (109). Another example
is adenosine 5′-monophosphate-activated protein kinase, a metabolic master switch (110) that,
in conjunction with adiponectin, also plays a key role in hepatic steatosis (111, 112) and renal
disease (112, 113). These proteins are considered to be nodes that connect one disease to another.
Interorgan interactions can also be defined through a connectivity network that is created by
drug actions, both therapeutic and toxic. Cisplatin is known to be nephrotoxic, to be ototoxic,
and to have some myelosuppressive effects. The constellation of these toxicities would then be
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the connectivity network that characterizes its toxicity. Furthermore, drug-induced toxicity in one
organ can result in secondary toxicity in another; for example, DILI results in encephalopathy that
is secondary to the liver injury (114). Accounting for organ-organ interactions in the algorithms
of drug safety prediction and assessment will be necessary to create a comprehensive systems
pharmacology predictive network.

Clinical Description of Drug Toxicity via Medical Dictionary
for Regulatory Activities Terms

Injury of an organ following a drug treatment is described clinically using the Medical Dictio-
nary for Regulatory Activities (MedDRA), a standardized vocabulary of multiple diverse clinical
phenotypes (115). For example, MedDRA defines at least 13 phenotypes of DILI, including acute
hepatic failure, acute fatty liver with lactic acidosis, cirrhosis, acute hepatic necrosis, bland cholesta-
sis, acute viral hepatitis–like liver injury, autoimmune-like hepatitis, cholestatic hepatitis, nodular
regeneration, immunoallergic hepatitis, nonalcoholic fatty liver, vanishing bile duct syndrome,
and sinusoidal obstruction syndrome (114). The molecular basis for most of these DILI pheno-
types is different (25, 116, 117). As the MedDRA terms constitute an international standard, it
is necessary to group terms under headings that can be effectively mapped to molecular mecha-
nisms of drug toxicity. This effort is currently under way. To properly understand clinical ADRs
following exposure to a drug, a complete patient phenotype including laboratory, imaging, and
other diagnostic data in addition to signs and symptoms will be critical. As the development of a
standardized electronic health record evolves, this information will become more available (115).
ExPub, an integrated toxicity database of more than 400,000 compounds that uses MedDRA terms
(http://www.ebscohost.com/academic/expub), is another data resource for enriching the global
toxicological network.

FRAMEWORK FOR CONSTRUCTING THE GLOBAL
TOXICOLOGICAL NETWORK

In the effort to predict and assess the safety profiles of future drug candidates, the immediate goal
is to construct a global toxicological network that is expandable and that allows the continually
growing data and knowledge resources to be effectively integrated and utilized. We envision that
this network will be composed of local toxicological subnetworks of individual drugs and that
it can be built by utilizing the ADR phenotypes of FDA-approved drugs and failed drugs (ones
that are either withdrawn or aborted prematurely). This goal will be accomplished by linking the
drugs’ ADR phenotypes to molecular targets of toxicity, then mapping these targets up through
increasingly complex hierarchical levels of human physiology.

Translation of Molecular Perturbations to Organ Dysfunction
at the System Level

The hierarchy of drug actions beginning with molecular interactions and intracellular pathways
and eventually leading to manifestations of ADRs, as laid out in Figures 1–3, lacks definitive
pathways that translate disturbances at the cellular and organ levels of the functional connectivity
network into clinical ADR phenotypes. For example, acetaminophen, troglitazone, amiodarone,
tetracycline, and flucloxacillin cause different clinical phenotypes of DILI (8, 25, 27, 118, 119), 13
of which are defined by the MedDRA, as noted above (114). These different phenotypes present
the challenge of differentially associating the underlying mechanism of drug action (therapeutic
and/or toxic) with its unique phenotype of organ toxicities. Achieving that goal requires a
comprehensive mapping of the perturbed pathways/networks to the corresponding biochemical
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functional (metabolic) consequences across the hierarchy from molecular pathways to organelles
to cells to organs. Metabolomic profiles are linked to cellular metabolic pathways, which form
the connectivity blueprint of functional homeostasis and are expected to provide much of the
data to support this part of the predictive network. Metabolomic profiles can often be assessed
by sampling serum, urine, feces, body fluid, and tissue samples from animals and/or humans.
Metabolic pathways of carbohydrates, energy, lipids, nucleotides, amino acids, cofactors, vitamins,
terpenoids, polyketides, and xenobiotics as well as biosynthesis pathways have been mapped,
and details are continuously being added (15). Metabolic pathways will be integrated into a
global metabolic network (82) to allow the association of the metabolic pathways involved in
cellular function homeostasis with diseases (15, 19, 120) and with drug toxicity (19, 121). As
the data to populate a global metabolic network are developed, it can be expanded to enable
identification of specific metabolomic and other biomarkers as the translational bridge between
ADR phenotypes and the corresponding cellular functional and metabolic pathways that are
perturbed. This underway effort is informed by the creation of human disease metabolic networks
(120). Successful translational mapping can be facilitated by ontological inference and statistical
inference to bridge the gaps (122).

Ontologies as the Integrating Axis

For the purposes of this review, an ontology is defined as a combination of complex relational
databases that are based on semantic web technology and on artificial intelligence (the ability
to reason internally). Many databases are becoming available for data mining, and advances in
the science of bioinformatics enable compilation and information association across and within
different levels of biological organization. These advances include the creation of interacting
relationships between diseases and genes, between diseases and metabolic pathways, among pro-
teins, among genes, between genes and proteins, between drugs and proteins, and between genes
and RNAs. However, these data are produced from different experimental study designs using
different organs/tissues or animal species. It is challenging to annotate and index these data to
establish the framework of a defined biological or clinical domain with a common language for
the purpose of computationally translating the data into a meaningful application for the systems
pharmacology predictive toxicity network. For example, a cell line ontology is needed when in-
tegrating the “omics” data from different cell lines. Isolated primary cells (123) or immortalized
cell lines (25) are convenient tools for investigating drug toxicity mechanistically and pheno-
typically. However, there are differences between any two transformed hepatocyte cell lines or
between different preparations of primary human hepatocytes (PHH). PHH and transformed
hepatocytes (HepG2) behave differently in their unique immune and inflammatory responses; the
latter seems to exhibit downregulated immune responses (24). In response to treatment with
troglitazone (PPARγ agonist) or muraglitazar (PPARα/γ agonist), HepRG is more sensitive
than PHH in showing a concentration-dependent reduction in cellular ATP content (123). Ex-
tensive cell line array databases are available for mining and are being expanded continuously
(see, e.g., http://www.broadinstitute.org/genome_bio/connectivitymap.html, http://dtp.
nci.nih.gov/branches/btb/ivclsp.html, http://commonfund.nih.gov/lincs/, http://epa.gov/
ncct/Tox21/) (Table 1). Databases for human embryonic stem cells (hESCs) and induced pluripo-
tent stem cells (iPSCs) are in an earlier stage of development; both cell types appear to be function-
ally similar and to have similar signaling pathways involved in controlling differentiation (124),
and they can potentially differentiate into a diverse range of cell types for drug toxicity screening.
Information about both hESCs and iPSCs plus their differentiated cell types will be included in
the production of in vitro omics-scale data. Integrating the data generated from various cell lines
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requires a cell line ontology. Such an ontology will facilitate categorical inference and linkage of
data from diverse sets of cell lines, as well as allow identification of the toxicological pathways
perturbed by a drug across aggregated cell line data sets.

In addition to the challenges posed by the aggregation and interpretation of data from diverse
cell lines, there are often differences in how biological and clinical studies are designed and carried
out. Different ways of expressing and analyzing the study results and of describing clinical pheno-
types have created further challenges for data integration and for correlating clinical phenotypes
with genomics (48, 125). Integrated linkage of transcriptomics, proteomics, metabolomics, and
genomics data across the hierarchical structure of the global toxicological network (Figure 1)
requires a systematic utilization of ontologies for logical between-level inference. Ontologies of
all hierarchical levels are therefore needed to facilitate large-scale integration and mining of data
and to enable linkage and integrated mapping of data from various hierarchical levels. Existing on-
tologies that provide an excellent platform to do this work include the Gene Ontology (GO), Cell
Line Ontology, Systematized Nomenclature of Medicine Clinical Terms, and National Center
for Biomedical Ontology (NCBO) (see http://www.bioontology.org/). We are also seeing the
development of ontologies and ontological tools as well as languages to facilitate data integration
and mining using integrated analytics approaches (122, 126–128; see also the NCBO BioPortal
at http://bioportal.bioontology.org). GO is an extensively used cross-species comparative tox-
icogenomics resource (129). Orthologous genes (genes in different species that evolved directly
from a single ancestral gene) constitute the axis for integrating data from different tissues, in vitro
cell lines, iPSCs, hESCs, and animal species. Ontologies and ontological tools will form the axis
for integrating data from various sources to construct the global toxicological network.

CONCLUSION

There are several areas in which few data are likely to be available to construct the systems
pharmacology predictive toxicity network. For example, little or no in vivo mechanistic data will
be available at the patient level. As a result, probabilistic and translational linkages among many
of the nodes in the network will be required. The linkages will be established mathematically
and statistically by utilizing biomedical and pharmaceutical databases and biomedical as well
as omics databases that contain large amounts of curated data of adequate quality. Connecting
individual toxicological networks of approved drugs and failed drug candidates by integrating
the network components of the hierarchy will help define and construct this global network
(Table 1). Metabolic pathways are continuously being curated (15) and compiled into metabolic
networks, and approaches will be adapted from those already in use. For example, estimation of
the likelihood ratio based on the panel of test results has been proposed to facilitate diagnosis of a
patient’s disease (130). Integrating uncertainty in the interaction intensity (IC50 values) between
a drug molecule and a target protein into pharmacokinetic and pharmacodynamic modeling of a
drug along with its Cmax and dose/exposure enables a probabilistic assessment of clinical efficacy
of drug candidates (131). Similar approaches can be developed for probabilistic safety assessment
by integrating the molecular-level data into population-level modeling and also integrating
pharmacogenomics and epigenetics data to include individual variability. The global network,
when constructed, will consist of edges that allow mathematical and/or statistical modeling of
individual connectivity strengths and will fully incorporate in vitro, animal, and clinical data.

With ontologies as the unifying axis, integrated approaches to analyses that combine computing
sciences (such as quantum or cloud computing) (132, 133), mathematics, and statistical approaches
such as Bayesian networks (134) will be required to evaluate individual connectivity intensities
among the large volume of genomics, transcriptomics, and phenomics data and information
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Figure 4
Schematic framework of analytic integration of genomics, transcriptomics, and phenomics.

from humans and animal species (Figure 4). Continuing efforts and successes with the mouse
phenome database (135), with cross-species (mouse-to-human) phenotype mapping in relation to
phenotype-genome association (136), with neuropsychiatric phenomics (49, 125), and with ana-
lytical methods to describe connectivity associations among phenome, genome, and transcriptome
(48, 137–141) are integral to the development of the systems pharmacology predictive toxicity
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network. At the population level, physiologically based human exposure-response modeling that
includes genomics data may provide a means to predict rare ADRs, although that hypothesis will
require careful testing. At this time, specific genetic mutations in relation to human genetic disor-
ders (see Online Mendelian Inheritance in Man R© at http://www.ncbi.nlm.nih.gov/omim) and
drug ADME (see PharmGKB at http://www.pharmgkb.org) have been most reproducible and
useful in establishing the connectivity between genomics and clinical phenotype. The PharmGKB
database, a knowledge source containing information about drugs and related genetic mutations
that affect their ADME, is useful for constructing the network between drugs and their exposure
variability in individual organs in relation to drug toxicity and ADRs. Biomarkers associated
with organ dysfunction are widely utilized in clinical diagnosis of diseases and determination of
patients’ responses to treatment and will be useful to bridge transcriptomics and phenotype.

A substantial resource for clinical response data following drug treatment of human diseases
resides within individual pharmaceutical companies; there have been calls for precompetitive col-
laborations to enhance the availability and access to these data (142). These data, if combined, will
facilitate construction of the global toxicological network. Merging toxic and therapeutic chemi-
cal spaces that have already been explored or are being explored and integrating transcriptomics,
genomics, and phenomics data associated with those chemical spaces will be required to move this
program forward in order to improve the sensitivity and, of equal importance, the specificity of
toxicity prediction for future drug candidates (59, 143, 144). This major collaborative effort will
require the active participation of the pharmaceutical industry, academic investigators and centers,
research institutes such as the NIH, and the FDA and other regulatory bodies. We believe that
such systems pharmacology approaches represent the next steps to advance drug safety science.
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