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Μοριακή Διάγνωση



• Η µοριακή διαγνωστική είναι ένας σχετικά νέος κλάδος 
της σύγχρονης ιατρικής που στοχεύει στην ασφαλή και 
γρήγορη διάγνωση διαφόρων παθήσεων, 
συµπεριλαµβανοµένου του καρκίνου των συµπαγών 
οργάνων (σαρκώµατα, καρκινώµατα, νεοπλάσµατα 
κεντρικού νευρικού συστήµατος).  

• Βασίζεται στην ανάλυση γενετικού υλικού ή/και 
πρωτεϊνών από κύτταρα ή/και ιστούς ασθενών µε 
νεοπλασµατική νόσο



– Χρησιµοποιεί πολύ µικρή ποσότητα υλικού για να θέσει σίγουρη και 
ασφαλή Διάγνωση 

– Προσδιορίζει σε αρκετές περιπτώσεις τα αίτια των νεοπλασιών (π.χ. 
σε αντιµεταθεσεις, απώλεια ετεροζυγωτίας κ.λ.π.) 

– Δίνει σηµαντικές πληροφορίες για τη φυσική πορεία και την εξέλιξη 
της νόσου 

– Οι πληροφορίες έχουν άµεση κλινική εφαρµογή αφού µπορούν να 
χρησιµοποιηθούν τόσο για τη θεραπεία όσο και για την αξιολόγηση της 
ανταπόκρισης σε θεραπευτικά σχήµατα

Ρόλος και σηµαντικότητα
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Molecular Pathology 
A Universal Discipline of Laboratory Medicine



Υπόθεση
• Η φαινοτυπική ποικιλοµορφία ενός όγκου συνοδεύεται 
από αντίστοιχη ποικιλία στο προφίλ της γονιδιακής 
έκφρασης ! ανίχνευση µε µεθόδους ΜΔ  

• Ταυτοποίηση του γονιδιακού προφίλ ενός όγκου αποτελεί 
τη βάση για σωστή διάγνωση και ταξινόµηση



Αλγόριθµος προσέγγισης 

Χειρουργείο / Βιοψία

Μοριακή επεξεργασία ιστού

Καθορισµός µοριακού προφίλ του όγκου

Εξατοµικευµένη/στοχευµένη Τχ

Ασθενής που πάσχει από νεοπλασµατική νόσο

Ακριβής διάγνωση

Πρόγνωση



Άξονες ΜΔ

• Επιστηµονικό υπόβαθρο 

• Μεθοδολογία και τεχνολογική υποδοµή 

• Υπακοή στους κανόνες βιοηθικής



Επιστηµονικό Υπόβαθρο 
 

 Καθορισµός του γονιδιακού  
προφίλ των ΣΟ

Το παράδειγµα του καρκίνου του µαστού



Καθορισµός του γονιδιακού προφίλ των 
ΣΟ: το παράδειγµα του καρκίνου του µαστού

Basal-like και Cerb-b2+: χειρότερη Px

78 καρκινώµατα, 3 ινοαδενώµατα,  
4 φυσιολογικά δείγµατα

456 γονίδια

Sorlie et al, PNAS 2001



Multiplexed Molecular Dx MammaPrint®: Px 
test

DNA micro array-based in vitro 
diagnostic laboratory service that 
measures the activity of 70 genes

(Agendia BV, The Netherlands) 

The assay are focuses primarily on 
proliferation with additional genes 
associated with invasion, metastasis, 
stromal integrity and angiogenesis 

Expert Rev Mol Diagn. 2009;  
Cancer Genomics Proteomics. 2007

FDA approved December 12, 2007 



MammaPrint®
• MammaPrint® is currently available 

for breast cancer patients who are: 

1.  <61 years old 
2. stage I or II disease 
3. with a tumor size ≤ 5 cm 
4. lymph node negative 
5. without any limitation in treatment. 

• Eligibility will be broadened in the near 
future.  

• FFPET applications (from June 2007)





Mammaprint vs Oncotype Dx

• Oncotype DX™ is a 21-gene RT-PCR assay; Genomic Health) 

• The Oncotype DX Breast Recurrence Score Test for people 
diagnosed with early-stage, ER+, HER2-negative invasive 
breast cancer 

• The Oncotype DX Breast DCIS Score Test for people diagnosed 
with DCIS (ductal carcinoma in situ) 

• The Oncotype DX Breast Recurrence Score Test analyzes the 
activity of a group of genes that can affect how an early-stage 
breast cancer is likely to behave and respond to treatment 

•



Oncotype DX

• the likelihood that the breast cancer will return 
• possible benefit from chemotherapy to treat early-stage 

invasive breast cancer 

• The Oncotype DX Breast Recurrence Score Test is 
used in two ways: 

1.to help doctors figure out a person’s risk of early-stage, estrogen-
receptor-positive breast cancer coming back in a part of the body 
away from the breast (distant recurrence) 

2.to help figure out if a person will benefit from chemotherapy





The Oncotype DX is a test that may predict how likely it is that your breast cancer will 
return.
 It also predicts  whether you will benefit from having chemotherapy in addition to hormone 
therapy. 
The test results can help you and your doctors make a treatment plan that’s right for you.

This test can be done on early-stage breast cancers (stage 1 or 2) that:
• Have receptors for estrogen (estrogen-receptor positive)
• Don’t have large amounts of the human epidermal growth factor protein (HER2 

negative)



Next Generation Sequencing (NGS) 
• Modern high-throughput DNA sequencing technologies 
• parallel, rapid  
• Decreasing price, time, workflow complexity, error rate 
• Increasing data quantity and quality, read lenght (data 

storage capacity), repertoire of bioinformatics tools 
• Wide range of applications 

• Third Generation Sequencing (single molecule, real time, in 
situ ...)



Next Generation Sequencing (NGS) 
• Starting material: 
 - DNA  (DNA-seq) 
 - RNA  (RNA-seq) 
 - DNA fragments bound to 
selected protein – to analyse the 
sequences of DNA-binding sites of 
protein of interest or localisation of 
histone modifications  (ChIP-seq)



amplicons of at least 299 bp were deemed high quality, and
samples with only 105-bp amplicons were classified as poor
quality.

Targeted Enrichment and Sequencing

All samples were capture enriched for a comprehensive
cancer set, WU-CaMP27 (Genomics and Pathology Services
at Washington University, St. Louis, MO), that includes 27
genes commonlymutated in cancer (Supplemental Table S2).
One microgram of extracted DNA was fragmented to 200 to
250 bp using a Covaris E210 instrument (Covaris Inc,
Woburn, MA). Fragmentation was verified on an Agilent
2100 Bioanalyzer (Agilent, Santa Clara, CA), and the frag-
mented DNA was purified with Agencourt AmpureXP beads
(Beckman Coulter, Danvers, MA), end-repaired and A-tailed
with Klenow DNA polymerase, and finally ligated to uni-
versal Illumina adapters. Library fragments were then bead
purified and analyzed for adequate ligation on an Agilent
2100 bioanalyzer (Agilent, Santa Clara, CA). Limited-cycle
PCR with sample-specific, index-tagged primers was then
performed to enrich for ligation products with the appropriate
configuration (ie, ligation of one of each of the adapters on

either end). Whole-genome libraries were enriched for exons,
200 bp of flanking intronic sequence, and 1-kbp flanking the
first and last exon of the genes targeted by the WU-CaMP27
set using a custom Agilent SureSelect biotinylated cRNA
probe set. SureSelect reagents were prepared according to the
manufacturer instructions, and 500 ng of each indexed library
was hybridized at 65!C for 24 hours. Captured library frag-
ments were washed and purified from unbound material
using MyOne T1 streptavidin beads (Life Technologies
Corp., Grand Island, NY) and then resuspended and bead
purified before a final limited-cycle PCR amplification.
Verification of library size and quantity was performed by
electrophoresis using an Agilent Bioanalyzer. Enriched
libraries were pooled (30 indexed libraries per pool) and
sequenced in multiplex on an Illumina HiSeq 2000 instru-
ment (Illumina Inc) using version 3 chemistry following
established protocols for paired-end 101-bp reads.

Statistical Analysis

Base calls and quality scores were produced by the included
Illumina (San Diego, CA) analytical software version 1.7
(Casava). The resulting FASTQ files were aligned to National

Figure 1 Experimental overview. A: Tissue from 16 collected lung adenocarcinomas was selected from the Siteman Cancer Center tumor bank. For each
carcinoma, paired fresh frozen and routinely processed (overnight fixation with 10% w/w buffered formalin) FFPE samples were available. Slides from both
fresh frozen and FFPE tissue were reviewed for adequacy. The mean age of patients at the time of sequencing was 8.1 years. DNA was extracted from both fresh
frozen and FFPE tissue using the same method. FFPE-derived DNA was subjected to a PCR size control ladder assay to determine the extent of DNA frag-
mentation. A subset (eight cases) of fresh tissueederived DNA was further analyzed by the Affymetrix V6 SNP array. Extracted DNA was then sheared, indexed,
adapter ligated, and captured using WU-CaMP27 gene enrichment probes that target 27 commonly mutated genes in cancer. Enriched DNA libraries were then
subjected to low-cycle PCR amplification (eight cycles) and sequenced on an Illumina HiSeq 2000 instrument using V3 chemistry and 2 " 101-bp paired end
reads. All NGS data were aligned to the National Center for Biotechnology Information build 37 (hg19) reference using Novoalign in paired-end mode. Variants
were called using the GATK version 2.1. B: To evaluate the effect of preanalytic factors on NGS, we subjected fresh tissue to both prolonged formalin fixation
and prolonged ischemic time. DNA from these samples was extracted, processed, analyzed as above, and finally compared with a fresh tissue time point.

Next-Generation Sequencing of FFPE

The Journal of Molecular Diagnostics - jmd.amjpathol.org 625

Next Generation Sequencing (NGS)
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methylation-based subgroups and distinguished 
three main clusters: highly methylated (HM), 
intermediately methylated (IM) and large clus-
ters with both lower and rarer locus-specific 
methylation (LM) [78]. The study provides evi-
dence that integration and combination of gene 
expression and methylation datasets analyses 
could better described the CRC subtypes. Gene 
expression profiles and genomic characterization 
influence CRC outcome (Fig. 2.2).

Critical genes and pathways, including the 
WNT, RAS–MAPK, PI3K, TGF-b, P53 and 
DNA MMR pathways, are involved in the initia-
tion and progression of CRC [77, 79]. They are 
associated with different mutation frequencies of 
the main oncogenes RAS, BRAF, APC and other 
genetic events, whose expression redefines treat-
ment selection. With the exception of hyper- 
mutated cancers, CRC have similar patterns of 
genomic alteration, and there is evidence of sig-

Patient

Precision
Medicine

Biological tumor characteristics

BRAF RAS

Folfoxiri+
Bevacizumab Pembrolizumab

Lapatinib+
Trastuzmab

AntiEGFR mAb/
AntiVEGF mAb+/-

CT

AntiVEGF mAb+

CT

WT MUT

HER2+ MSI

Toxicity

Goals

Biological
tumor

characteristics

Continuum of
care

Fig. 2.1 This chart 
describes the possible 
molecular alterations 
that lead to the therapy’s 
customization based on 
the molecular profile of 
each patient. The center 
of our attention is 
precision medicine that 
has to guide the 
oncologist’s decision in 
order to provide the best 
choice based on the 
characteristics of patient, 
tumor, and treatment

P. Tagliaferri et al.

Ιατρική Ακριβείας 
1.γονίδια 
2.περιβάλλον 
3.τρόπος ζωής
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with the use of the cellular, immunological, and 
molecular assays. The completion of these new 
technologies and the not yet complete compre-
hension of the biological mechanisms and the 
functioning of CTCs have not allowed introduc-
ing their use in routinely clinical practice. The 
potential role of CTCs in oncology could be pre-
dictive and/or prognostic. In the first case, the 
CTCs may be useful in selecting the better thera-
peutic option in both adjuvant and metastatic 
settings through the identification of specific 
molecular targets; in the second case they could 
help to estimate the risk of recurrence in patients 
who underwent to curative surgery, defining 
prognosis. Starting from this last concept, it is 
crucial to remember that up to now the most 
important predictors of recurrence of CRC are 
TNM stage and residual disease. In the absence 
of macroscopic and microscopic residual tumor 
(R0), the 5-year survival rates range from 
approximately 75% of stage I to less than 10% 
of stage IV also presenting heterogeneity within 
the same disease (N1 >50%; N2 >35%). As for 
the R1/R2 surgery, the survival rate at 5 years is 
less than 5%. While the postoperative treatment 
of stage I does not require any kind of interven-
tion, stage III requires chemotherapy or chemo/
RT combination treatment. Postoperative stage 
II (pT3/pT4, N0, M0) intervention is not 

uniquely defined by the main international 
guidelines. The layering stage II low/high risk 
currently originates from the evaluation of some 
parameters conventionally defined as indepen-
dent prognostic factors. Among these, the main 
ones are represented by the depth of invasion 
(pT); the vascular, neural, and lymphatic inva-
sion; the number of lymph nodes examined (pN); 
the grading (G); and the preoperative values of 
the tumor marker CEA.

The use of CTCs could be crucial in assessing 
the risk of recurrence, especially in situations of 
heightened uncertainty, as it is possible to deter-
mine the stage II where the risk of recurrence at 
5 years still stands at around 30%. In this sense, 
the CTCs were evaluated in different experimen-
tal conditions. The main technical problem can 
be attributed to the low number of CTCs in the 
blood that requires the use of high specific and 
sensitive methods to discover them. Wang et al. 
[2] were able to identify CTCs in CRC through 
the detection of CEA mRNA using RT-PCR. Uen 
et al. [3] using a panel of mRNA markers that 
included cytokeratin-19 (CK-19), cytokeratin-20 
(CK-20), carcinoembryonic antigen (CEA), and 
human telomerase reverse transcription (hTERT) 
mRNA were able to identify CTCs in the periph-
eral blood of 194 patients with stage II CRC who 
were subjected to surgery with curative intent. Of 

ctDNA

CTCs

exosomes

Prognosis

Early diagnosis

Minimal residual disease 

Therapy

Fig. 13.1 Possible 
implications of liquid 
biopsy in colorectal 
cancer (CRC) 
management

A. Galvano et al.
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patients. Baseline serum levels of cell-free DNA 
and its integrity were found thus to be potential 
prognostic biomarkers in patients with primary 
breast cancer [19]. On the contrary, it was shown 
that OS is not associated with ctDNA levels at 
baseline [20]. Therefore, in contrast with CTCs 
that have been suggested to be strong prognostic 
factors, the impact of baseline ctDNA levels is 
still doubtful [21].

ctDNA may also be used to monitor treatment 
efficacy. Recent studies in breast cancer patients 
have found a decrease in ctDNA concentrations 
after surgery and chemotherapy. This prompted 
further studies into the use of ctDNA as a marker 
of treatment response [22]. Dawson et al. have 
compared ctDNA and CTCs for the monitoring of 
response to therapy in metastatic breast cancer 
patients. In this study, somatic mutations and 

Circulating 
tumor cell  

(CTC)

Cell free DNA
(cfDNA)

Tumor cell

Liquid 
biopsy

Invasion

Tumor

Standard 
biopsy

Fig. 9.2 Standard biopsy and liquid biopsy in breast cancer: the differences for a “picture” of disease

313 BC pts
Stage I- III 

50
Healthy
controls

203 (65%)
tissue DNA
PIK3CA wt

110 ( 35%)
tissue DNA
PIK3CA mut

25 (23%)
ctDNA

PIK3CA mut

85 (77%)
ctDNA

PIK3CA wt

30 (15%)
ctDNA

PIK3CA wt

50 (100%)
ctDNA

PIK3CA wt

Patients Tissues PlasmaFig. 9.3 Schematic 
representation of the 
Oshiro study design

L. Incorvaia et al.
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other cancers. Alegre et al. compared both in 
serum and serum-derived exosomes, miR-125 
levels from healthy controls and melanoma 
patients [141], which has been observed down-
regulated in melanoma biopsies [153] and whose 
circulating levels have been probed of interest in 
other cancers. As in melanoma tissue, miR-125 
levels were lower in exosomes but not in serum 
from melanoma patients, suggesting exosomes 
as a more accurate material for measuring 
miRNA levels. In the case of uveal melanoma, 
miR-146a levels were increased in both serum 
and serum exosomes [163].

 Circulating DNA

 Circulating Nucleic Acids 
as Biomarkers

 The Nature of Cell-Free Circulating DNA
The presence of cell-free DNA in plasma was 
unveiled long time ago, in 1948, by Mandel and 
Metais [164], but it was not until much later, in 
1973, that Koffler et al. [165] showed that patients 
with cancer, especially those suffering metasta-
sis, had increased levels of cell-free DNA. Later, 
in 1989, Stroun et al. reported the presence of 
neoplastic characteristics in this cell-free DNA, 
demonstrating that part of this DNA comes from 
cancer cells [166]. Since then, many studies 
showed in cell-free DNA similar alterations 

reported for tumour DNA, such as mutations, 
microsatellite variances or changes in DNA 
methylation.

The release of DNA from cells into circulation 
can be passive from apoptotic and necrotic cells 
[167], as illustrated in Fig. 17.4. Apoptosis would 
produce fragments with sizes multiples of 180 
pb, corresponding to the size of the DNA wrapped 
around the nucleosome. Necrosis would result in 
more irregular and larger-sized cell-free 
DNA. Alternatively, large fragments higher than 
10kB of DNA can be actively secreted included 
into exosomes [168]. Different analyses of the 
size of cell-free DNA suggest that most of it is 
released mainly from apoptotic cells, but is sub-
sequently fragmented by the action of nucleases, 
mononucleosome breakdown, or by phagocyto-
sis resulting in predominant circulating frag-
ments of about 60 pb [169, 170]. The size of the 
fragments of cell-free DNA can be different 
between healthy subjects and cancer patients. 
Pinzani et al. analysed by PCR four amplicons of 
67, 180, 306 and 476 bp of the APP gene in cuta-
neous melanoma. They showed that the most 
abundant fragments in plasma of melanoma 
patients were those comprised between 181 and 
307 bp, while in healthy subjects, there was a 
prevalence of shorter fragments (Fig. 17.4) [171].

As mentioned before, alterations observed in 
primary tumours can be also observed in cell-
free DNA, so the analysis of these molecular 
markers could be a very valuable information 

Fig. 17.4 Circulating 
DNA graphic

E. Alegre et al.
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sequence present in the 3′-untranslated region 
(UTR) of target mRNAs, resulting in direct mRNA 
cleavage or translational inhibition [31–33]. 
Experimental evidence showed that miRNAs may 
play a key role in the modulation of different bio-
logical processes, such as immune response, apop-
tosis, cell growth, angiogenesis, and regulation of 
several metabolic pathways [34–39], whose altera-
tion may be crucial for the cancer onset and pro-
gression, metastasis development, and drug 
resistance [31, 40, 41]. In recent years, the role of 
miRNAs as novel potential biomarkers for diag-
nostic, prognostic, and predictive purposes has 
been investigated, in order to develop new thera-
peutic strategies for the treatment of several dis-
eases [42, 43]. Therefore, the identification of 
miRNA signatures currently seems to be an inter-
esting field to explore in oncology research, also 
thanks to recent advances in the development of 
miRNA- based antitumor therapeutic approaches. 

Several studies highlighted the crucial role of 
miRNA expression variations in GIST biology, 
especially in tumorigenesis, prognosis, progres-
sion, metastasis, therapy response, and acquisition 
of primary and secondary resistance [44–48]. Over 
these years, the role of miRNAs in GIST was 
investigated mainly through expression analysis in 
cell lines and fresh or formalin-fixed paraffin- 
embedded (FFPE) tissue specimens. However, 
despite encouraging preliminary results, the intro-
duction of miRNAs in clinical practice appears to 
be currently still far, due to the low number of ana-
lyzed cases and other limitations such as the use of 
unstandardized methodologies and poor reproduc-
ibility of data [44]. In recent years, several evi-
dences suggested the possibility of using specific 
circulating miRNAs as liquid biopsy for GIST 
patients. Although an increasing number of 
researchers are focusing on the finding of new cir-
culating miRNAs to use as potential noninvasive 

Circulating
tumor cell

(CTC)
Cell free 

DNA
(cfDNA)

Tumor cell
Kit mutation

Prognostic

Molecular assay genotyping to
predict risk of recurrencePredictive

Prediction of therapeutic response
Personalized treatment

Monitoring

Minimal residual disease after surgery
Response to treatment

Early detection of recurrence

Normal cell

Exon 9
Exon 11
Exon 13
Exon 17

Exon 12
Exon 14
Exon 18

KIT PDGFRA

Fig. 16.3 Liquid biopsy in GIST: clinical application

D. Fanale et al.
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 Circulating Tumor DNA (ctDNA)

Several evidences suggest that detection and 
genetic characterization of ctDNA might provide 
an easily accessible source for prognostic and 
predictive information. Differential methodolog-
ical approaches have been developed for the 
detection of ctDNA by identification of tumor- 
specific mutations, such as allele-specific PCR, 
BEAMing, droplet digital PCR, and various next- 
generation sequencing protocols [72]. The study 
of circulating cell-free DNA in the plasma/serum 
includes two major strategies: the measurement 

of the amount of cell-free DNA in the circulation 
and the detection of tumor-derived genetic aber-
rations such as point mutations, allelic imbal-
ances, microsatellite instability, genetic 
polymorphisms, loss of heterozygosity, and 
methylation.

Initial Diagnosis More than 90% of the PDAC 
patients harbor mutations in the KRAS gene, 
which might be therefore a potential surrogate 
marker. Due to these high rate of KRAS muta-
tion, it has been questioned whether the investi-
gation of this alteration in PDAC could serve for 

What the genome can tell us……

Reading the DNA…… Beyond the DNA……

MicroRNA

Long noncoding
RNA

Circulating 
tumor cell  

(CTC)

Cell free 
DNA

(cfDNA)

! H1 9;
! HOX antisense intergenic RNA;
! MALAT1

! miR-25-3p; miR-151a-3p; 
! miR-100-5p; miR-375;  
! miR-194 ; miR-215 ;
! miR-143 ;
! miR-16, miR-21, miR-185, and 

miR-375 ;
! miR-17-5p, miR-18a, miR-20a, 

miR-200c, miR-21, miR-218, miR-
221, miR-222, miR-25, miR-27a, 
miR-376c and miR-744; 

! miR-122, miR-195-5p, miR-203, 
miR-218, and miR-375 

Fig. 15.1 Circulating tumor cells (CTCs), cell-free DNA 
(ctDNA), and noncoding RNAs could represent a “liquid 
biopsy” to detect esophageal, gastric, and pancreatic can-
cer. CTCs and ctDNA can be used to analyze the molecu-
lar alterations harbored in the plasma/serum of EC, GC, 
and PDAC patients. Modification beyond the DNA 
sequences can be studied to analyze the deregulation of 
noncoding RNAs: microRNA and long noncoding 
RNA. Higher levels of miR-25-3p and miR-151a-3p, 
miR-194 and miR-215, miR-143, miR-16, miR-21, miR- 

185 and miR-375, miR-17-5p, miR-18a, miR-20a, miR- 
200c, miR-21, miR-218, miR-221, miR-222, miR-25, 
miR-27a, miR-376c, and miR-744 have been detected in 
plasma and serum of some EC or GC or PDAC patients 
compared to healthy volunteers. miR-100-5p and miR- 
375, miR-122, miR-195-5p, miR-203, miR-218, and miR- 
375 were significantly decreased in EC or GC or PDAC 
patients compared with healthy control. In GC, H19, 
HOX antisense intergenic RNA, and MALAT1 genes 
have been detected in the blood of GC patients

15 Liquid Biopsy in Esophageal, Gastric, and Pancreatic Cancers
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Fig. 1.5 Liquid biopsy 
as surrogate endpoint 
biomarker. This term 
refers to a single or 
combination of factors 
related to the patients or 
the tumors, whose 
changes during the 
treatment reflect the 
antitumor activity. For 
example, the progressive 
reduction of surrogate 
biomarker during 
targeted therapies can be 
associated with 
treatment response. 
Accordingly, an 
increased level of the 
same biomarker could 
imply the onset of 
resistance

LIQUID 
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Molecular 
characterization 
of the tumor
(early diagnosis) Prognostic 
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Fig. 1.4 The possible clinical applications of liquid 
biopsy: (i) early diagnosis, (ii) prognostic information, 
(iii) real-time monitoring of disease, (iv) identification of 

therapeutic targets and resistance mechanism, and (v) 
metastasis development

A. Russo et al.
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least, there is the problem of tumor heterogeneity 
that may be very difficult to overcome especially 
when the lesion is not easily accessible and thus 
multiple tissue biopsies are not feasible [7].

For all these reasons, it became necessary to 
search for new noninvasive or minimally invasive 
markers that can allow a strict patients’ follow-up 
at different time points. Here comes the concept 
of liquid biopsy, i.e., a liquid biomarker that can 
be easily isolated from many body fluids (blood, 
saliva, urine, ascites, pleural effusion, etc.) and, 
as well as a tissue biopsy, is representative of the 
tissue from which it is spread [8]. The term liquid 
biopsy encompasses several components: circu-
lating tumor cells (CTCs), cell-free DNA 
(cfDNA) and circulating tumor DNA (ctDNA), 
exosomes, and circulating cell-free nucleic acids 
(cfNAs, such as microRNA, mRNA, and long 
noncoding RNAs). We are just at the beginning 

and we still have to investigate and understand 
the different components of liquid biopsy. 
Despite the promising expectations, not every-
thing that glitters is gold, and for some compo-
nents, such as exosomes, we are still far away 
from clinical applications [9, 10]. Moreover also 
for CTCs and ctDNA, we can list a series of pros 
and cons that are reported in Fig. 1.3. 
Notwithstanding, in some cases liquid biopsy is 
already a valid tool that can be used in clinical 
practice. This is the case of ctDNA testing in 
non-small cell lung cancer and CTCs enumera-
tion in breast, prostate, and colon cancer [11–16], 
as it will be explained in the following chapters.

There are several possible clinical applica-
tions for liquid biopsies (Fig. 1.4): early diagno-
sis, prognostic information, surrogate endpoint 
biomarker and real-time monitoring of the dis-
ease (Fig. 1.5), identification of therapeutic 

Circulating tumor DNA

PROs
• Minimally invasive prognostic

marker

• Early detection of drug
resistance development

• Driver mutation detection
from blood samples

• Solving the issue regarding
“insufficient material for
analysis”

CONs
• Lack of standardized and

widely approved methods for
analysis

• Contamination with cfDNA
from healthy cells

• Low levels of ctDNA (False
Negative)

• Accurate quantification of
the mutant allele in the
sample

Circulating Tumor Cells

PROs
• Minimal  invasive prognostic 

marker

• Therapeutic  management

• Comprehension of 
mechanisms of drug 
resistance

• Availability of FDA-approved 
method for isolation

CONs
• Filtration of large or 

clustering  CTCs in smaller 
capillaries (FN)

• Presence of benign 
circulating epithelial cells 
(FP)

• Heterogeneity

A.

B.
Fig. 1.3 Overview of the main pros and cons of both ctDNA (a) and CTCs (b)

1 Liquid Biopsy in Cancer Patients: The Hand Lens to Investigate Tumor Evolution



46

settings, it is highly probable that it will soon 
become a widespread approach complementary 
to tissue-based analyses and profoundly influenc-
ing population-based screening, early diagnosis, 
monitoring of the oncological patient, and clini-
cal follow-up after remission.
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Table 8.1 Actionable cancer targets tested in liquid biopsy analysis

Actionable 
target (Dx 
or Rx)

% (n) of mutated 
samples with single-base 
mt/insertion/deletion

Current use  
(Dx:Rx value)

Validation in liquid 
biopsy (source of 
liquid biopsy)

Analytic 
method References

JAK2 20.9 (32,692 ) Not established Not determined – –

BRAF 15.5 (24288) Rx, melanoma (ctDNA)
(ctDNA)
(ctDNA)

ddPCR
PCR
ddPCR

[3]
[4]
[5]

KRAS 14.9 (23261) Dx, multiple (exosomes)
(ctDNA)
(CTC & ctDNA)
(ctDNA)

dPCR
PCR
ddPCR
NGS

[6]
[7]
[8]
[9]

TP53 9.2 (14438) Dx, multiple (ctDNA)
(exosomes)
(ctDNA)

dPCR
dPCR
NGS

[10]
[6]
[11]

FLT3 7.4 (11520) Rx under development Not available – –

EGFR 6.8 (10628) Rx, multiple (ctDNA)
(cfDNA)
(cfDNA)

NGS
Seq
NGS

[12]
[13]
[14]

KIT 3.0 (4720) Rx, GIST, AML (ctDNA) NGS [30]

PIK3CA 2.9 (4560) Dx, breast (cfDNA)
(ctDNA)
(CTC)

NGS
dPCR
NGS

[15]
[16]
[17]

IDH1 2.9 (4509) Not established Not validated – –

CTNNB1 2.1 (3262) Dx, multiple No (ctDNA) NGS [18]

FGFR3 1.9 (2948) Rx under evaluation (ctDNA) NGS [19]

NRAS 1.8 (2738) Dx, multiple (ctDNA) ddPCR [5, 20]

APC 1.6 (2561) Dx, colon (ctDNA)
(ctDNA)
(ctDNA)

NGS&dPCR
NGS&dPCR
NGS

[21]
[22]
[23]

NPM1 1.6 (1471) Not established

PTEN 1.1 (1719) Rx under evaluation (CTC)
(ctDNA)

NGS
NGS

[24]
[25]

VHL 0.8 (1287) Dx, VHL syndrome (CTC) NGS [26]

IDH2 0.7 (1029) Not established (ctDNA) NGS [25]

CDKN2A 0.6 (968) Dx, multiple (ctDNA)
(ctDNA)

MPS
NGS

[27]
[28]

TET2 0.6 (864) Not established – – –

ABL1 0.5 (851) Rx, CML – – –

HRAS 0.5 (812) Dx under evaluation – – –

DNMT3A 0.5 (788) Not established –

NOTCH1 0.4 (661) Not established (exosomes)
(ctDNA)

NGS
NGS

[29]
[12]

PDGFRA 0.4 (653) Rx under evaluation, 
GIST

(ctDNA) NGS [30]

NF2 0.4 (609) Dx, neurofibromatosis, 
mesothelioma

(ctDNA)
(ctDNA)

NGS
NGS

[31]
[28]

MPL 0.3 (531) Not established

SF3B1 0.3 (516) Dx under evaluation (ctDNA) NGS [32]

RET 0.3 (500) Dx under evaluation (ctDNA) NGS&dPCR [22]

The actionable targets in the table originate from Vogelstein et al. (2013) (source: COSMIC open database) and repre-
sent single-base mutated driver genes (both oncogenes and tumor suppressor genes) found most frequently in cancer 
with a mutation hit >500/tumor. Bolded correspond to targets with clinically available therapeutics. The complete list 
available through the cited reference
ctDNA circulating tumor DNA, CTC circulating tumor cell, NGS next-generation sequencing, dPCR digital PCR, 
ddPCR droplet digital PCR, Dx diagnostic, Rx therapeutic



Extracellular vesicles
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during reticulocyte di↵erentiation, as a consequence of multivesicular endosome (MVE) fusion with
the plasma membrane [35,36]. Finally, a decade later, exosomes were also found to be released by B
lymphocytes and dendritic cells through a similar mechanism [37,38].

EVs are now classified into the following three types based on their mechanism of release and
size: exosomes (less than 150 nm in diameter), MVs/shedding particles (100~1000 nm), and apoptotic
bodies (>1000 nm) (Figure 1). Exosomes are extracellular membrane vesicles that are a subset of
extracellular nanosized membrane vesicles, with a diameter ranging from 30 to 150 nm. Their biogenesis
occurs via the exocytosis of multivesicular endosomes and they are released into the extracellular
environment during the fusion of multivesicular bodies with the plasma membrane [39]. Multivesicular
bodies contain intraluminal vesicles that fuse with the plasma membrane of the parent cell, releasing
exosomes into the extracellular space [1,40]. Exosomes are carriers of several molecules, such as DNA,
RNA, proteins, and lipids, and their contents directly reflect the metabolic state of the cells from which
they originate.
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ethylmaleimide-sensitive factor attachment protein receptor (SNAREs) complexes and the 
endosomal sorting complex required for transport (ESCRT), which is important machinery for the 
synthesis of exosomes. ESCRT consists of four different protein complexes, ESCRT-0, -I, -II, and -III, 
and the associated AAA ATPase Vps4 complex [44]. Depletion of the ESCRT-0 proteins, Hrs and 
TSG101, and the ESCRT-I protein, STAM1, reduces the secretion of exosomes. Corroborating these 
findings, the knockdown of ESCRT-III and its associated proteins, CHMP4C, VPS4B, VTA1, and 
ALIX, increases exosome secretion [44]. Exosome secretion increases in COS cells after transfection 
with the integral membrane protein, SIMPLE, whereas a mutated form of SIMPLE interferes with the 
formation of exosomes [45]. Conversely, Stuffers et al. [46] demonstrated that MVB biogenesis can 
occur without ESCRTs. For example, ILVs form in the absence of key subunits of all four ESCRT 
complexes, which indicates that exosomes can form by ESCRT-independent mechanisms. Lipids play 
a major role in vesicle biogenesis and transport processes, such as membrane deformation, fission, 
and fusion [47]. For example, ceramide plays a critical role in the formation of exosomes. Ceramide 
is synthesized from sphingomyelin by sphingomyelinase 2 (nSMase2) and the inhibition of this 
enzyme reduces the exosomal release of the proteolipid protein in Oli-neu cells [48]. Besides ESCRT 
proteins, lipids and several other proteins, such as lactadherin, platelet-derived growth factor 

Figure 1. Schematic representation of extracellular vesicles.

Exome biogenesis consists of three di↵erent stages, including the formation of endocytic vesicles
by invagination of the plasma membrane; the formation of MVBs by inward budding of the endosomal
membrane; and finally, the fusion of MVBs with the plasma membrane and release of the vesicular
contents, called exosomes (Figure 2) [41]. Exosomes have a lipid bilayer and a small cytosol devoid of
any cellular organelles. Exosomes are released by the fusion of an organelle of the endocytic pathway,
the MVB, with the plasma membrane. The biogenesis of exosomes is a tightly regulated process.
It begins with the in-budding of endosomes, which in turn forms MVBs that contain intra-luminal
vesicles (ILVs) [42,43]. The MVBs then fuse with the cell membrane of various cell types to release ILVs
extracellularly as exosomes. The exosomes then serve as messengers, communicating with other cells
by the process of vesicular docking and fusion with the aid of soluble N-ethylmaleimide-sensitive
factor attachment protein receptor (SNAREs) complexes and the endosomal sorting complex required
for transport (ESCRT), which is important machinery for the synthesis of exosomes. ESCRT consists
of four di↵erent protein complexes, ESCRT-0, -I, -II, and -III, and the associated AAA ATPase Vps4
complex [44]. Depletion of the ESCRT-0 proteins, Hrs and TSG101, and the ESCRT-I protein, STAM1,
reduces the secretion of exosomes. Corroborating these findings, the knockdown of ESCRT-III and its
associated proteins, CHMP4C, VPS4B, VTA1, and ALIX, increases exosome secretion [44]. Exosome
secretion increases in COS cells after transfection with the integral membrane protein, SIMPLE,
whereas a mutated form of SIMPLE interferes with the formation of exosomes [45]. Conversely,
Stu↵ers et al. [46] demonstrated that MVB biogenesis can occur without ESCRTs. For example, ILVs
form in the absence of key subunits of all four ESCRT complexes, which indicates that exosomes
can form by ESCRT-independent mechanisms. Lipids play a major role in vesicle biogenesis and
transport processes, such as membrane deformation, fission, and fusion [47]. For example, ceramide
plays a critical role in the formation of exosomes. Ceramide is synthesized from sphingomyelin by
sphingomyelinase 2 (nSMase2) and the inhibition of this enzyme reduces the exosomal release of the
proteolipid protein in Oli-neu cells [48]. Besides ESCRT proteins, lipids and several other proteins,
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such as lactadherin, platelet-derived growth factor receptors, annexins, flotillins, GTPases, heat shock
proteins, and tetraspanins, are also involved in exosome biogenesis [49–51]. Gerst and co-workers
demonstrated that homologues of the synaptobrevin/VAMP family, v-SNAREs and t-SNAREs, engage
in anterograde and retrograde protein-sorting steps between the Golgi apparatus and the plasma
membrane [52,53].
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Figure 2. Biogenesis of exosomes. The insert shows biogenesis of exosomes of SHSY5Y cells.

Exosomes are composed of functional proteins, mRNA, and microRNA. In particular, they contain
proteins from endosomes, the plasma membrane, and the cytosol, as well as some components from
the nucleus, mitochondria, endoplasmic reticulum, and Golgi apparatus. The protein content of
exosomes depends on the cell type from which they are secreted. They contain various biomarkers,
such as TSG101, charged multivesicular body protein 2a (CHMP2A), Ras-related protein Rab-11B
(RAB11B), CD63, and CD81 proteins and lipids, including cholesterol, sphingomyelin, ceramide, and
phosphatidylserine [1,40,54–57]. The macromolecular components of exosomes play a significant role
in cellular functions and pathological states, such as inflammation, immune responses, angiogenesis,
cell death, neurodegenerative diseases, and cancer [58].

3. Factors Influencing the Biogenesis of Exosomes

Although appropriate, optimized techniques are a vital factor to stimulate biogenesis and achieve
a high yield of exosomes, certain biological factors are essential for EV formation, secretion, and
yield. Studies have suggested that exosome yield depends on the cell type. For example, immature
dendritic cells produce limited numbers of EVs [51,59], whereas mesenchymal stem cells produce a
large number [60,61]. The confluence of cell cultures also plays a critical role in the biogenesis and
secretion of exosomes. Confluent cell cultures produce more exosomes than preconfluent cultures,
potentially due to cholesterol metabolism [62]. Contact inhibition between cells can reduce EV secretion,
since these cells are entering into quiescence and are not actively dividing [63,64]. Various stimulants,
such as Ca2+ ionophores [65], hypoxia [66–68], and cell detachment [69], can induce the secretion of
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cargo molecules, such as RNA. RNA content can be analyzed by microarray analysis, next-generation
sequencing, and digital droplet PCR [121].

6. Biological Functions of Exosomes

Exosomes can be released from a variety of cells including fibroblasts, intestinal epithelial cells,
neurons, adipocytes, and tumor cells, and they are found in many biological fluids, such as synovial
fluid, breast milk, blood, urine, saliva, amniotic fluid, and malignant e↵usions of ascites. The biology,
function, and heterogeneity of exosomes depend on the cell of origin and the status of the originating
tissue or cell at the time of exosome generation. Previous studies have suggested that exosomes
may function as cellular garbage bags that expel excess and/or nonfunctional cellular components.
Additionally, endocytic vesicles are involved in the recycling of cell surface proteins and signaling
molecules [36,122]. Recent studies have shown that exosomes play significant roles in various biological
processes, such as angiogenesis, antigen presentation, apoptosis, coagulation, cellular homeostasis,
inflammation, and intercellular signaling (Figure 5). These roles are attributed to their ability to transfer
RNA, proteins, enzymes, and lipids, thereby a↵ecting physiological and pathological processes in
various diseases, including cancer, neurodegenerative diseases, infections, and autoimmune diseases.
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6.1. Role of Exosomes in Angiogenesis

Angiogenesis is the formation of new capillaries from existing blood vessels and is mediated
by a complex multistep process of cellular events [123,124]. Intercellular communication plays a
significant role in integrating complex signals in multicellular eukaryotes. For instance, during
recirculation and trans-endothelial migration processes, vascular endothelial cells and T lymphocytes
closely interact with each other. In support of this hypothesis, Kaur et al. [125] demonstrated that T
cell-derived EVs alter endothelial VEGF signaling, tube formation, and gene expression. Interestingly,
EVs derived from JinB8 cells enhanced basal VEGFR2 phosphorylation, suggesting that CD47 may
indirectly modulate VEGF–VEGFR2 signaling in angiogenesis by targeting endothelial cells via
EV tra�cking. Tumor exosomes play a prominent role in angiogenesis [126]. Melanoma-derived
EVs are able to recruit disseminated melanoma cells and stimulate metastatic factors involved in



Cells 2019, 8, 307 15 of 36

inflammatory signaling in Parkinson’s, Alzheimer’s, and Creutzfeldt-Jacob diseases [198]. All this
evidence suggests that exosomes play a significant role in inflammation and immune responses through
the modulation of gene expression and cell function (Figure 5).

6.5. Exosomes as Biomarkers

Exosomes are released by cells under both normal and pathological conditions. They carry several
types of cargo molecules, such as nucleic acids and proteins and are, therefore, considered to be crucial
for the discovery of biomarkers for clinical diagnostics (Figure 6). For example, exosomes loaded with
tumor-specific RNAs are used as biomarkers for cancer diagnosis and exosomal proteins are considered
to be potential biomarkers for a variety of diseases, including cancer, liver disease, and kidney disease.
They contain various biomarkers, such as TSG101, charged multivesicular body protein 2a (CHMP2A),
Ras-related protein Rab-11B (RAB11B), CD63, and CD81 proteins and lipids, including cholesterol,
sphingomyelin, ceramide, and phosphatidylserine [1,40,54–57]. The macromolecular components of
exosomes play a significant role in cellular functions and pathological states, such as inflammation,
immune responses, angiogenesis, cell death, neurodegenerative diseases, and cancer [58].
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Tetraspanins, a family of membrane sca↵old proteins, CD63, and CD81 are also potential
biomarkers for cancer. Furthermore, elevated levels of CD81 are associated with inflammation
and the severity of fibrosis, indicating that CD81 may be a potential biomarker for hepatitis C
diagnosis and treatment response [199,200]. Exosomes isolated from the serum of glioblastoma
patients show increased levels of glioblastoma-specific epidermal growth factor receptor (EGFR) vIII,
suggesting that it could be used as a diagnostic marker for cancer [201]. Exosomes containing amyloid
peptides tau-phosphorylated at Thr-181 are potential biomarkers for Alzheimer’s disease [202,203].

Exosomes Biological Functions
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of carcinoma growth and increases chemotherapy sensitivity in mouse xenograft models [279]. Similarly,
marrow stromal cell-derived, miR-146b-enriched exosomes are able to silence EGFR and inhibit the
proliferation of tumor cells in a rat model of glioma [280]. Furthermore, exosomes enriched with
RAD51 and RAS52 siRNAs induce the death of fibrosarcoma cells, which indicates that EVs may be
used as vectors in RNAi-based gene therapy [281].
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EVs are not only used in cancer therapy, but have also been used to treat diabetes mellitus.
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cells in streptozotocin-treated rats. This study demonstrates that EVs may be a novel approach
for the treatment of diabetic nephropathy [282]. Bone marrow stem cell-derived exosomes show
neurorestorative e↵ects, including a reduction in blood-brain barrier leakage and hemorrhage and an
increase in axon and myelin density in rats with type II diabetes [283]. Mesenchymal stem cell-derived
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impaired diabetic animals [284]. Exosomes obtained from the conditioned media of MSCs reduce
infarct size in a myocardial ischemia/reperfusion (I/R) model [82]. Arslan et al. [285] demonstrated a
similar reduction in infarct size in a model of I/R following the administration of MSC-derived exosomes,
5 min prior to reperfusion. GATA-4-overexpressing MSC-derived exosomes increase cardiomyocyte
survival and reduce cardiomyocyte apoptosis [263]. Cardiac progenitor cell-derived exosomes enriched
in miR-451/144 promote cardioprotection by increasing cardiomyocyte survival in vivo, in a model of
I/R and in vitro, in H9c2 cells [286]. Exosomes loaded with the chemotherapeutic agents, paclitaxel,
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FIGURE 5 | Illustrates the current workflow in molecular research and diagnostics. Solid tumor analysis is commonly derived from FFPE block and H&E tissue section

as guide for tumor content (far left). The figure shows the need for annotation and macrodissection and the importance of tumor purity from FFPE samples for

molecular profiling. Digital pathology can automate the annotation and measurement of tumor cells in H&E—providing a more objective, reliable platform for molecular

pathology.

FIGURE 6 | Automated identification of colorectal tumor in H&E tissue samples using deep learning networks, showing heatmap of tumor regions (Left) and

automatically generated macrodissection boundary (Right) with a product called TissueMark1.

to support molecular pathology laboratories, it has been shown
high levels of performance in lung cancer. The algorithms have
now been expanded to automatically identify tumor in colorectal,
melanoma, breast, and prostate tissue section. Trained on large
datasets across multiple laboratories and sing deep learning
technology, the solution can drive automation of microdissection
and quantitative analysis of % tumor, providing an objective
tissue quality evaluation for molecular pathology in solid tumors
(Figures 6, 7).

CHALLENGES WITH COMPUTATIONAL
PATHOLOGY AS A DIAGNOSTIC TOOL

As can be seen from this review, there has been
considerable research on AI and deep learning across
many pathological problems. Indeed, a review in PubMed
shows an almost exponential growth in publications in
pathology AI on the last 5 years. Unfortunately, as is
typical, this has not been mirrored by a similar growth
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in order to classify their observations. 
Most commonly, the result of this process 
is a histopathological diagnosis that is 
delivered in a written report to the treating 
physicians. While the systematic training 
and use of standardized guidelines can 
support harmonization of the analytical 
process and diagnostic accuracy, the 
histopathology analysis is inherently 
limited by its subjective nature and the 
natural differences in visual perception, 
data integration and judgement between 
independent observers17–20. Discrepancies in 
opinion can arise even between pathologists 
with the same training, leading to diagnostic 
inconsistencies21,22 and potential suboptimal 
patient care. The nature of this problem 
is, most likely, multifactorial and effective 
solutions remain elusive. In addition, the 
widespread use of non-invasive or minimally 
invasive procedures to acquire diagnostic 
samples has considerably reduced the size 
and quality of specimens obtained, making 
the work of pathologists more challenging. 
This difficulty is paradoxically accompanied 
by an increasing demand to perform 
refined diagnostics, including reporting of 
variables with prognostic or predictive value. 
Even with the use of molecular analysis 
strategies (in principle more objective), 
frequent limitations complicate definitive 
diagnosis or characterization of the biological 
drivers of the disease process to anticipate 
a clinical course. Patient preferences and 
reimbursement considerations can also 

considerably influence the diagnostic process 
and should be leveraged carefully by the 
clinical team23. These issues are further 
compounded by the variability in companion 
diagnostic assays and biomarkers24 for 
guiding treatment decisions, which is often 
the result of a lack of standardization but 
also of spatial and/or temporal biological 
heterogeneity in samples25,26.

In cancer, the complexity of genomic 
alterations that affect cell signalling and 
cellular interactions with their environment 
can influence the biological course of the 
disease and affect responses to therapeutic 
interventions. The assessment of such 
alterations requires the simultaneous 
interrogation of multiple features with 
highly sensitive and precise approaches. 
In addition, most biological features are 
continuous variables, and the reduction 
of these characteristics into categorical 
and/or discrete variables is necessary for 
their use in clinical decision-making. 
Nevertheless, biomarker development is 
often unidimensional, qualitative and does 
not account for the complex signalling and 
cellular network of tumour cells and/or 
tissues. Automated AI-based extraction 
of multiple subvisual morphometric 
features on routine haematoxylin and 
eosin (H&E)-stained preparations remains 
limited by sampling issues and tumour 
heterogeneity, but can help to overcome 
limitations of subjective visual assessment 
and to integrate multiple measurements in 

order to capture the complexity of tissue 
architecture. These histopathological 
features could potentially be used in 
conjunction with other radiological, 
genomic and proteomic measurements to 
provide a more objective, multi-dimensional 
and functionally relevant diagnostic output.

Thus, AI-based approaches, which are 
robust and reproducible, are a starting point 
in alleviating some of the challenges faced by 
oncologists and pathologists. This premise 
is supported by the results of several studies 
showing that AI-based approaches have a 
similar level of accuracy to that of expert 
pathologists27–29 and, more importantly, can 
improve the performance of the human 
reader when used in tandem with standard 
protocols in detection and diagnostic 
scenarios30,31. Herein, we present an overview 
of how AI-based approaches can be 
integrated into the workflow of pathologists 
and oncologists, and discuss the challenges 
associated with the implementation of such 
tools in the routine management of patients 
with cancer.

AI approaches in pathology
In digital pathology, AI approaches have 
been applied to a variety of image processing 
and classification tasks, including low-level 
tasks, focused around object recognition 
problems such as detection27,32–37 and 
segmentation38–41 as well as higher-level tasks 
such as predicting disease diagnosis and 
prognosis of treatment response on the basis 
of patterns in the image42–53. Independently of  
the final application, AI approaches are 
built to initially extract appropriate image 
representations, which can then be used to 
train a machine classifier for a particular 
segmentation, diagnostic or prognostic task. 
Several AI applications in digital pathology 
have been focused on the need to automate 
tasks that are time consuming for the 
pathologist27,32,36–38,54–57, subsequently enabling 
them to spend additional time on high-level 
decision-making tasks — especially those 
related to disease presentations with more 
confounding features31,58,59. In addition, 
AI approaches in digital pathology have 
been increasingly applied towards helping 
to address issues faced by oncologists, 
for example, through the development of 
prognostic assays to evaluate disease severity 
and outcome42,45,47,60,61 as well as assays to 
predict response to therapy62–64.

Hand-crafted feature-based approaches
Feature engineering is the process of 
delineating and developing the building 
blocks of ML algorithms, either by 
leveraging intrinsic domain knowledge 
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Goodfellow
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Fig. 1 | Milestones in computational pathology. Over the past two decades, technological advances 
have enabled efficient digitization of whole-slide images, subsequently helping to streamline patho-
logy workflows across pathology labs worldwide. Slide digitization has enabled the creation of 
large-scale digital-slide libraries, the most popular of which is probably The Cancer Genome Atlas188, 
which has enabled researchers around the world to freely access a richly curated and annotated data-
set of pathology images linked with clinical, outcome and genomic information, in turn spurring  
substantial research activity into artificial intelligence for digital pathology and oncology189.

Bera et al, Nat Clin Oncol 2019
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Combining WSI with image analysis tools allows users to leverage technology 
to perform tasks that were previously too cumbersome or even impossible for 
humans to undertake manually. Examples include: 

• high-throughput morphologic analysis of cases to quantitatively and 
reproducibly measure histologic structures such as tumors 

• automated grading of tumors to reduce variability encountered with manual 
grading  

• automated selection of desired regions of interest, such as hot spots (most 
active areas in proliferative rate)  

• detecting mutations and perform tumor subtyping from H&E imaging using 
deep learning approaches

Farhani et al, 2015
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FIGURE 5 | Illustrates the current workflow in molecular research and diagnostics. Solid tumor analysis is commonly derived from FFPE block and H&E tissue section

as guide for tumor content (far left). The figure shows the need for annotation and macrodissection and the importance of tumor purity from FFPE samples for

molecular profiling. Digital pathology can automate the annotation and measurement of tumor cells in H&E—providing a more objective, reliable platform for molecular

pathology.

FIGURE 6 | Automated identification of colorectal tumor in H&E tissue samples using deep learning networks, showing heatmap of tumor regions (Left) and

automatically generated macrodissection boundary (Right) with a product called TissueMark1.

to support molecular pathology laboratories, it has been shown
high levels of performance in lung cancer. The algorithms have
now been expanded to automatically identify tumor in colorectal,
melanoma, breast, and prostate tissue section. Trained on large
datasets across multiple laboratories and sing deep learning
technology, the solution can drive automation of microdissection
and quantitative analysis of % tumor, providing an objective
tissue quality evaluation for molecular pathology in solid tumors
(Figures 6, 7).

CHALLENGES WITH COMPUTATIONAL
PATHOLOGY AS A DIAGNOSTIC TOOL

As can be seen from this review, there has been
considerable research on AI and deep learning across
many pathological problems. Indeed, a review in PubMed
shows an almost exponential growth in publications in
pathology AI on the last 5 years. Unfortunately, as is
typical, this has not been mirrored by a similar growth
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FIGURE 4 | PD-L1 imaging in lung cancer. Deep learning can be used to

identify and distinguish positive | negative tumor cells and positive | negative

inflammatory cells.

aspect of the work is that sparse color un-mixing is used to
preprocess the image in to different biologically meaningful color
channels (103). Lahiani et al. trained a unified segmentation
model with a color deconvolution segment added to the network
architecture. High accuracy results are obtained with substantial
improvement in generalization. The added deconvolution
segment layer learns to differentiate stain channels for different
types of stains (104). Garcia et al. used CNNs for detection
of lymphocytes in IHC images and have used augmentation to
increase the data for analysis. The technique works on single-cell
as well as multiple-cell images (105).

One biomarker of recent interest has been PD-L1 expression,
which is used as a companion or complementary marker to
stratify patients who may benefit from checkpoint inhibitor
therapy in a number of cancer types (106). The quantification
of this biomarker is made more difficult by the non-specific
staining of areas other than tumor cell membranes, in particular
macrophages, lymphocytes, necrotic and stromal regions. These
factors can, in particular cause challenges when scoring around
the 1% threshold used for second-line treatment of NSCLC
with pembrolizumab (107). Automated imaging based on deep
learning of the cell types and the expression profiles can
significantly underpin the quantitative interpretation of PD-
L1 expression (Figure 4). The work by Humphries et al.
(107) describes the use of image processing to quantify PD-
L1 expression and showed reasonable concordance with scores
from trained pathologists for adenocarcinoma and squamous cell
carcinomas in lung. Another recent study (108), applied deep
learning to determination of the PD-L1 Tumor Proportion Score
(TPS) in NSCLC needle biopsies, showing strong concordance
between the algorithmic estimation of TPS and pathologist
visual scores.

Genetic Mutation Prediction
Recently, some have used deep CNNs to predict whether or
not SPOP was mutated in prostate cancer, given only the
digital whole slide after standard H&E staining (109). Moreover,
quantitative features learned from patient genetics and histology
have been used for content-based image retrieval, finding similar

patients for a given patient where the histology appears to share
the same genetic driver of disease i.e., SPOP mutation, and
finding similar patients for a given patient that does not have
that driver mutation. This is extremely beneficial as mutations
in SPOP lead to a type of prostate tumor thought to be involved
in about 15% of all prostate cancers (110).

Within the same context, Coudray et al. (111) trained the
network to predict the ten most commonly mutated genes in
LUAD. Also, Kim et al. (112) used deep convolutional neural
networks to predict the presence of mutated BRAF or NRAS
in melanoma histopathology images. The findings from these
studies suggest that deep learning models can assist pathologists
in the detection of cancer subtype or gene mutations and
therefore has the potential to become integrated into clinical
decision making.

Tumor Detection for Molecular Analysis
The increasing number of molecular tests for specific mutations
in solid tumors has significantly improved our ability to identify
new patient cohorts that can be selectively treated. EGFR
mutational analysis in lung cancer, KRAS in colorectal cancer and
BRAF in melanoma all represent examples of mutational tests
that are routinely performed on appropriate patients with these
cancers. Similarly, multigene panels are increasingly being used
to better profile patients for targeted therapy, and next generation
sequencing is routinely performed for solid tumor analytics and
is now becoming the standard of care in many institutions. In
all of these settings, histopathological review of the H&E tissue
section prior to molecular analysis is critical (Figure 5). This is
due to the heterogeneity that exists in most tissue samples where
clarity over the cellular content is critical to ensuring the quality
of the molecular test. Manual mark-up of the tumor in the tissue
section is often carried out to support macrodissection, aimed at
enriching the tumor DNA. Here, the molecular test is carried out
on tumor tissue scraped from the FFPE, H&E tissue section. Also,
given the heterogeneity of solid tumor tissue samples and the
multiple tumor and non-tumor cells that exist in a sample, the
pathologist must routinely assess the % of tumor cells to again
ensure that there is sufficient tumor DNA in the assay and that
the background noise from non-tumor cells does not impact on
the test result. Most tests have a % tumor threshold below which
the test is not recommended.

The challenge is that the interobserver variation in the
assessment of percentage of tumor is considerable (113–116)
where differences can range from between 20% and 80% and
where the risk of false negative molecular tests, due to imprecise
understanding of sample quality, could impact on patient care.

Computational pathology and image analytics have been used
to develop a solution for automated analysis and annotation
of H&E tissue samples, identifying the boundary of the tumor
and precisely measuring tissue cellularity and tumor cell content.
TissueMark developed by PathXL Ltd and subsequently by Philips
has been described in the literature (113). Designed specifically

1TissueMark is not intended for diagnosis, monitoring or therapeutic purposes or
in any other manner for regular medical practice. PathXL is the legal manufacturer
and is a Philips company.
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(domain-inspired features) of pathologists 
and oncologists to create a particular 
hand-crafted feature-based ML approach, 
or without inherent domain knowledge 
(domain-agnostic features). In the 
hand-crafted ML approach, attempts are 
made to engineer new features that are 
anchored to the problem domain — that 
is, the algorithms are usually targeted 
towards a specific cancer or tissue type, 
focusing on particular features that might 
not be applicable for a broad use (FIG. 3). 
For example, these hand-crafted features 
could reflect the quantitative enumeration 
of mitotic figures36,65,66, which are currently 
qualitatively (and hence, subjectively) 
assessed by pathologists during the 
grading of breast cancers. Nevertheless, 
hand-crafted features can also encompass 
domain-agnostic features, such as subvisual 
textural heterogeneity measurements43,44,62,67 
of the tissue or quantitative measurements of  
nuclear shape and size, which could be 
applied across disease and tissue types. 
Other domain-agnostic features that 
are broadly used include graph-based 
approaches, which enable quantification of 
the spatial distribution, arrangement and 
architecture of individual types of discrete 
tissue elements or primitives (for example, 
nuclei, lymphocytes or glandular structures) 
or between different tissue-specific 
primitives. Herein, we highlight a selection 

of numerous hand-crafted feature-based 
approaches that are being developed.  
These domain-agnostic and domain-specific 
hand-crafted feature-based approaches 
have been used for the diagnosis, grading, 
prognosis and prediction of response to 
therapy for cancer subtypes, including 
prostate68, breast69, oropharyngeal 
carcinomas60,70 and brain tumours71,72.

Diagnostic applications. In the diagnostic 
setting, Osareh et al.73 presented a 
supervised ML model focused on  
10 cellular features identified by an expert 
breast pathologist in order to differentiate 
between malignant and benign breast 
tumours using images of samples obtained 
by fine-needle aspiration biopsy. Veta et al.74 
showed that, in a tissue microarray (TMA) 
of male breast cancers, features such as 
nuclear shape or texture had prognostic 
value. In work from our group, Lee et al.42 
presented a novel gland angularity feature 
associated with the level of disorganization 
of the glandular architecture in pathology 
images from prostate specimens; this 
feature occurred more frequently in 
advanced-stage prostate cancers compared 
with indolent prostate cancers. We have 
also presented novel hand-crafted features 
relating to disorders in nuclear shape, 
orientation and architecture in the tumour 
and tumour-associated benign regions43. 

These features were subsequently used in 
conjunction with an ML classifier developed 
using H&E-stained surgical prostate 
specimens to predict the likelihood of 
biochemical recurrence within 5 years of 
surgery. In a study of oral cavity squamous 
cell carcinoma, we used computerized 
features relating to the diversity of nuclear 
shape and texture to stratify patients into 
risk categories predictive of disease-free 
survival (DFS)75. The study44 also showed 
that a combination of nuclear shape and 
orientation features enables patients with 
oestrogen receptor (ER)-positive breast 
cancer with short-term survival (<10 years)  
to be distinguished from those with 
long-term survival (>10 years). Our 
team67 showed that quantitative features 
of nuclear shape, texture and architecture 
independently enable prediction risk of 
recurrence in patients with ER-positive 
breast tumours (on the basis of the 21-gene 
expression-based companion diagnostic test 
Oncotype DX).

Prognostic applications. Graphical 
approaches are currently being used to 
evaluate the spatial arrangement and 
architecture of different types of tissue 
elements in order to predict clinical 
outcome. In an article published in 
2018, Saltz et al.76 described the use of 
a convolutional neural network (CNN) 
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Fig. 2 | Workflow and general framework for artificial intelligence (AI) approaches in digital pathology. Typical steps involved in the use of two 
popular categories of AI approaches: deep learning and hand-crafted feature engineering.
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•WSI: whole slide imaging 
• interpreting diagnostic, prognostic and therapeutic data 
from very large patient populations 

•providing real-time guidance on risk, clinical care options 
and outcome 

•provide up-to-date medical information from journals, 
textbooks, and clinical practices to inform proper patient 
care 

• reduce diagnostic and therapeutic errors that are 
inevitable in conventional human clinical practice 

•  3D images 



Digital Pathology Applications
• Prostate cancer grading 
• Metastasis detection in LNs 
• Mitosis count 
• Ki67 scoring 
• IHC evaluation (eg PD-L1) 
• Tumor detection for molecular analysis 
• AI works best in well-defined domains, overcoming the issue of 

standardization 
• 75% of routine pathology (BUT extremely unsophisticated and 

boring!!!!) 
• Intelligence Augmentation (IA) instead of AI in Pathology—> 

remove noise, but extract useful data
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FIGURE 5 | Illustrates the current workflow in molecular research and diagnostics. Solid tumor analysis is commonly derived from FFPE block and H&E tissue section

as guide for tumor content (far left). The figure shows the need for annotation and macrodissection and the importance of tumor purity from FFPE samples for

molecular profiling. Digital pathology can automate the annotation and measurement of tumor cells in H&E—providing a more objective, reliable platform for molecular

pathology.

FIGURE 6 | Automated identification of colorectal tumor in H&E tissue samples using deep learning networks, showing heatmap of tumor regions (Left) and

automatically generated macrodissection boundary (Right) with a product called TissueMark1.

to support molecular pathology laboratories, it has been shown
high levels of performance in lung cancer. The algorithms have
now been expanded to automatically identify tumor in colorectal,
melanoma, breast, and prostate tissue section. Trained on large
datasets across multiple laboratories and sing deep learning
technology, the solution can drive automation of microdissection
and quantitative analysis of % tumor, providing an objective
tissue quality evaluation for molecular pathology in solid tumors
(Figures 6, 7).

CHALLENGES WITH COMPUTATIONAL
PATHOLOGY AS A DIAGNOSTIC TOOL

As can be seen from this review, there has been
considerable research on AI and deep learning across
many pathological problems. Indeed, a review in PubMed
shows an almost exponential growth in publications in
pathology AI on the last 5 years. Unfortunately, as is
typical, this has not been mirrored by a similar growth
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FIGURE 5 | Illustrates the current workflow in molecular research and diagnostics. Solid tumor analysis is commonly derived from FFPE block and H&E tissue section

as guide for tumor content (far left). The figure shows the need for annotation and macrodissection and the importance of tumor purity from FFPE samples for

molecular profiling. Digital pathology can automate the annotation and measurement of tumor cells in H&E—providing a more objective, reliable platform for molecular

pathology.

FIGURE 6 | Automated identification of colorectal tumor in H&E tissue samples using deep learning networks, showing heatmap of tumor regions (Left) and

automatically generated macrodissection boundary (Right) with a product called TissueMark1.

to support molecular pathology laboratories, it has been shown
high levels of performance in lung cancer. The algorithms have
now been expanded to automatically identify tumor in colorectal,
melanoma, breast, and prostate tissue section. Trained on large
datasets across multiple laboratories and sing deep learning
technology, the solution can drive automation of microdissection
and quantitative analysis of % tumor, providing an objective
tissue quality evaluation for molecular pathology in solid tumors
(Figures 6, 7).

CHALLENGES WITH COMPUTATIONAL
PATHOLOGY AS A DIAGNOSTIC TOOL

As can be seen from this review, there has been
considerable research on AI and deep learning across
many pathological problems. Indeed, a review in PubMed
shows an almost exponential growth in publications in
pathology AI on the last 5 years. Unfortunately, as is
typical, this has not been mirrored by a similar growth
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FIGURE 7 | Automated analysis of cellular content in H&E using deep learning

in TissueMark1. Here tumor (red) and non-tumor cells (green) can be

distinguished, annotated for visual inspection and counted to reach more

precise qualititive measures of % tumor across entire whole slide H&E scans in

lung, colon, melanoma, breast, and prostate tissue sections.

in diagnostic practice and the translation of research to
clinical diagnostics.

Some of the reasons for this are shown in Table 2. A
key requirement for technology translation is the need to
embed AI within diagnostic workflow—to ensure that the
pathologist can easily access AI applications for diagnostics.
With the first approval to use digital pathology for primary
diagnostics in the US and increasing adoption of digital
WSI scanners, image management systems and workflows in
digital diagnostic practice, this presents the ideal platform
on which to build AI applications. Here AI should be fully
embedded seamlessly within diagnostic workflow, where the
pathologist can review digital slides manually for conventional
manual diagnostic assessment but also access new visual and
quantitative data generated from computational pathology
imaging. Computational should not represent an extra step,
the need to load new software or a switch in context, but
should practically invisible, operating in the background but
generating the valuable insights into tissue analytics that are not
currently available.

In designing algorithms, it is critical to ensure that algorithms
execute quickly to avoid slowing the diagnostic process. This
requires optimal processing hardware to be in place to manage
analytical requests made by the pathologist within the viewing
software. Better still is to have the images completely analyzed
at the time of scanning and to allow all of the relevant image

TABLE 2 | List of the key challenges that face the translation of computational

pathology into clinical practice.

Key challenges in diagnostic AI in pathology

Access to large well-annotated data sets

Context switching between workflows

Algorithms are slow to run

Algorithms require configuration

Properly defined protocols for training and evaluation

Algorithms are not properly validated

Lack of health economics

These typically slow down access to diagnostic apps or make pathologists hesitant to

adopt. It is critical to ensure that apps are embedded in digital workflows to allow seamless

access to AI.

analysis data to be available to pathologist at the time of review.
This includes the use of computational pathology to dispatch
digital slides to the correct pathologist, prioritize cases for review,
and request extra sections/stains before pathological review.
This requires considerable processing capacity available at the
time of scanning with pixels being analyzed as they are created
on the scanner. However, bringing intelligence to pathology
workflow in in this way will potentially drive further efficiencies
in pathology, accelerate turnaround times and improve the
precision of diagnosis.

Finally, as stated previously, translation into clinical practice
and adoption by pathologists requires algorithms trained and
validated on large patient cohorts and sample numbers, across
multiple laboratories. Many academic studies are restricted to
small sample sets from a single laboratory. The preparation of
pathology specimens has long been recognized as a problem
which can challenge the robustness of computational pathology
algorithms (106, 107), and this continues to be problem
for the larger data sets required for deep learning. While
approaches such as augmentation and/or color normalization
have been used successfully in training such algorithms (98,
108), adequately representing inter-laboratory variations in the
training data will also give confidence that algorithms are not
“over-trained” to perform well on the characteristics of only one
lab (preparation/staining). However, for the validation of such
algorithms for wider usage, it is absolutely necessary to gather
data from as wide a variety of laboratories as possible, in order to
mitigate the risk that what appears to be an accurate algorithm
may not have the broad applicability required of a clinical
algorithm. No guidelines are yet available on the numbers of
annotations, images and laboratories that are needed to capture
the variation that is seen in the real world, and statistical studies
will be needed for application to properly determine this.

Given the inherent variation that exists in staining patterns
from lab to lab, generalizing these algorithms will require a
step change in the size and spread of samples from multiple
laboratories. This is now driving the need for multinational
data-lakes with large volumes of WSI in pathology and high
quality annotations for AI training and validation from multiple
laboratories. A number of initiatives are already underway to
achieve this. In the UK, a large multi-million pound grant has
been provided by the government Innovate UK programme to
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Problems/key challenges

•limiting technology/image quality/storage 

•Algorithms are slow to run 

•Properly define protocols for training and evaluation 

•shortcomings to scan all materials (eg, cytology, microbiology) 

•the cost of these systems /Lack of health economics 

•their inability to handle high-throughput routine work, regulatory 
barriers in certain countries, user-unfriendly ergonomics 

•pathologists’ reluctance to use WSI 



ΑΙ: …to conclude
The field of pathology AI is still young and will continue 

to mature as researchers, clinicians, industry, regulatory 

organizations, and patient advocacy groups work 

together to innovate and deliver new technologies to 

health care providers: technologies which are better, 

faster, cheaper, more precise, and safe for the 

pt!! 
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