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0.1 Preface

(note to readers of this preliminary version: You are free to down-
load the book but not to distribute it without the authors permission.
What I ask in return is that you take note of mistakes etc. and notify
me of such by email (see my website at http://webpages.acs.ttu.edu/jlee
for the email address).

Classical differential geometry is the approach to geometry that takes full
advantage of the introduction of numerical coordinates into a geometric space.
This use of coordinates in geometry was the essential insight of Rene Descartes
that allowed the invention of analytic geometry and paved the way for modern
differential geometry. A basic object in differential geometry (and differential
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topology) is the smooth manifold. This is a topological space on which is defined
a sufficiently nice family of coordinate systems or “charts”. The charts consist
of locally defined n-tuples of functions which are sufficiently independent of
each other so as to allow each point in a neighborhood to be specified by the
values of these functions in the same way that the polar coordinate functions
uniquely specify points in the plane (sans a ray from origin). One may start
with a topological space and add charts which are compatible with the topology
or the charts themselves can generate the topology. The charts must also be
compatible with each other so that changes of coordinates are always smooth
maps. Depending on what type of geometry is to be studied, extra structure is
assumed which may take the form of a distinguished group of symmetries, or
the presence of a distinguished “tensor” such as a metric tensor or symplectic
form.

Despite the presence of coordinates, modern differential geometers have
learned to present much of the subject without direct reference to a coordi-
nate system. This is called the “invariant” or “coordinate free” approach to
differential geometry. The only way to really see exactly what this all means is
by diving in and learning the subject.

The relationship between geometry and the physical world is fundamental
on many levels. Geometry (especially differential geometry) clarifies, codifies
and then generalizes ideas arising from our intuitions about certain aspects of
our world. Some of these aspects are those that we think of as forming the
spatiotemporal background of our activities while other aspects derive from
our experience with objects that have “smooth” surfaces. The earth is both a
surface and a “lived in space” and so the prefix “geo” in the word geometry is
doubly appropriate. Differential geometry is also an appropriate mathematical
setting for the study of what we classically conceive of as continuous physical
phenomenon such as fluids and electromagnetic fields.

Manifolds have dimension. The surface of the earth is two dimensional, while
the configuration space of a mechanical system is a manifold which may easily
have a very high dimension (dimension=degrees of freedom). Stretching the
imagination further we can conceive of each possible field configuration for some
classical field as being an abstract point in an infinite dimensional manifold.

The physicist is interested in geometry because s/he wants to understand the
way the physical world is in “actuality”. But there is also a discovered “logical
world” of pure geometry that is in some sense a part of reality too. This is the
reality which Roger Penrose calls the Platonic world1. Thus the mathematician
is interested in the way worlds could be in principal - they are interested in what
might be called “possible geometric worlds”. Since the inspiration for what we
find interesting has its roots in our experience, even the abstract geometries
that we study retain a certain vague physicality. From this point of view, the
intuition that guides the pure geometer is fruitfully enhanced by an explicit
familiarity with the way geometry plays a role in physical theory.

1Penrose seems to take this Platonic world rather literally giving it a great deal of onto-
logical weight as it were.
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Knowledge of differential geometry is common among physicists thanks to
the success of Einstein’s highly geometric theory of gravitation and also because
of the discovery of the differential geometric underpinnings of modern gauge
theory2 and string theory. It is interesting to note that the gauge field concept
was introduced into physics within just a few years of the time that the notion
of a connection on a fiber bundle (of which a gauge field is a special case)
was making its appearance in mathematics. Perhaps the most exciting, as well
as challenging, piece of mathematical physics to come along in a while is the
“string theory” mentioned above. String theory is, at least in part, a highly
differential geometric theory. It is too early to tell if string theory will turn
out to provide an accurate model of the physical world but the mathematics
involved is intrinsically exciting.

The usefulness of differential geometric ideas for physics is also apparent in
the conceptual payoff enjoyed when classical mechanics is reformulated in the
language of differential geometry. Mathematically, we are led to the subjects of
symplectic geometry and Poisson geometry.

The applicability of differential geometry is not limited to pure physics.
Differential geometry is also of use in engineering. For example there is the
increasingly popular differential geometric approach to control theory.

To be clear, this book is not a physics or engineering book but is a mathe-
matics book which takes inspiration from, and uses examples from physics and
engineering. Although there is a great deal of physics that might be included in
a book of this sort, the usual constraints of time and space make it possible to
include only a small part. A similar statement holds concerning the differential
geometry covered in the text. Differential geometry is a huge field and even
if we had restricted our attention to just Riemannian geometry, only a small
fragment of what could be addressed at this level could possibly be included.

In choosing what to include in this book, I was guided by personal interest
and, more importantly, by the limitations of my own understanding. There will
most likely be mistakes in the text, some serious. For this I apologize.

2The notion of a connection on a fiber bundle and the notion of a gauge field are essentially
identical concepts discovered independently by mathematicians and physicists.
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Chapter 1

Differentiable Manifolds

An undefined problem has an infinite number of solutions.

-Robert A. Humphrey

(note to readers of this preliminary version: You are free to down-
load the book but not to distribute it without the authors permission.
What I ask in return is that you take note of mistakes etc. and notify
me of such by email (see my website at http://webpages.acs.ttu.edu/jlee
for the email address).

For understanding the material to follow it is necessary that the reader have
a good background in the following:

1) Linear algebra. In particular, the reader should be familiar with the idea
of the dual space to a vector space and also with the notion of a quotient vector
space. A bit of the theory of modules is also needed and this is outlined in
Appendix D.

2) Multivariable calculus. In particular, the reader should be familiar with
the idea that the derivative at a point p of a map between open sets of (normed)
vector spaces is a linear transformation between the vector spaces. Usually the
normed spaces are assumed to be the Euclidean coordinate spaces such as Rn

with the norm ‖x‖ =
√

x · x. A reader who felt the need for a review could do
no better than to study roughly the first half of the classic book “Calculus on
Manifolds” by Michael Spivak. The reader is also asked to look over Appendix
C which gives a treatment of differential calculus on Banach spaces.

3) The basics of point set topology- including familiarity with the notions
of subspace topologies, compactness and connectedness. The reader should also
know the definitions of Hausdorff topological spaces, regular spaces and normal
spaces. The reader should also have been exposed to quotient topologies and
the way topological spaces may be “glued together” to form new topological
spaces. Appendix A reviews some of the basic ideas and definitions.

4) Finally, the reader will need a familiarity with the basics of undergraduate
level abstract algebra at least to the level of the basic isomorphism theorems
for groups and rings.

3
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Einstein Summation Convention
Summations such as that which occurs in the equation

hi =
n∑

j=1

τ i
jα

j

occur often in differential geometry. It is convenient to employ a convention
whereby summation over repeated indices is implied even without the

∑
symbol.

This convention is attributed to Einstein and is called the Einstein summation
convention. Using this convention the above equation would be written

hi = τ i
jα

j

The range of the indices is either determined by context or must be explicitly
mentioned. Later we shall see expressions such as

n∑

i1...ir=1
j1...js=1

τ i1...ir
j1...js

ei1 ⊗ · · · ⊗ eir
⊗ εj1 ⊗ · · · ⊗ εjs

which is extremely cumbersome. The summation convention alleviates the sit-
uation a bit since the above becomes

τ i1...ir
j1...js ei1 ⊗ · · · ⊗ eir ⊗ εj1 ⊗ · · · ⊗ εjs

Normally, the repeated indices that are summed over are repeated once as a
subscript and once as a superscript. For example, τ ik

j αjvk is shorthand for

n∑

k=1

n∑

j=1

τ ik
j αjvk

Of course it is possible that the range of summation may be different for different
indices and if this range is not clear from context it must be made explicit. For
example, if A = (ai

j) is an n×m matrix and B = (bi
j) and m× k matrix, where

in this case we use upper indices to indicate row and lower for column, then
C = AB corresponds to

ci
j =

m∑

l=1

ai
lb

l
j

which is reduced by the summation convention to ci
j = ai

lb
l
j . The order of matrix

multiplication is correctly reflected in this expression if one arranges that the
repeated indices occur down and then up as one reads through the expression
from left to right. Thus both ai

lb
l
j and bl

ja
i
l indicate the same sum but only the

first correctly reflects the order of matrix multiplication.

Remark 1.1 From this point onward we will employ the Einstein sum-
mation convention freely but we will not adhere to it slavishly. Indeed,
there will be times when including the summation symbol

∑
makes

things clearer.
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1.1 Topological Manifolds

We recall a few concepts from point set topology. A cover of a topological space
X is a family of sets {Uβ}β∈B such that X = ∪βUβ . If all the sets Uβ are open
we call it an open cover. A refinement of a cover {Uβ}β∈B of a topological
space X is another cover {Vi}i∈I such that every set from the second cover is
contained in at least one set from the original cover. This means that means
that if {Uβ}β∈B is the given cover of X, then a refinement may be described as a
cover {Vi}i∈I together with a set map i 7→ β(i) of the indexing sets I → B such
that Vi ⊂ Uβ(i) for all i. Two covers {Uα}α∈A and {Uβ}β∈B have a common
refinement. Indeed, we simply let I = A × B and then let Ui = Uα ∩ Uβ if
i = (α, β). This common refinement will obviously be open if the two original
covers were open. We say that a cover {Vi}i∈I of X (by not necessarily open
sets) is a locally finite cover if every point of X has a neighborhood that
intersects only a finite number of sets from the cover. A topological space X
is called paracompact if every open cover of X has a refinement which is a
locally finite open cover. Sometimes the notion of paracompactness is defined
to include the requirement that the space is Hausdorff. This is not much of an
issue for us since we generally deal only with Hausdorff spaces anyway.

A base (or basis) for the topology of a topological space X is a collection
B of open sets such that all open sets from the topology T are unions of open
sets from the family B. A topological space is called second countable if its
topology has a countable base. The space Rn with the usual topology derived
from the Euclidean distance function is second countable since we have a base
for the topology consisting of open balls with rational radii centered at points
with rational coordinates.

Definition 1.1 An n dimensional topological manifold is a paracompact
Hausdorff topological space, say M , such that every point p ∈ M is contained
in some open set Up that is the domain of a homeomorphism φp onto an open
subset of the Euclidean space Rn. Thus we say that a topological manifold M is
“locally Euclidean”. The integer n is referred to as the dimension of M .

Example 1.1 Rn is trivially a topological manifold of dimension n.

Example 1.2 The unit circle S1 := {eiθ ∈ C} = {(x, y) : x2 + y2 = 1} is a
1 dimensional topological manifold. Indeed, the map R → S1 given by t 7→ eit

has restrictions to small open sets which are homeomorphisms. The boundary
of a square in the plane is a topological manifold homeomorphic to the circle
and so we say that it is a topological circle. More generally, the n-sphere Sn :=
{(x1, ..., xn+1) ∈ Rn+1 :

∑
(xi)2 = 1} is a topological manifold.

Example 1.3 If M1 and M2 are topological manifolds of dimensions n1 and n2

respectively, then M1×M2, with the product topology is a topological manifold of
dimension n1 + n2. Such a manifold is called a product manifold. The required
homeomorphisms are constructed in the obvious way from those defined on M1

and M2: If φp : Up ⊂ M1 → Vφ(p) ⊂ Rn1 and ψq : Uq ⊂ M2 → Vψ(q) ⊂ Rn2



6 CHAPTER 1. DIFFERENTIABLE MANIFOLDS

are homeomorphisms then we have a homeomorphism φp × ψq : Up × Uq →
Vφ(p) × Vψ(q) ⊂ Rn1 × Rn2 where (p, q) ∈ M1 × M2 and (φp × ψq) (x, y) :=
(φp (x) , ψq (y)).

The product manifold construction of the last example can obviously be
extended to products of several spaces at a time.

Example 1.4 The n-torus

Tn := S1 × S1 × · · ·S1 (n factors)

is a topological manifold of dimension n.

We shall not give many examples of topological manifolds at this time be-
cause our main concern is with smooth manifolds defined below. We give plenty
examples of smooth manifolds and every smooth manifold is also a topological
manifold.

Manifolds are often defined with the requirement of second countability1 but
one of the main reasons that manifolds are traditionally defined to be second
countable (and Hausdorff) is that second countability implies paracompactness.
Paracompactness is important in connection with the notion of a “partition of
unity” discussed later in this book. It is known that for a locally Euclidean Haus-
dorff space, paracompactness is equivalent to the property that each connected
component is second countable and so if there is at most a countable number
of components, paracompactness would imply second countability. Now there
is at least one theorem that does not work as usually stated if the manifold
has an uncountable number of components and that is Sard’s theorem 3.1. Our
approach will be to add in the requirement of second countability when needed.
In such cases we would just be excluding the possibility that the manifold had
an uncountably infinite number of connected components.

In defining a topological manifold some authors allow the dimension n of
the Euclidean space to depend on the homeomorphism φ and so on the point
p ∈ M . However, it is a consequence of a result of Brouwer called “invariance
of domain” that the n would have to be a well defined locally constant function
and therefore constant on connected components of M . This result is rather
easy to prove if the manifold has a differentiable structure (defined below) but
is more difficult in general. We shall simply record Brouwer’s theorem:

Theorem 1.1 (Invariance of Domain) The image of an open set U ⊂ Rn

by a 1-1 continuous map f : U → Rn is open. It follows that if U ⊂ Rn is
homeomorphic to V ⊂ Rm then m = n.

Let us define n dimensional Euclidean half-space to be Hn := Rn
x1≤0 :=

{(x1, ..., xn) ∈ Rn : x1 ≤ 0}. The boundary of Hn is ∂Hn = Rn
0 =: {(x1, ..., xn) :

x1 = 0}. The interior of Hn is int(Hn) = Hn\∂Hn. The space Hn is not a

1A toplogical space is said to be second countable if it has a countable base for its topology.
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manifold because points on the boundary do not have neighborhoods homeo-
morphic to an open set in a Euclidean space. However, Hn will be our model for
a somewhat different kind of space. There are other half spaces homeomorphic
to Hn = Rn

x1≤0 . For instance we could have used the “positive” half space
Rn

x1≥0 as our model. However, the special choice we have made does have a
rationale that only becomes apparent later2.

A topological manifold with boundary (of dimension n) is a paracom-
pact Hausdorff topological space M such that each point p ∈ M is contained in
some open set Up that is the domain of a homeomorphism ψ : Up → Vψ(p) where
the range Vψ(p) is an open subset in a fixed Euclidean half space Hn = Rn

x1≤0.
The reader should recall carefully the meaning of an open set in Hn; these cer-
tainly need not be open in the containing Rn. A point p ∈ M that is mapped to
∂Hn under some homeomorphism ψ : Up → Vψ(p) as above is called a boundary
point and the set of all boundary point of M is denoted ∂M . The manifold’s in-
terior consists of those points of M that are mapped to points of int(Hn). It is a
corollary to Brouwer’s theorem that these concepts are well defined independent
of the homeomorphism used.

Exercise 1.1 Show that int(Hn) ∩ ∂M = ∅.

Exercise 1.2 The boundary ∂M of an n dimensional topological manifold with
boundary is an n− 1 dimensional topological manifold (without boundary).

Example 1.5 Let [a, b] ⊂ R be a closed interval. If N is a topological manifold
of dimension n−1 then N × [a, b] is an n dimensional topological manifold with
boundary.

Example 1.6 If N is a topological manifold with boundary ∂N then N × R is
a topological manifold with boundary and ∂ (N × R) = ∂N × R.

Example 1.7 The closed cube Cn = {(x1, ..., xn) ∈ Rn : maxi=1,..,n{
∣∣xi

∣∣} ≤
1} with its subspace topology inherited from Rn is a topological manifold with
boundary. The boundary is (homeomorphic to) an n− 1 dimensional sphere.

We shall eventually also define smooth manifolds with boundary. These will
all automatically be topological manifolds with boundary and so we shall see
more examples later.

Topological manifolds, both with or without boundary, as we have defined
them, are paracompact and Hausdorff and hence also normal. This means that
given any pair of disjoint closed sets F1, F2 ⊂ M there are open sets U1 and U2

containing F1 and F2 respectively such that U1 and U2 are also disjoint. For
more on manifold topology consult [Matsu].

2This choice is convenient when we define the notion of the induced orientation on the
boundary of an oriented smooth manifold with boundary.
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1.2 Charts, Atlases and Smooth Structures

The definitions which follow are motivated by the desire to have a well defined
notion of what it means for a function on a manifold to be differentiable.

Definition 1.2 Let M be a set. A chart on M is a bijection of a subset U ⊂ M
onto an open subset some Euclidean space Rn. We say that the chart takes values
in Rn or say simply that the chart is Rn-valued. A chart x : U → x (U) ⊂ Rn is
traditionally indicated by the pair (U, x) and the pair itself is also called a chart.

Definition 1.3 If p ∈ M and (U, x) is a chart with p ∈ U then if x(p) = 0 ∈
Rnwe say that the chart is centered at p.

Recall that if U is an open subset of Rn then a map h : U → Rn is said to
be of class Cr if it is continuous and all partial derivatives of order less than or
equal to r exist and are continuous. Also, h is said to be Cr at p if its restriction
to some open neighborhood of p is of class Cr. A map h : U → V ⊂ Rn is a
diffeomorphism of class Cr if h is bijective and has a Cr inverse.

Definition 1.4 Let A = {(Uα, xα)}α∈A be a collection of Rn-valued charts on a
set M . We call A an Rn-valued atlas of class Cr (1 ≤ r ≤ ∞) if the following
conditions are satisfied:

i) ∪α∈AUα = M

ii) the sets of the form xα(Uα ∩ Uβ) for α, β ∈ A are all open in Rn,
iii) Whenever Uα ∩ Uβ is not empty then the overlap map

xβ ◦ x−1
α : xα (Uα ∩ Uβ) → xβ (Uα ∩ Uβ)

is a Cr diffeomorphism.

Remark 1.2 Some folks might say that xβ ◦ x−1
α is really shorthand for

(
xβ |Uα∩Uβ

) ◦ (xα|xα (Uα∩Uβ))−1

but this is far too pedantic and cluttered for most people’s tastes.

The maps xβ ◦ x−1
α in the definitions are called variously overlaps map,

change of coordinate maps or transition functions. It is exactly the way
we have required the overlap maps to be diffeomorphisms that will allow for us
to have a well defined and useful notion of what it means for a function on M
to be differentiable of class Cr. An atlas of class Cr is also called a Cr atlas.

Definition 1.5 Two Cr−atlases A1 and A2 on M are equivalent if A1 ∪ A2

is also a Cr-atlas. A Cr differentiable structure on M is an equivalence
class of Cr−atlases.
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A C∞ differentiable structure will also be called a smooth structure. The
union of all the Cr atlases in an equivalence class is the unique maximal Cr

atlas in the class. The set of equivalence classes of Cr atlases (differentiable
structures) is in 1-1 correspondence with the set of maximal Cr atlases. Thus
an alternative way to define a Cr differentiable structure is as a maximal Cr

atlas. We shall use this alternative quite often without comment. Every atlas
is contained in a unique maximal atlas and so as soon as we have a Cr-atlas
then we have a determined Cr differentiable structure. We say a chart (U, x)
on M is compatible with a Cr atlas A if A ∪ {(U, x)} is also an atlas. This
just means that if A = {(Uα, xα)}α∈A then all the sets of the form xα(U ∩ Uα)
and x(U ∩ Uα) are open and all the maps of the form

xα ◦ x−1 and x ◦ x−1
α

for the various α are Cr diffeomorphisms. The maximal Cr atlas determined
by A is easily seen to be exactly composed of all charts compatible with A.

The space Rn itself has an atlas consisting of the single chart (id,Rn) where
id : Rn → Rn is just the identity map id(p) = p. This atlas consisting of a single
global chart determines a maximal atlas. Polar coordinates are defined on the
set U = Rn\{0} and provide another chart contained in the maximal atlas.

Lemma 1.1 Let M is a set with a Cr structure given by an atlas A = {(Uα, xα)}α∈A.
If (U, x) and (V, y) are charts compatible with A such that U ∩ V 6= ∅, then the
charts (U ∩ V, y|U∩V ) and (U ∩ V, x|U∩V ) are also compatible with A and hence
are in the maximal atlas generated by A. Thus the intersections of compatible
chart domains are either empty or are also compatible chart domains. Further-
more, if O is an open subset of x (U) for some compatible chart (U, x) then
taking V = x−1 (O)we have that (V, x|V ) is also a compatible chart.

Proof. This assertions of the lemma are almost obvious: If x◦x−1
α , xα ◦x−1,

y ◦ x−1
α , xα ◦ y−1 are all Cr diffeomorphisms then certainly the restrictions

x|U∩V ◦ x−1
α , xα ◦ x|−1

U∩V , y|U∩V ◦ x−1
α and xα ◦ y|−1

U∩V are also. One might
just check that the natural domains of these maps are indeed open in Rn. For
example the domain of x|U∩V ◦x−1

α is xα(Uα∩U ∩V ) = xα(Uα∩U)∩xα(Uα∩V )
and both xα(Uα ∩ U) and xα(Uα ∩ V ) are open as part of what it means that
(U, x) is compatible with the atlas A. The last assertion of the lemma is equally
easy to prove.

It is now an easy exercise in point set topology to prove that the family of
sets which are the domains of charts compatible with a given atlas provide a
base for a topology on M which we call the topology induced by the Cr

structure on M . Thus the open sets are exactly the empty set plus arbitrary
unions of chart domains from the maximal atlas. We will also call this the
topology induced by the charts or by the atlas.

Notice that if an atlas is contained in another atlas then they both give rise
to the same maximal atlas (same Cr−structure) and so both induce the same
topology.
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Exercise 1.3 Show that if A1 is a subatlas of A2 then they both induce the
same topology.

The proof of the following lemma is trivial but it is used often-sometimes
without mention.

Lemma 1.2 Let M be a set with a Cr structure given by an atlas A. If for
every two distinct points p, q ∈ M , we have that either p and q are respectively in
disjoint chart domains Uα and Uβ from the atlas, or they are both in a common
chart domain, then the induced topology is Hausdorff.

Lemma 1.3 Let A be a Cr atlas for M . If A is countable or has a countable
subatlas then the induced topology is second countable.

Proof. Suppose that the family of chart domains {Uα} is countable. For
every α, the set xα(Uα) is an open set in Rn. Since Rn is second countable we
see that for every α, there is a collection {Vα,i} such that every open subset of
xα(Uα) is a union of sets from this family. It follows that every open subset
of Uα is a union of sets from the countable collection {Uα,i}i∈I where Uα,i :=
x−1

α (Vα,i). However, the doubly indexed family {Uα,i}i∈I is also countable. If
U ⊂ M is any open set then we must show that U is a countable union of open
sets from the collection {Uα,i}α∈A,i∈I . But U = ∪α (Uα ∩ U) is a countable
union and each Uα ∩U is a countable union of sets from {Uα,i}i∈I which means
that U is a countable union of sets from the collection {Uα,i}α∈A,i∈I .

We would like to know what condition (or conditions) on an atlas guarantees
that the induced topology is paracompact. We recall that paracompactness is
equivalent to the condition that each connected component is second countable.

Lemma 1.4 Let A be a Cr atlas for M . If the collection of chart domains
{Uα}α∈A from the atlas A is such that for every fixed α0 ∈ A the set {α ∈ A :
Uα ∩ Uα0 6= ∅} is at most countable, then the induced topology is paracompact.
Thus, if this conditions holds and M if is connected then the topology is second
countable.

Proof. Give M the induced topology. If we focus on a connected component
then we reduce the problem to showing that M has a countable base. From
lemma 1.3 it suffices to show that A has a countable subatlas. Let Uα1 be
a particular chart domain from the atlas. We proceed inductively to define a
sequence of sets starting with with X1 = Uα1 . Now given Xn−1 let Xn be the
union of those chart domains Uα which intersect Xn−1. If follows (inductively)
that each Xn is a countable union of chart domains and hence the same is true
of the union X = ∪nXn. By construction, if some chart domain Uα meets X
then it is actually contained in X since to meet Xn−1 is to be contained in Xn.
All that is left is to show that M = X. We have reduced to the case that M is
connected and since X is open, it will suffice to show that M\X is also open.
Now if p ∈ M\X then it is in some Uα and as we said, Uα cannot meet X
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without being contained in X. Thus it must be the case that Uα ∩X = ∅ and
thus Uα ⊂ M . We see that M\X open as is X so M = X.

This leads us to a principal definition:

Definition 1.6 An dimensional differentiable manifold of class Cr is a
set M together with a specified Cr structure on M such that the topology induced
by the Cr structure is Hausdorff and paracompact. If the charts are Rn−valued
then we say the manifold has dimension n.

In other words, we may say that a differentiable manifold of class Cr is a pair
(M,A) where A is a maximal (Rn-valued) Cr atlas and such that the topology
induced by the atlas makes M a topological manifold. A differentiable manifold
of class Cr is also referred to as a Cr manifold. A differentiable manifold of class
C∞ is also called a smooth manifold (a terminology used often in the sequel).
Notice that if 0 ≤ r1 < r2, then any Cr2 atlas is also a Cr1 atlas and so any
Cr2 manifold is also a Cr1 manifold (0 ≤ r1 < r2). For every integer n ≥ 0,the
Euclidean space Rn is a smooth manifold where, as noted above, there is an
atlas whose only member is the (Rn, id) and this atlas determines a maximal
atlas providing the usual smooth structure for Rn.

It is important to notice that if r > 0 then a Cr manifold is much more
than merely a topological manifold. Note also that we have defined manifolds
in such a way that they are necessarily paracompact and Hausdorff. This is,
in part, a matter of convenience since for some purposes neither assumption
is necessary. We could have just defined a Cr manifold to be a set with a
Cr structure and the induced topology. Lemmas 1.2 and 1.4 tell us how to
determine, from knowledge about a given atlas, whether the induced topology is
indeed Hausdorff and/or paracompact. In problem 2 we ask the reader to check
that these topological conditions hold for the examples of smooth manifolds that
we give in this chapter.

Notation 1.1 As defined, a Cr manifold is a pair (M,A). However, we follow
the tradition of using the single symbol M itself to denote the differentiable
manifold.

Now we come to an important point. Suppose that M already has some
natural or previously given topology. For example, perhaps it is already known
that M is a topological manifold. If M is given a Cr structure then it is
important to know whether this topology is the same as the topology induced by
the Cr structure (i.e. the topology induced by the charts). For this consideration
we have the following

Lemma 1.5 If M is a topological space with topology T which also has a Cr

atlas, then if each chart is a homeomorphism with respect to this topology then
T will be the same as the topology induced by the Cr structure.

A good portion of the examples of Cr manifolds that we provide will be of
the type described by this previous lemma. In fact, one often finds the following
given as the definitions of atlas and Cr manifold:
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Definition 1.7 (Alternative traditional) An Rn-valued chart on a topolog-
ical space is a homeomorphism from an open subset of M to an open subset of
Rn. Let A = {(Uα, xα)}α∈A be a collection of Rn-valued charts on a topological
manifold M . We call A an Rn-valued atlas of class Cr (1 ≤ r ≤ ∞) if the
following conditions are satisfied:

i) ∪α∈AUα = M
ii) Whenever Uα ∩ Uβ is not empty then the map

xβ ◦ x−1
α : xα (Uα ∩ Uβ) → xβ (Uα ∩ Uβ)

is a Cr diffeomorphism.
A maximal atlas is called a Cr differentiable structure on M (here maximal is
defined as before).
An n dimensional differentiable manifold of class Cr is an n dimensional
topological manifold M together with a Cr differentiable structure specified on
M .

In expositions that use the above definitions, the fact that one can start out
with a set, provide charts, and then end up with an appropriate topology is
presented as a separate lemma (see for example [Lee, John] or [O’Neill]).

Exercise 1.4 Let M be a smooth manifold of dimension n. Let p ∈ M . Show
that for any r > 0 there is a chart (U, x) with p ∈ U and such that x(U) =
B(0, r) := {x ∈ Rn : |x| < r}. Show that for any p ∈ U we may further arrange
that x(p) = 0. Such a chart is both centered and spherical.

Remark 1.3 From now on all manifolds in this book will be assumed to be C∞

manifolds (smooth manifolds) unless otherwise indicated. Also, let us refer to an
n−dimensional smooth manifold as an “n−manifold”. Note that some authors
reserve the term “n-manifold” for connected smooth manifolds.

As mentioned above, it is certainly possible for there to be two different
differentiable structures on the same topological manifold. For example, the
chart on R1 given by the cubing function x 7→ x3 is not compatible with the
identity chart (id,R1) but since the cubing function also has domain all of R1, it
too provides an atlas. But then this atlas cannot be compatible with the atlas
{(id,R1)} and so they determine different maximal atlases. The problem is
that the inverse of x 7→ x3 is not differentiable (in the usual sense) at the origin.
Now we have two differentiable structures on the line R1. Actually, although
the two atlases do give distinct differentiable structures, they are equivalent in
another sense that we mentioned above and that we make precise below (they are
diffeomorphic; definition 1.12). On the other hand, it is a deep result that there
exist infinitely many truly different (non-diffeomorphic) differentiable structures
on R4. The existence of exotic differentiable structures on R4 follows from the
deep results of [Donaldson] and [Freedman]. For n 6= 4 all smooth structures
on Rn are diffeomorphic. The reader ought to be wondering what is so special
about dimension four.
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We have seen that all the Euclidean spaces Rn are smooth manifolds but so is
any open subset of a Euclidean space Rn. If U ⊂ Rn is such an open set then an
atlas on U is obtained from the standard atlas on Rn by a process of restriction.
These open subsets of Euclidean space might seem to be very uninteresting
manifolds but in fact they can be quite interesting and complex. For example,
much can be learned about a knot K ⊂ R3 by studying its complement R3\K
and the latter is an open subset of R3. More generally, if U is some open subset
of a smooth manifold M with atlas AM , then U is itself a differentiable manifold
with an atlas of charts being given by all the restrictions (xα|Uα∩U , Uα ∩ U )
where (Uα, xα) ∈ AM . We shall refer to such an open subset U ⊂ M with this
differentiable structure as an open submanifold of M .

Here are several more interesting examples of smooth manifolds.

Example 1.8 The 2-sphere S2 ⊂ R3. Choose a pair of antipodal points such
as north and south poles where z = 1 and −1 respectively. Then off of these two
pole points and off of a single half great circle connecting the poles we have the
usual spherical coordinates. We actually have many such systems of spherical
coordinates since we can re-choose the poles in many different ways. We can
also use projection onto the coordinate planes as charts. For instance let U+

z

be all (x, y, z) ∈ S2 such that z > 0. Then (x, y, z) 7→ (x, y) provides a chart
U+

z → R2. The various overlap maps can be computed explicitly and are clearly
smooth.

Example 1.9 (Stereographic projection) We can also use stereographic
projection to give charts on S2. More generally, we can provide the n−sphere
Sn ⊂ Rn+1 with a smooth structure using two charts (US , ψS) and (UN , ψN ).
Here,

US = {x = (x1, ...., xn+1) ∈ Sn : xn+1 6= 1}
UN = {x = (x1, ...., xn+1) ∈ Sn : xn+1 6= −1}

and ψS : US → Rn (resp. ψN : UN → Rn) is stereographic projection from the
north pole pN = (0, 0....0, 1) (resp. south pole pS = (0, 0, ..., 0,−1)). Not that
ψS maps from the southern open set containing pS. Explicitly we have

ψS(x) =
1

(1− xn+1)
(x1, ...., xn) ∈ Rn

ψN (x) =
1

(1 + xn+1)
(x1, ...., xn) ∈ Rn

Exercise: Show that ψS(UN ∩ US) = ψN (UN ∩ US) = Rn\0 and that ψS ◦
ψ−1

N (y) = y/ ‖y‖2 = ψN ◦ ψ−1
S (y) for all y ∈ Rn\0.

Thus we have an an atlas {(US , ψS), (UN , ψN )}.We leave it to the reader to
verify that the induced topology is the same as the usual topology on Sn (say as
a subspace of Rn+1) and that all the maps involved are appropriately smooth.
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N

S

S

x

f ÝxÞ

Let us make an observation that will come in handy later. If we identify R2

with C, then the overlap maps for charts on S2 from the last example become

ψS ◦ ψ−1
N (z) = z̄−1 = ψN ◦ ψ−1

S (z)

for all z ∈ C\{0}

Example 1.10 (Projective spaces) The set of all lines through the origin in
R3 is denoted RP 2 and is called the real projective plane . Let Uz be the set
of all lines ` ∈ RP 2 not contained in the x, y plane. Every line ` ∈ Uz intersects
the plane z = 1 at exactly one point of the form (x(`), y(`), 1). We can define
a bijection ϕz : Uz → R2 by letting ` 7→ (x(`), y(`)). This is a chart for RP 2

and there are obviously two other analogous charts (Ux, ϕx) and (Uy, ϕy). These
charts cover RP 2 and have smooth overlap maps. Thus we have an atlas for
RP 2.

More generally, the set of all lines through the origin in Rn+1 is called real
projective n−space denoted RPn. We have the surjective map π : Rn+1\{0} →
RPn given by letting p(x) be the line through x and the origin and we can give
RPn the quotient topology where U ⊂ Pn(R) is open if and only if π−1 (U) is
open. RPn can be given an atlas consisting of charts of the form (Ui, ϕi) where

Ui = {` ∈ RPn : ` is not contained in the hyperplane xi = 0}
ϕi(`) = the unique coordinates (u1, ..., un) such that (u1, ..., 1, ..., un) is

on the line `.

Once again it can be chacked that the overlap maps are smooth so that we have
an atlas. The topology induced by the atlas itself, as described previously, is
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exactly the quotient topology and we leave it as an exercise to show that it is
both paracompact and Hausdorff.

It is often useful to view RPn as a quotient of the sphere Sn. Consider the
map Sn → RPn given by x 7→ `x where `x is the unique line through the origin
in Rn+1 which contains x. Notice that `x = `−x for all x ∈ Sn and if `x = `y

for x, y ∈ Sn then x = ±y. It is not hard to show that this map is open and
hence a quotient map. Thus we may equally consider RPn to be Sn/ ∼ where
x ∼ y if and only if x = ±y or, in other words, if and only if x = ya for some
element of the group Z2 = {1,−1}.

Example 1.11 In this example we consider a more general way of getting
charts for the projective space RPn. Let α : Rn → Rn+1 be an affine map
whose image does not contain the origin. Thus α has the form α(x) = Lx + b
where L : Rn → Rn+1 is linear and b ∈ Rn+1 is nonzero. The composition π ◦α
can be easily shown to be a homeomorphism onto its image and we call this type
of map an affine parameterization. The inverses of these maps form charts for
an atlas. The charts described in the last example are essentially special cases
of these charts and give the same smooth structure.

Example 1.12 By analogy with the real case we can construct complex projec-
tive n−space CPn. As a set CPn is the family of all 1−dimensional complex
subspaces of Cn+1 (each of these has real dimension 2). In tight analogy with
the real case CPn can be given an atlas consisting of charts of the form (Ui, ϕi)
where

Ui = {` ∈ CPn : ` is not contained in the complex hyperplane zi = 0

ϕi(`) = the unique coordinates (z1, ..., zn) such that (z1, ..., 1, ..., zn) is
on the line `.

Here ϕi : Ui → Cn ∼= R2n and so CPn is a manifold of (real) dimension 2n.

Exercise 1.5 Show that the overlap maps for RPn and CPn are indeed smooth.

Notation 1.2 (Homogeneous coordinates) For (z1, ..., zn+1) ∈ Cn+1 let [z1, ..., zn+1]
denote the unique l ∈ CPn such that the complex line l contains the point
(z1, ..., zn+1). The numbers (z1, ..., zn+1) are said to provide homogeneous co-
ordinates for l. Similarly for (x1, ..., xn+1) ∈ Rn+1 and [x1, ..., xn+1] ∈ RPn.

In terms of homogeneous coordinates, the chart map ϕi : Ui → Cn is given by
ϕi([z1, ..., zn+1]) = (z1z

−1
i , ..., 1̂, ..., zn+1z

−1
i ) where the caret symbol ˆ means we

have deleted the 1 in the i-th slot to get an element of Cn. A similar statement
is true for the real case.

Exercise 1.6 In reference to the last example, compute the overlap maps ϕi ◦
ϕ−1

j : Ui ∩Uj → Cn. For CP 1 show that U1 ∩U2 = C\0 and that ϕ2 ◦ϕ−1
1 (z) =

z−1 = ϕ1 ◦ ϕ−1
2 (z) for z ∈ C\0. Show also that if we define ϕ̄1 : U1 → C by
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ϕ̄1(`) = ϕ1(`) then {(U1, ϕ̄1) , (U2, ϕ2) } is also an atlas for CP 1 giving the same
smooth structure as before. Show that

ϕ2 ◦ ϕ̄−1
1 (z) = z̄−1 = ϕ1 ◦ ϕ−1

2 (z) for z ∈ C\0
Notice that with the atlas {(U1, ϕ̄1) , (U2, ϕ2) } for CP 1 from the last ex-

ample, we have the same overlap maps we saw for S2 (see equation ??). This
suggests that CP 1 is diffeomorphic to S2. Let us construct a diffeomorphism
CP 1 → S2. For each x = (x1, x2, x3) ∈ S2 with x3 6= 1 let z(x) := x1

1+x3
+ x2

1+x3
i

and for each x = (x1, x2, x3) ∈ S2 with x3 6= −1 let w(x) :=
(

x1
1−x3

− x2
1−x3

i
)
.

Now define f by

f(x) =
{

[z(x), 1] if x3 6= 1
[1, w(x)] if x3 6= −1

Using the fact that 1 − x2
3 = x2

1 + x2
2 one finds that for x = (x1, x2, x3) ∈ S2

with −1 < x3 < 1 we have w(x) = z(x)−1. If follows that for such x we have
[z(x), 1] = [1, w(x)]. This means that f is well defined.

Exercise 1.7 Show that the map f : CP 1 → S2 defined above is a diffeomor-
phism.

Exercise 1.8 Show that RP 1 is diffeomorphic to S1.

Example 1.13 The graph of a smooth function f : Rn → R is the subset of the
Cartesian product Rn × R given by Γf = {(x, f(x)) : x ∈ Rn}. The projection
map Γf → Rn is a homeomorphism and provides a global chart on Γf making
it a smooth manifold.

Example 1.14 Let us generalize the last example. Suppose we have a map
f : O ⊂ Rn → Rn−k where O is open. Let S = f−1(q0) for some q0 ∈ f(O).
Suppose further that the Jacobian matrix

[
∂fi

∂xj

]
has rank n − k everywhere on

a neighborhood of S. For every p ∈ S there is an open neighborhood U ⊂ O
containing p such that on that neighborhood we have

∂(f1, ..., fn−k)
∂(xi1 , ..., xin−k

)
6= 0

on U for some choice of coordinate functions xi1 , ..., xin−k
. Thus by the im-

plicit function theorem we deduce that for each p ∈ S there is at least one such
set of coordinates

(
xi1 , ..., xin−k

)
from among the xi with complementary coor-

dinates (xj1 , ..., xjk
) such that the projection Rn → Rk given by (x1, ..., xn) 7→

(xj1 , ..., xjk
) restricts to a homeomorphism on some (relatively) open subset U∩S

of S with image being an open set in Rk. It is not hard to see that the inverses
of these homeomorphisms are smooth as maps into Rn since up to a permuta-
tion of coordinates they have the form of “graph maps”: x 7→ (x, g(x)) as in
the conclusion of the implicit function theorem (see Appendix C). The set of all
such homeomorphisms provide a cover of S by charts. The overlap maps are
certainly smooth, being compositions of such graph maps with projections and
permutations of coordinates.
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=

Example 1.15 Let g be a positive integer. Define f(x) := x(x − 1)2(x −
2)2 · · · (x − (g − 1))2(x − g). For sufficiently smal-l r > 0 the set {(x, y, z) :
(y2 + f(x))2 + z2 = r2} is a compact surface of genus g. This is an example of
subset of R3 which can be given charts of the form described in the last example.
Topologically, a surface of genus g is a sphere with g handles added on or also
a g−holed torus.

Example 1.16 The set of all m×n real matrices Mm×n(R) is an mn−manifold
modeled on Rmn. We only need one chart again since it is clear that Mm×n(R) is
in natural one to one correspondence with Rmn by the map [aij ] 7→ (a11, a12, ...., amn).
Also, the set of all non-singular matrices Gl(n,R) is an open submanifold of
Mn×n

∼= Rn2
.

If we have two manifolds M1 and M2 of dimensions n1 and n2 respectively,
we can form the topological Cartesian product M1×M2. We may give M1×M2

a differentiable structure in the following way: Let AM1 and AM2 be atlases for
M1 and M2.Take as charts on M1 ×M2 the maps of the form

xα × yγ : Uα × Vγ → Rn1 × Rn2

where (Uα, xα) is a chart from AM1 and (yγ , Vγ) a chart from AM2 . This
gives M1 ×M2 an atlas called the product atlas which induces a maximal atlas
and hence a differentiable structure. With this product differentiable structure,
M1 × M2 is called a product manifold. The product of several manifolds
is also possible by an obvious iteration. The induced topology is the product
topology and so the underlying topological manifold is the product topological
manifold discussed earlier.

Example 1.17 The circle S1 is clearly a smooth 1-manifold and hence so is
the product T 2 = S1 × S1 which is a torus. The set of all configurations of a
double pendulum constrained to a plane and where the arms are free to swing
past each other can be taken to be modeled by T 2 = S1 × S1.

Example 1.18 For any manifold M we can construct the “cylinder” M × I
where I = (a, b) is some open interval in R.

Convention: From now on in this book all topological spaces will be as-
sumed to be Hausdorff unless otherwise stated.
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Fixed

S1

S2

1.3 Smooth Maps and Diffeomorphisms

Definition 1.8 Let M and N be smooth manifolds with corresponding maximal
atlases AM and AN . We say that a map f : M → N is of class Cr (or r−times
continuously differentiable) at p ∈ M if for every chart (V, y) from AN with
f(p) ∈ V, there exists a chart (U, x) from AM with p ∈ U such that f (U) ⊂ V
and such that y ◦ f ◦x−1 is of class Cr. If f is of class Cr at every point p ∈ M
then we say that f is of class Cr.

Even though we have restricted our attention to smooth manifolds, that is
manifolds with C∞ structure, we may still be interested in maps which are
only of class Cr for some r < ∞. This is especially so when one wants to do
analysis on smooth manifolds. In fact one could define what it means for a
map to be Lebesgue measurable in a similar way. It is obvious from the way we
have formulated the definition that the property of being of class Cr is a local
property. Also, the above definition does not start out with the assumption that
f is continuous but is constructed carefully so as to imply that a function which
is of class Cr (at a point) according to the definition is automatically continuous
(at the point). In fact, since the topologies are induced by the charts we see that
in the case r = 0 the definition is just a statement of the definition of continuity.
However, we might know in advance that f : M → N is continuous. In this case
the condition that f be Cr at p ∈ M for r > 0 can be seen to be equivalent to
the condition that for some (and hence every) choice of charts (U, x) from AM

and (V, y) from AN such that p ∈ U and f(p) ∈ V , the composite map

y ◦ f ◦ x−1 : x(U) → y(V )

is Cr. Note carefully, the use of the phrase “and hence every” above. The point
is that that if we choose another pair of charts (x′, U ′) and (y′, V ′) with p ∈ U ′

and f(p) ∈ V ′ then y′ ◦ f ◦ x′−1 must be Cr on some neighborhood of x′(p) if
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and only if y ◦ f ◦ x−1 is Cr on some neighborhood of x(p). This is true because
the overlap maps x′ ◦ x−1 and y′ ◦ y−1 are diffeomorphisms (The chain rule is
at work here of course). Without worrying about domains, the point is that

y′ ◦ f ◦ x′−1

= y′ ◦ (
y−1 ◦ y) ◦ f ◦ (

x−1 ◦ x) ◦ x′−1

=
(
y′ ◦ y−1

) ◦ (
y ◦ f ◦ x−1

) ◦ (
x′ ◦ x−1

)−1
.

Now the reader should be able to see quite clearly why we required overlap
maps to be diffeomorphisms. The functions of the form y ◦ f ◦ x−1 are called
representative functions. Thus once we know that a map f is continuous at p
then f is of class Cr at p exactly if some representative function whose domain
contains p is of class Cr. Also, to know that f is (globally) of class Cr on M ,
it is enough to know that for some, not necessarily maximal, atlases for M and
N , all of the representative functions corresponding to charts from these atlases
are Cr whenever the have nonempty domains. The set of all Cr maps M → N
is denoted Cr(M,N).

As a special case, we note that a function f : M → R (resp.C) is Cr differ-
entiable at p ∈ M if and only if it is continuous and

f ◦ x−1 : x(U) → R (resp. C)

is Cr-differentiable for some admissible chart (U, x) with p ∈ U and f is of class
Cr if it is of class Cr at every p. The set of all Cr functions defined on all of M
is denoted Cr(M). A map f which is defined only on some proper open subset
of a manifold is defined to be Cr if it is smooth as a map of the corresponding
open submanifold but this is again just to say that it is Cr at each point in
the open set. We shall often need to consider maps that are defined on subsets
S ⊂ M that are not necessarily open.

Definition 1.9 Let S be an arbitrary subset of a smooth manifold M . Let
f : S → N be a continuous map where N is a smooth manifold. The map f is
said to be smooth (resp. Cr) if for every s ∈ S there is an open set O containing
s and map f̃ that is smooth (resp. Cr) on O and such that f̃

∣∣∣
S∩O

= f.

It is easy to show that if S has compact closure then a function f with
domain S is smooth if and only if it has a smooth extension to some open set
containing all of S. In particular a curve defined on a closed interval [a, b] is
smooth if it has a smooth extension to an open interval containing [a, b]. We
will occasionally need the following simple concept:

Definition 1.10 A continuous curve c : [a, b] → M into a smooth manifold is
called piecewise smooth if there exists a partition a = t0 < t1 < · · · < tk = b
such that c restricted to [ti, ti+1] is smooth for 0 ≤ i ≤ k − 1.

We already have the notion of a diffeomorphism between open sets of some
Euclidean space Rn. We are now in a position to extend this notion to the realm
of smooth manifolds.
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Definition 1.11 Let M and N be smooth (or Cr) manifolds. A homeomor-
phism f : M → N such that f and f−1 are Cr differentiable with r ≥ 1 is called
a Cr-diffeomorphism. In case r = ∞ we shorten C∞-diffeomorphism to just
diffeomorphism. With composition of maps, the set of all Cr diffeomorphisms
of a manifold M onto itself is a group denoted Diffr(M). In case r = ∞ we
simply write Diff(M).

We will use the convention that Diff0(M) denotes the group of homeomor-
phisms of M onto itself. Also, it should be pointed out that if we refer to a
map between open subsets of manifolds as being a diffeomorphism, we mean
that the map is a Cr−diffeomorphism of the corresponding open submanifolds.
This just means that the map on the open sets is a homeomorphism which is
appropriately differentiable (Cr) and whose inverse is also differentiable.

Example 1.19 The map rθ : S2 → S2 given by rθ(x, y, z) = (x cos θ−y sin θ, x sin θ+
y cos θ, z) for x2 + y2 + z2 = 1 is a diffeomorphism (and also an isometry!).

Example 1.20 Let 0 < θ < 2π The map f : S2 → S2 given by fθ(x, y, z) =
(x cos((1− z2)θ)− y sin((1− z2)θ), x sin((1− z2)θ) + y cos((1− z2)θ), z) is also
a diffeomorphism (but not an isometry). Try to picture this map.

Definition 1.12 Cr manifolds M and N will be called (Cr) diffeomorphic and
then said to be in the same diffeomorphism class if and only if there is a Cr

diffeomorphism f : M → N.

We will be almost exclusively concerned with the smooth (C∞) case. In the
definition of diffeomorphism we have suppressed explicit reference to the maxi-
mal atlases but note that whether or not a map is differentiable (Cr or smooth)
essentially involves the choice of differentiable structures on the manifolds. Re-
call that we have pointed out that we can put more than one differentiable
structure on R by using the function x1/3 as a chart. This generalizes in the
obvious way: The map ε : (x1, x2, ..., xn) 7→ ((x1)1/3, x2, ..., xn) is a chart for
Rn but not compatible with the standard (identity) chart. It induces the usual
topology again but the resulting maximal atlas is different! Thus we seem to
have two smooth manifolds (Rn,A1) and (Rn,A2). This is true. Technically,
they are different. But they are equivalent and therefore the same in another
sense. Namely, they are diffeomorphic via the map ε. So it may be that the
same underlying topological space M carries two different differentiable struc-
tures and so we really have two differentiable manifolds with the same underlying
set. It remains to ask whether they are nevertheless diffeomorphic. It is an in-
teresting question whether a given topological manifold can carry differentiable
structures that are not diffeomorphic. We have mentioned that R4 carries non-
diffeomorphic structures. In fact, it turns out that R4 carries infinitely many
pairwise non-diffeomorphic structures all having the same underlying topology.
Each Rk for k 6= 4 has only one diffeomorphism class compatible with the usual
topology on Rk .



1.3. SMOOTH MAPS AND DIFFEOMORPHISMS 21

Definition 1.13 Let N and M be smooth manifolds of the same dimension.
A map f : M → N is called a local diffeomorphism if and only if every point
p ∈ M is contained in an open subset Up ⊂ M such that f |Up

: Up → f(U)
is a diffeomorphism onto an open subset of N . For Cr manifolds, a Cr local
diffeomorphism is defined similarly.

Example 1.21 The map π : S2 → P (R2) given by taking the point (x, y, z) to
the line through this point and the origin is a local diffeomorphism but is not a
diffeomorphism since it is 2-1 rather than 1-1.

Example 1.22 The map (x, y) 7→ ( 1
1−z(x,y)x, 1

1−z(x,y)y) where z(x, y) =
√

1− x2 − y2

is a diffeomorphism from the open disk B(0, 1) = {(x, y) : x2 + y2 < 1} onto the
whole plane. Thus B(0, 1) and R2 are diffeomorphic and in this sense are the
“same” differentiable manifold.

The following terminology will be used often in the sequel.

Definition 1.14 If π : M → N is a smooth surjection then a smooth section
of π is a smooth map σ : N → M such that π ◦ σ = id. If σ is defined only on
an open subset U and π ◦ σ = idU then we call σ a local section.

Sometimes it is only important how maps behave near a certain point. Let
M and N be smooth manifolds and consider the set S(p,M, N) of all smooth
maps which are defined on some open neighborhood of a fixed point p ∈ M . In
other words,

S(p, M, N) :=
⋃

U∈Np

C∞(U,N)

where Np denotes the set of all open neighborhoods of p ∈ M . On this set we
define the equivalence relation where f and g are equivalent at p if and only if
there is an open set U containing p and with U contained in the domains of f
and g, such that

f |U = g|U
In other word, f and g are equivalent in this sense if they agree on a neighbor-
hood of p. The equivalence class of f is denoted [f ] or by [f ]p if the point in
question needs to be made clear. The set of equivalence classes S(p,M, N)/ ∼
is denoted C∞p (M, N).

Definition 1.15 Elements of C∞p (M, N) are called germs and if f and g are
in the same equivalence class we write f ∼

p
g and we say that f and g have the

same germ at p.

The value of a germ at p is well defined [f ](p) = f(p). The evaluation map
evp is defined by

evp : [f ] 7−→ f(p)
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Taking N = R (resp. C) we see that C∞p (M,R) (resp. C∞p (M,C)) is a
real (resp. complex) commutative algebra (and hence a ring) if we make the
definitions

a[f ] + b[g] := [af + bg] for a, b ∈ R( resp. C)
[f ][g] := [fg]

1.4 Cut-off functions and partitions of unity

There is a special and extremely useful kind of function called a bump function
or cut-off function which we now take the opportunity to introduce. Recall that
given a topological space X, the support, supp(f), of a function f : X → R is
the closure of the subset on which it takes nonzero values. The same definition
applies for vector space valued functions f : X → V.

Lemma 1.6 (Existence of cut-off functions) Let M be a smooth manifold.
Let K be a compact subset of M and O an open set containing K. There exists
a smooth function β on M that is identically equal to 1 on K, has compact
support in O and 0 ≤ β ≤ 1.

Proof. Special case 1: Assume that O = B(0, R) and K = B(0, r) for
0 < r < R. In this case we may take

φ(x) =

∫ R

|x| g(t)dt
∫ R

r
g(t)dt

where

g(t) =
{

e−(t−r)−1
e(t−R)−1

if r < t < R
0 otherwise.

It is an exercise in calculus to show that g is a smooth function and thus that
φ is smooth.

Special case 2: Assume that M = Rn. Let K ⊂ O be as in the hypotheses.
Let Ki ⊂ Ui be concentric balls as in the special case above but now with various
choices of radii and such that K ⊂ ∪Ki. The Ui are chosen small enough that
Ui ⊂ O. Let φi be the corresponding functions provided in the proof of the
special case 1. By compactness there are only a finite number of pairs Ki ⊂ Ui

needed so we may assume that a reduction to a finite cover has been made.
Examination of the following function will convince the reader that it is well
defined and provides the needed cut-off function;

β(x) = 1−
∏

i

(1− φi(x)).

General case: It is clear that if K is contained in the domain U of a chart
(U, x) then by composing with x and extending to zero outside of U we obtain
the result from the case M = Rn proved above. If K is not contained in such
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a chart then we may take a finite number of charts (x1, U1), ..., (xk, Uk) and
compact sets K1, ...,Kk with

K ⊂ ∪k
i=1Ki

Ki ⊂ Ui

∪Ui ⊂ O

(we need the normality of M here). Now let φi be identically 1 on Ci and
identically 0 on U c

i = M\Ui. Then the function β we are looking for is given by

β = 1−
k∏

i=1

(1− φi).

Let [f ] ∈ C∞p (M,R) (or ∈ C∞p (M,C)) and let f be a representative of the
equivalence class [f ]. We can find an open set U such that U contains p and is
contained in the domain of f . Now if β is a cut-off function that is identically
equal to 1 on U and has support inside the domain of f then βf is smooth and
it can be extended to a globally defined smooth function which is zero outside of
the domain of f . Denote this extended function by (βf)ext. Then (βf)ext ∈ [f ]
(usually, the extended function is just written as βf). Thus every element of
C∞p (M,R) has a representative in C∞(M,R). In short, each germ has a global
representative.

A partition of unity is a technical tool that can help one piece together lo-
cally defined smooth objects with some desirable properties to obtain a globally
defined object that also has the desired properties. For example, we will use
this tool to show that on any (paracompact) smooth manifold there exists a
Riemannian metric tensor. As we shall see, the metric tensor is the basic object
whose existence allows the introduction of metric notions such as length and
volume.

Definition 1.16 A partition of unity on a smooth manifold M is a collec-
tion {ϕα}α∈A of nonnegative smooth functions on M such that

(i) The collection of supports {supp(ϕα)}α∈A is locally finite, that is each point
p of M has a neighborhood Wp such that Wp∩supp(ϕα) = ∅ for all but a finite
number of α ∈ A.

(ii)
∑

α∈A ϕα(p) = 1 for all p ∈ M (this sum is always finite by (i)).
If O = {Oα}α∈A is an open cover of M and supp(ϕα) ⊂ Oα for each α ∈ A

the we say that {ϕα}α∈A is a partition of unity subordinate to O = {Oα}α∈A.

Notice that every partition of unity is subordinate to some cover since we
may take Oα = {ϕα > 0}. That {Oα} is a cover follows from (ii). (By definition
ϕα ≥ 0 for all α).
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Remark 1.4 Let U = {Uα}α∈Abe a cover of M . Suppose that W = {Wβ}β∈B

is a cover which is a refinement of U . Let {ψβ}β∈B is a partition of unity
subordinate to a cover W. We may obtain a partition of unity subordinate to
U = {Uα}α∈A. Indeed, let f : B → A be such that for Wβ ⊂ Uf(β) for every
β ∈ B. Then we let ϕα :=

∑
β∈f−1(α) ψβ.

Our definition of smooth manifold M includes the requirement that M be
paracompact (and Hausdorff). Paracompact Hausdorff spaces are normal spaces
but the following theorem would be true for a normal locally Euclidean space
with smooth structure even without the assumption of paracompactness. The
reason is that we explicitly assume the local finiteness of the cover. For this
reason we put the word “normal” in parentheses as a pedagogical device.

Theorem 1.2 Let M be a (normal) smooth manifold and {Uα}α∈A be a locally
finite cover of M . If each Uα has compact closure then there is a partition of
unity {ϕα}α∈A subordinate to {Uα}α∈A.

Proof. We shall use a well known result about normal spaces. Namely, if
{Uα}α∈A is a locally finite cover of a normal space M then there exists another
cover {Vα}α∈A of M such that Vα ⊂ Uα.

We do this to our cover and then notice that since each Uα has compact
closure, each Vα is compact. We apply lemma 1.6 to obtain nonnegative smooth
functions ψα such that suppψα ⊂ Uα and ψα|Vα

≡ 1. Let ψ :=
∑

α∈A ψα and
notice that for each p ∈ M the sum

∑
α∈A ψα(p) is finite and ψ(p) > 0. Now

let ϕα := ψα/ψ. It is now easy to check that {ϕα}α∈A is the desired partition
of unity.

If we use the paracompactness assumption then we can show that a partition
of unity exists which is subordinate to any given cover.

Theorem 1.3 Let M be a (paracompact) smooth manifold and {Uα}α∈A be a
cover of M . Then there is a partition of unity {ϕα}α∈A subordinate to {Uα}α∈A.

Proof. By remark 1.4 and the fact that M is locally compact we may
assume without loss of generality that each Uα has compact closure. Then since
M is paracompact we may find a locally finite refinement of {Uα}α∈A which we
denote by {Vi}i∈I . Now use the previous theorem to get a partition of unity
subordinate to {Vi}i∈I . Finally use remark 1.4 one more time to get a partition
of unity subordinate to {Uα}α∈A.

1.5 Coverings and Discrete groups

1.5.1 Covering spaces and the fundamental group

In this section and later when we study fiber bundles many of the results are
interesting and true in either the purely topological category or in the smooth
category. In order not to have to do things twice let us agree that a C0−manifold
is simply a topological manifold or more generally any paracompact Hausdorff
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topological space that satisfies the technical condition of being “semi-locally
simply connected” (SLSC) All manifolds are SLSC.. Thus all relevant maps
in this section are to be Cr where if r = 0 we just mean continuous and then
only require that the spaces be sufficiently nice topological spaces. Also, “C0

diffeomorphism” just means homeomorphism.

“C0−diffeomorphism” = C0−isomorphism = homeomorphism
“C0−manifold” = topological space
C0-group = topological group

We may define a simple equivalence relation on a topological space M by
declaring

p ∼ q ⇔ there is a continuous curve connecting p to q.

The equivalence classes are called path components and if there is only one
path component then we say that M is path connected. The following exercise
will be used whenever needed without explicit mention:

Exercise 1.9 The path components of a manifold M are exactly the connected
components of M . Thus, a manifold is connected if and only if it is path con-
nected.

In the definition of path component given above we used continuous paths
but it is not hard to show that if two points on a smooth manifold can be
connected by a continuous path then they can be connected by smooth path
and so the notion of path component remains unchanged by the use of smooth
paths.

Definition 1.17 Two Cr maps on Cr manifolds, say f0 : X → Y and f1 :
X → Y are said to be Cr homotopic if there exists a Cr map H : X× [0, 1] → Y
such that H(x, 0) = f0(x) and H(x, 1) = f1(x) for all x. We then say that f0

is Cr homotopic to f1 and write f0
Cr

' f1. If A ⊂ X is a closed subset and if
H(a, s) = f0(a) = f1(a) for all a ∈ A and all s ∈ [0, 1], then we say that H is a

homotopy relative to A and we write f0
Cr

' f1 (rel A).

At first it may seem that there might be a big difference between C∞ and C0

homotopy but if all the spaces involved are smooth manifolds then the difference
is not big at all. In fact, we have the following theorems which we merely state
but proofs may be found in [Lee, John].

Theorem 1.4 If f : M → N is a continuous map on smooth manifolds then f
is homotopic to a smooth map f0 : M → N . If the continuous map f : M → N

is smooth on a closed subset A then it can be arranged that f
C∞' f0 (rel A).

Theorem 1.5 If f0 : M → N and f1 : M → N are smooth maps which are
homotopic then they are smoothly homotopic. If f0 is homotopic to f1 relative
to a closed subset A then f0 is smoothly homotopic to f1 relative to A.
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Because of these last two theorems we will usually simply write f ' f0

instead of f
Cr

' f0 the value of or r being of little significance in this setting.

Definition 1.18 Let M̃ and M be Cr−spaces. A surjective Cr map ℘ : M̃ →
M is called a Cr covering map if every point p ∈ M has an open connected
neighborhood U such that each connected component Ũi of ℘−1(U) is Cr dif-
feomorphic to U via the restrictions ℘|eUi

: Ũi → U . In this case we say that

U is evenly covered by ℘ (or by the sets Ũi). The triple (M̃, ℘, M) is called
a covering space. We also refer to the space M̃ (somewhat informally) as a
covering space for M .

Example 1.23 The map R → S1 given by t 7→ eit is a covering. The set of
points {eit : θ− π < t < θ + π} is an open set evenly covered by the intervals In

in the real line given by In := (θ − π + n2π, θ + π + n2π).

Exercise 1.10 Explain why the map (−2π, 2π) → S1 given by t 7→ eit is not a
covering map.

Definition 1.19 A continuous map f is said to be proper if f−1(K) is compact
whenever K is compact.

Exercise 1.11 Show that a Cr proper map between connected smooth manifolds
is a smooth covering map if and only if it is a local Cr diffeomorphism.

The set of all Cr covering spaces are the objects of a category. A morphism
between Cr−covering spaces, say (M̃1, ℘1,M1) and (M̃2, ℘2,M2) is a pair of
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(Cr) maps (f̃ , f) that give a commutative diagram

M̃1

ef−→ M̃2

↓ ↓
M1

f−→ M2

which means that f ◦℘1 = ℘2 ◦ f̃ . Similarly the set of coverings of a fixed space
M are the objects of a category where the morphisms are maps Φ : M̃1 → M̃2

required to make the following diagram commute:

M̃1

ÃÃB
BB

BB
BB

B
Φ // M̃2

~~}}
}}

}}
}}

M

so that ℘1 = ℘2 ◦ Φ. Now let (M̃, ℘, M) be a Cr covering space. The set of all
Cr−diffeomorphisms Φ that are automorphisms in the above category, that is,
diffeomorphisms for which ℘1 = ℘2 ◦ Φ, are called deck transformations or
covering transformations. This set of deck transformations is a group of Cr

diffeomorphisms of M̃ called the deck transformation group which we denote
by Deck(℘) or sometimes by Deck(M̃). A deck transformation permutes the
elements of each fiber ℘−1(p). In fact, it is not to hard to see that if U ⊂ M is
evenly covered then Φ permutes the connected components of ℘−1(U).

Proposition 1.1 If ℘ : M̃ → M is a Cr covering map with M being connected
then the cardinality of ℘−1(p) is either infinite or is independent of p. In the
latter case the cardinality of ℘−1(p) is called the multiplicity of the covering.

Proof. Fix k < ∞. Let Uk be the set of all points such that ℘−1(p) has
cardinality k. It is easy to show that Uk is both open and closed and so, since
M is connected, Uk is either empty or all of M .

Since we are mainly interested in the smooth case the following theorem is
quite useful:

Theorem 1.6 Let M be a Cr manifold with r > 0 and suppose that ℘ : M̃ → M
is a C0 covering map. Then there exists a (unique) Cr structure on M̃ making
℘ a Cr covering map.

Proof. Choose an atlas {(Uα, xα)}α∈A such that each domain Uα is small
enough to be evenly covered by ℘. Thus we have that ℘−1(Uα) is a disjoint
union of open set U i

α with each restriction ℘|Ui
α

a homeomorphism. We now

construct charts on M̃ using the maps xα ◦ ℘|Ui
α

defined on the sets U i
α (which
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cover M̃). The overlap maps are smooth since for example

(
xα ◦ ℘|Ui

α

)
◦

(
xβ ◦ ℘|Uj

β

)−1

= xα ◦ ℘|Ui
α
◦

(
℘|Uj

β

)−1

◦ x−1
β

= xα ◦ x−1
β

We leave it to the reader to show, or trust that M̃ must be paracompact and
Hausdorff if M is.

The following is a special case of definition 1.17.

Definition 1.20 Let α : [0, 1] → M and β : [0, 1] → M be two Cr maps (paths)
both starting at p ∈ M and both ending at q. A Cr fixed end point homotopy
from α to β is a family of Cr maps Hs : [0, 1] → M parameterized by s ∈ [0, 1]
such that

1) H : [0, 1]× [0, 1] → M defined by H(t, s) := Hs(t) is Cr ,
2) H0 = α and H1 = β,
3) Hs(0) = p and Hs(1) = q for all s ∈ [0, 1].

Definition 1.21 If there is a Cr homotopy from α to β then we say that α is
Cr homotopic to β and write α ' β (Cr). If r = 0 we speak of paths being
continuously homotopic.

Remark 1.5 By Theorems 1.5 and 1.4 above we know that in the case of smooth
manifolds we have that α ' β (C0) if and only if α ' β (Cr) for r > 0. Thus
we can just say that α is homotopic to β and write α ' β.

It is easily checked that homotopy is an equivalence relation. Let P (p, q)
denote the set of all continuous (or smooth) paths from p to q defined on [0, 1].
Every α ∈ P (p, q) has a unique inverse (or reverse) path α← defined by

α←(t) := α(1− t).

If p1, p2 and p3 are three points in M then for α ∈ P (p1, p2) and β ∈ P (p2, p3)
we can “multiply” the paths to get a path α ∗ β ∈ P (p1, p3) defined by

α ∗ β(t) :=





α(2t) for 0 ≤ t < 1/2

β(2t− 1) for 1/2 ≤ t < 1
.

An important observation is that if α1 ' α2 and β1 ' β2 then
α1 ∗ β1 ' α2 ∗ β2 where the homotopy between α1 ∗ β1 and α2 ∗ β2 is given

in terms of the homotopies Hα : α1 ' α2 and Hβ : β1 ' β2 by

H(t, s) :=





Hα(2t, s) for 0 ≤ t < 1/2

Hβ(2t− 1, s) for 1/2 ≤ t < 1
and 0 ≤ s < 1
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Similarly, if α1 ' α2 then α←1 ' α←2 . Using this information we can define a
group structure on the set of homotopy equivalence classes of loops, that is, of
paths in P (p, p) for some fixed p ∈ M . First of all, we can always form α ∗β for
any α, β ∈ P (p, p) since we are always starting and stopping at the same point
p. Secondly we have the following

Proposition 1.2 Let π1(M, p) denote the set of fixed end point homotopy classes
of paths from P (p, p). For [α], [β] ∈ π1(M, p) define [α] · [β] := [α ∗ β]. This
is a well defined multiplication and with this multiplication π1(M, p) is a group.
The identity element of the group is the homotopy class 1 of the constant map
1p : t → p, the inverse of a class [α] is [α←].

Proof. We have already shown that [α] · [β] := [α ∗ β] is well defined. One
must also show that

1) For any α, the paths α ◦ α← and α← ◦ α are both homotopic to the
constant map 1p.

2) For any α ∈ P (p, p) we have 1p ∗ α ' α and α ∗ 1p ' α.
3) For any α, β, γ ∈ P (p, p) we have (α ∗ β) ∗ γ ' α ∗ (β ∗ γ).
Proof of (1): 1p is homotopic to α ◦ α← via

H(s, t) =





α(2t) for 0 ≤ 2t ≤ s
α(s) for s ≤ 2t ≤ 2− s

α←(2t− 1) for 2− s ≤ 2t ≤ 2

where 0 ≤ s ≤ 1. Interchanging the roles of α and α← we also get that 1p is
homotopic to α← ◦ α.

Proof of (2): Use the homotopy

H(s, t) =





α( 2
1+s t) for 0 ≤ t ≤ 1/2 + s/2

p for 1/2 + s/2 ≤ t ≤ 1

Proof of (3): Use the homotopy

H(s, t) =





α( 4
1+s t) for 0 ≤ t ≤ 1+s

4

β(4(t− 1+s
4 )) 1+s

4 ≤ t ≤ 2+s
4

γ( 4
2−s (t− 2+s

4 )) for 2+s
4 ≤ t ≤ 1

The group π1(M, p) is called the fundamental group of M at p. If desired
one can take the equivalence classes in π1(M,p) to be represented by smooth
maps. If γ : [0, 1] → M is a path from p to q then we have a group isomorphism
π1(M, q) → π1(M, p) given by

[α] 7→ [γ ∗ α ∗ γ←].

Exercise 1.12 Show that the previous prescription is well defined and that the
map is really a group isomorphism.
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As a result we have

Proposition 1.3 For any two points p, q in the same path component of M ,
the groups π1(M,p) and π1(M, q) are isomorphic (by the map described above).

Corollary 1.1 If M is connected then the fundamental groups based at different
points are all isomorphic.

Because of this last proposition, if M is connected we may simply refer to
the fundamental group of M which we write as π1(M).

Definition 1.22 A path connected topological space is called simply connected
if π1(M) = {1}.

The fundamental group is actually the result of applying a functor (see
Appendix B). Consider the category whose objects are pairs (M, p) where M is
a Cr manifolds and p a distinguished point (base point) and whose morphisms
f : (M, p) → (N, q) are Cr maps f : M → N such that f(p) = q. The pairs
are called pointed Cr spaces and the morphisms are called pointed Cr maps
(or base point preserving maps). To every pointed space (M,p) we assign the
fundamental group π1(M,p) and to every pointed map f : (M, p) → (N, f(p))
we may assign a group homomorphism π1(f) : π1(M, p) → π1(N, f(p)) by

π1(f)([α]) = [f ◦ α].

It is easy to check that this is a covariant functor and so for pointed maps f and g

that can be composed (M, x)
f→ (N, y)

g→ (P, z) we have π1(g◦f) = π1(g)π1(f).

Notation 1.3 To avoid notational clutter we will often denote π1(f) by f#.
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Definition 1.23 Let ℘ : M̃ → M be a Cr covering and let f : P → M be a Cr

map. A map f̃ : P → M̃ is said to be a lift of the map f if ℘ ◦ f̃ = f .

Theorem 1.7 Let ℘ : M̃ → M be a Cr covering, let γ : [a, b] → M a Cr curve
and pick a point y in ℘−1(γ(a)). Then there exists a unique Cr lift γ̃ : [a, b] → M̃
of γ such that γ̃(a) = y. Thus the following diagram commutes.

M̃

℘

²²
[a, b]

γ //

eγ =={{{{{{{{
M

If two paths α and β with α(a) = β(a) are fixed end point homotopic via an
homotopy h, then for a given point y in ℘−1(γ(a)), we have the corresponding
lifts α̃ and β̃ starting at y. In this case the homotopy h lifts to a fixed endpoint
homotopy h̃ between α̃ and β̃. In short, homotopic paths lift to homotopic paths.
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Proof. We just give the basic idea and refer the reader to the extensive
literature for details (see [?, ?]). Figure 1.5.1 shows the way. Decompose the
curve γ into segments that lie in evenly covered open sets. Lift inductively
starting by using the inverse of ℘ in the first evenly covered open set. It is clear
that in order to connect up continuously, each step is forced and so the lifted
curve is unique. The proof of the second half is just slightly more complicated
but the idea is the same and the proof is left to the curious reader. A tiny
technicality in either case is the fact that for r > 0 a Cr−map on a closed set
is defined to mean that there is a Cr−map on a slightly larger open set. For
instance, for the curve γ we must lift an extension γext : (a− ε, b + ε) → M but
considering how the proof went we see that the procedure is basically the same
and gives a Cr− extension γ̃ext of the lift γ̃.

A similar argument shows how to lift the homotopy h.
There are several important corollaries to this result. One is simply that if

α : [0, 1] → M is a path starting at a base point p ∈ M , then since there is
one and only one lift α̃ starting at a given p′ in the fiber ℘−1(p), the endpoint
α̃(1) is completely determined by the path α and by the point p′ from which
we want the lifted path to start. In fact, the endpoint only depends on the
homotopy class of α (and the choice of starting point p′). To see this note that
if α, β : [0, 1] → M are fixed end point homotopic paths in M beginning at p

and if α̃ and β̃ are the corresponding lifts with α̃(0) = β̃(0) = p′ then by the
second part of the theorem, any homotopy ht : α ' β lifts to a unique fixed
endpoint homotopy h̃t : α̃ ' β̃. This then implies that α̃(1) = β̃(1). Applying
these ideas to loops based at p ∈ M we will next see that the fundamental group
π1(M, p) acts on the fiber ℘−1(p) as a group of permutations. (This is a “right
action” as we will see). In case the covering space M̃ is simply connected we will
also obtain an isomorphism of the group π1(M,p) with the deck transformation
group (which acts from the left on M̃). Before we delve into these matters, we
state, without proof, two more more standard results (see [Gr-Harp]):

Theorem 1.8 Let ℘ : M̃ → M be a Cr covering. Fix a point q ∈ Q and
a point p̃ ∈ M̃ . Let φ : Q → M be a Cr map with φ(q) = ℘ (p̃). If Q is
connected then there is at most one lift φ̃ : Q → M̃ of φ such that φ̃(p) = p̃.
If φ#(π1(Q, q)) ⊂ ℘#(π1(M̃, p̃)) then φ has such a lift. In particular, if Q is
simply connected then the lift exists.

Theorem 1.9 Every connected topological manifold M has a C0 simply con-
nected covering space which is unique up to isomorphism of coverings. This is
called the universal cover. Furthermore, if H is any subgroup of π1(M, p),
then there is a connected covering ℘ : M̃ → M and a point p̃ ∈ M̃ such that
℘#(π1(M̃, p̃)) = H.

If follows from this and Theorem 1.6 that if M is a Cr manifold then there
is a unique Cr structure on the universal covering space M̃ so that ℘ : M̃ → M
is a Cr covering.

Since a deck transformation is a lift we have the following
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Corollary 1.2 If ℘ : M̃ → M is a Cr covering map and we choose a base
point p ∈ M then if M̃ is connected there is at most one deck transformation φ
that maps a given p1 ∈ ℘−1(p) to a given p2 ∈ ℘−1(p). If M̃ is simply connected
then such a deck transformation exists and is unique.

Theorem 1.10 If M̃ is the universal cover of M and ℘ : M̃ → M the corre-
sponding universal covering map then for any base point p0 ∈ M , there is an
isomorphism of π1(M,p0) with the deck transformation group Deck(℘).

Proof. Fix a point p̃ ∈ ℘−1(p0). Let a ∈ π1(M, p0) and let α be a loop
representing a. Lift to a path α̃ starting at p̃. As we have seen the point
α̃(1) depends only on the choice of p̃ and a = [α]. Let φa be the unique deck
transformation such that φa(p̃) = α̃(1). The assignment a 7→ φa gives a map
π1(M,p0) → Deck(℘). Now for a = [α] and b = [β] chosen from π1(M, p0),
we have the lifts α̃ and β̃ and we see that φa ◦ β̃ is a path from φa(p̃) to
φa(β̃(1)) = φa(φb (p̃)). Thus the path γ̃ := α̃ ∗

(
φa ◦ β̃

)
is defined. Now

℘ ◦ γ̃ = ℘ ◦
[
α̃ ∗

(
φa ◦ β̃

)]

= (℘ ◦ α̃) ∗
(
℘ ◦

(
φa ◦ β̃

))

= (℘ ◦ α̃) ∗
(
(℘ ◦ φa) ◦ β̃

)

= (℘ ◦ α̃) ∗
(
℘ ◦ β̃

)
= α ∗ β

Since α ∗ β represents the element ab ∈ π1(M,p0) we have φab(p̃) = γ̃(1) =
φa(φb (p̃)). Now since M̃ is connected this forces φab = φa ◦ φb. Thus the map
is a group homomorphism

Next we show that the map a 7→ φa is onto. Given ϕ ∈ Deck(℘) we simply
take a curve γ̃ from p̃ to f(p̃) and then f = φg where g = [℘ ◦ γ̃] ∈ π1(M, p0).

Finally, if φa = id then we conclude that any loop α ∈ [α] = a lifts to a loop
α̃ based at p̃. But M̃ is simply connected and so α̃ is homotopic to a constant
map to p̃ and its projection α is therefore homotopic to a constant map to p.
Thus a = [α] = 0 and so the homomorphism is 1-1.

1.5.2 Discrete Group Actions

Definition 1.24 Let G be a group and M a set. A left group action is a
map l : G ×M → M such that for every g ∈ G the partial map lg(.) := l(g, .)
satisfies:

1) l(g2, l(g1, x)) = l(g2g1, x) for all g1, g2 ∈ G and all x ∈ M .
2) l(e, x) = x for all x ∈ M .

We often write g ·x or just gx in place of the more pedantic notation l(g, x).
Using this notation we have g2(g1x) = (g2g1)x and ex = x. Similarly, we have
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Definition 1.25 Let G be a group and M a set. A right group action is a
map r : M ×G → M such that for every g ∈ G the partial map rg(.) := r(., g)
satisfies:

1) r(r(x, g1), g2) = r(x, g1g2) for all g1, g2 ∈ G and all x ∈ M .
2) r(x, e) = x for all x ∈ M .

In the case of right actions we write r(x, g) as x ·g or xg. For every result for
left actions there is an analogous result for right actions. However, mathematical
conventions are such that while g 7→ lg is a group homomorphism, the map
g 7→ rg is a a group anti-homomorphism which means that rg1 ◦ rg2 = rg2g1 for
all g1, g2 ∈ G (notice the order reversal).

Given a left action, the sets of the form Gx = {gx : g ∈ G} are called orbits
or cosets. In particular Gx is called the orbit of x. Two points x and y are
in the same orbit if there is a group element g such that gx = y. The orbits
are equivalence classes and so they partition M . Let G\M be the set of orbits
(cosets) and let ℘ : M → G\M be the projection taking each x to Gx.

Definition 1.26 Suppose the G acts on a set M by l : G ×M → M . We say
that G acts transitively if for any x, y ∈ M there is a g such that lg(x) = y.
Equivalently, the action is transitive if the action has only one orbit. If lg =
idM implies that g = e we say that the action is an effective action and if
lg(x) = x for some x ∈ M implies that g = e the we say that G acts freely (or
that the action is free).

Similar statements and definitions apply for right actions except that now
the orbits have the form xG and the quotient space (space of orbits) will then
be denoted by M/G.

Warning: The notational distinction between G\M and M/G is not uni-
versal and often M/G is used to denote G\M. In situations where left-right
distinctions are not relevant we find that the forward slash “/” is often used to
denote quotients of either kind.

Example 1.24 Let ℘ : M̃ → M be a covering map. Fix a base point p0 ∈ M
and a base point p̃0 ∈ ℘−1(p0). If a ∈ π1(M, p0) then for each x ∈ ℘−1(p0) we
define ra(x) := xa := α̃(1) where α̃ is the lift of any loop α representing a. The
reader may check that ra is a right action on the set ℘−1(p0).

Example 1.25 Recall that if ℘ : M̃ → M is a universal Cr covering map (so
that M̃ is simply connected) we have an isomorphism π1(M,p0) → Deck(℘)
which we denoted by a 7→ φa. This means that l(a, x) = φa(x) defines a left
action of π1(M, p0) on M̃ .

Let G be a group and endow G with the discrete topology so that, in par-
ticular, every point is an open set. In this case we call G a discrete group. If
M is a topological space then so is G × M with the product topology. What
does it mean for a map α : G × M → M to be continuous? The topology of
G ×M is clearly generated by sets of the form S × U where S is an arbitrary
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subset of G and U is open in M . The map α : G×M → M will be continuous
if for any point (g0, x0) ∈ G×M and any open set U ⊂ M containing α(g0, x0)
we can find an open set S × V containing (g0, x0) such that α(S × V ) ⊂ U.
Since the topology of G is discrete, it is necessary and sufficient that there is
an open V such that α(g0 × V ) ⊂ U . It is easy to see that a necessary and
sufficient condition for α to be continuous on all of G ×M is that the partial
maps αg(.) := α(g, .) are continuous for every g ∈ G.

Definition 1.27 Let G be a discrete group and M a manifold. A left discrete
group action is a group action l : G×M → M such that for every g ∈ G the
partial map lg(.) := l(g, .) is continuous. A right discrete group action is defined
similarly.

It follows that if l : G×M → M is a discrete action then each partial map
lg(.) is a homeomorphism with l−1

g (.) = lg−1(.).

Definition 1.28 A discrete group action is Cr if M is a Cr manifold and each
lg(.) (or rg(.) for a right actions) is a Cr map.

Example 1.26 Let φ : M → M be a diffeomorphism and let Z act on M by
n · x := φn(x) where

φ0 := idM ,

φn := φ ◦ · · · ◦ φ for n > 0

φ−n := (φ−1)n for n > 0.

This gives a discrete action of Z on M .

Definition 1.29 A discrete group action α : G×M → M is said to act prop-
erly if every two points x, y ∈ M have open neighborhoods Ux and Uy respec-
tively such that the set {g ∈ G : gUx ∩ Uy 6= ∅} is finite.

There is a more general notion of proper action which we shall meet later. For
free and proper discrete actions we have the following useful characterization.

Proposition 1.4 A discrete group action α : G×M → M acts properly and
freely if and only if the following two conditions hold:

i) Each x ∈ M has a neighborhood U such that gU ∩ U = ∅ for all g except
the identity e. We shall call such open sets self avoiding.

ii) If x, y ∈ M are not in the same orbit then they have self avoiding neigh-
borhoods Ux and Uy such that gUx ∩ Uy = ∅ for all g ∈ G.

Proof. Suppose that the action α is proper and free. Let x be given. We
then know that there is an open V containing x such that gV ∩ V = ∅ except
for a finite number of g, say, g1, ...., gk which are distinct. One of these, say
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g1, must be e. Since the action is free we know that for each fixed i > 1 we
have gix ∈ M\{x}. By choosing V smaller if necessary we can use continuity
to obtain that giV ⊂ M\{x} for all i = 2, ..., k or, in other words, that x /∈
g2V ∪ · · · ∪ gkV . Let U = V \(g2V ∪ · · · ∪ gkV ). Notice that U is open and we
have arranged that U is also nonempty. We show that U ∩ gU is empty unless
g = e. So suppose g 6= e. Now U ∩ gU ⊂ V ∩ gV so we know that this is empty
for sure in all cases except maybe where g = gi for i = 2, ..., k. If x ∈ U ∩ giU
then x ∈ U and so x /∈ giV by the definition of U . But we must also have
x ∈ giU ⊂ giV – a contradiction. We conclude that (i) holds. Now suppose that
x, y ∈ M are not in the same orbit. Again we know that there exist Ux and Uy

open with gUx ∩ Uy empty except possibly for some finite set of g which we
again denote by g1, ...., gk. Since the action is free g1x, ...., gkx are distinct. We
also know that y is not equal to any of g1x, ...., gkx and so since M is a normal
space there exists disjoint open sets O1, ..., Ok, Oy with gix ∈ Oi and y ∈ Oy.
By continuity, we may shrink Ux so that giUx ⊂ Oi for all i = 1, ..., k and then
we also replace Uy with Oy ∩Uy (renaming this Uy again). As a result we now
see that gUx ∩ Uy = ∅ for g = g1, ...., gk and hence for all g. By shrinking the
sets Ux and Uy further we may make them self avoiding.

Now we suppose that (i) and (ii) always hold for some discrete action α.
First we show that α is free. Suppose that y = gx. Then for every neighborhood
U of x the set gU ∩U is empty which by (i) means that g = e. Thus the action
is free.

Pick x, y ∈ M . If x, y are not in the same orbit then by (ii) we may pick Ux

and Uy so that {g ∈ G : gUx ∩ Uy 6= ∅} is empty and so certainly a finite set.
If x, y are in the same orbit then y = g0x for a unique g0 since we now know
the action is free. Choose a neighborhood U of x so that gU ∩U = ∅ for g 6= e.
Let Ux = U and Uy = g0U then gUx ∩ Uy = gU ∩ g0U . If gU ∩ g0U 6= ∅ then
g−1
0 gU ∩ U 6= ∅ and so g−1

0 g = e and g = g0. Thus the only way that gUx ∩ Uy

is nonempty is if g = g0 and so the set {g ∈ G : gUx ∩ Uy 6= ∅} has cardinality
one. In either case we may choose Ux and Uy so that the set is finite which is
what we wanted to show.

It is easy to see that if U ⊂ M is self avoiding then any open subset V ⊂ U
is also self avoiding. Thus every point x ∈ M has a self avoiding neighborhood
that is a connected chart domain.

Example 1.27 Fix a basis (f1, f2) of R2. Let Z2 act on R2 by (m,n) · (x, y) :=
(x, y) + mf1 + nf2. This action is easily seen to be properly discontinuous.

Proposition 1.5 Let l : G×M → M be a smooth action which is proper and
free (M is an n dimensional smooth manifold). Then the quotient space G\M
has a natural smooth structure such that the quotient map is a smooth covering
map.

Proof. Giving G\M the quotient topology makes ℘ : M → G\M both an
open map and continuous. Using (ii) of proposition 1.4 it is easy to show that
the quotient topology on G\M is Hausdorff.
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By proposition 1.4 we may cover M by charts whose domains are self avoiding
and connected. Let (U, x) be one such chart and consider the restriction ℘|U .
If x, y ∈ U and ℘(x) = ℘(y) then x and y are in the same orbit and so y = gx
for some g. Therefore y ∈ gU ∩ U which means that gU ∩ U is not empty and
so g = e since U is self avoiding. Thus x = y and we conclude that ℘|U is
injective. Since it is also surjective we see that it is a bijection. Since ℘|U is
also open it has a continuous inverse and so it is a homeomorphism. Since U
is connected, ℘(U) is evenly covered by ℘ and now we see that ℘ is a covering
map. For every such chart (U, x) we have a map

x ◦ (℘|U)−1 : ℘(U) → x(U)

which is a chart on G\M . Given any other map constructed in this way, say
y ◦ (℘|V )−1, the domains ℘(U) and ℘(V ) only meet if there is a g ∈ G such
that gU meets V and αg maps an open subset of U diffeomorphically onto a
subset of V . In fact, by exercise 1.13 below (℘|V )−1 ◦ ℘|U is a restriction of
αg. Thus for the overlap map we have

y ◦ (℘|V )−1 ◦
(
x ◦ (℘|U)−1

)−1

= y ◦ (℘|V )−1 ◦ ℘|U ◦ x−1

= y ◦ αg ◦ x−1

which is smooth.

Exercise 1.13 In the context of the proof above, show that ℘|V ◦ (℘|U )−1 is
defined on an open set O = (℘|U )−1 (℘(V )∩℘(V )) and coincides with a restric-
tion of the map x 7→ gx for some fixed g and so is a Cr map. Hint: For x ∈ O
we must have ℘|V ◦ (℘|U )−1 (x) = gx for some g. But what of other points
x′ also in O? If ℘|V ◦ (℘|U )−1 (x′) = g′x′ then is it true that g = g′? Think
about the unique path lifting property and the fate of the path t 7→ gγ(t) where
γ connects x and x′.

Example 1.28 We have seen the torus previously presented as T 2 = S1 × S1.
Another presentation that uses group action is given as follows: Let the group
Z× Z = Z2 act on R2 by

(m,n)× (x, y) 7→ (x + m, y + n).

It is easy to check that proposition 1.5 applies to give a manifold R2/Z2. This is
actually the torus in another guise and we have the diffeomorphism φ : R2/Z2 →
S1 × S1 = T 2 given by [(x, y)] 7→ (eix, eiy). The following diagram commutes:

R2 //

²²

S1 × S1

R2/Z2

99ttttttttt



38 CHAPTER 1. DIFFERENTIABLE MANIFOLDS

Exercise 1.14 Show that if ℘ : M → G\M is the covering arising from a free
and proper discrete action of G on M then G is exactly the deck transformations
Deck(℘).

Covering spaces ℘ : M̃ → M that arise from a proper and free discrete
group action are special in that if M is connected then the covering is a normal
covering which means that the group Deck (℘) acts transitively on each fiber
℘−1(p).

Example 1.29 Recall the abelian group Z2 of two elements has both a mul-
tiplicative presentation and an additive presentation. In this example we take
the multiplicative version. Let Z2 := {1,−1} act on the sphere Sn ⊂ Rn+1 by
(±1) · x := ±x. Thus the action is generated by letting −1 send a point on the
sphere to its antipode. This action is also easily seen to be free and proper.
The quotient space is the real projective space RPn. (See Example 1.10)

RPn = Sn/Z2

1.6 Grassmann Manifolds

Grassmann manifolds generalize the projective spaces. Let Gn,k denote the
set of k-dimensional subspaces of Rn. We will exhibit a natural differentiable
structure on this set. The idea is the following: An alternative way of defining
the points of projective space is as equivalence classes of n−tuples (v1, ..., vn) ∈
Rn−{0} where (v1, ..., vn) ∼ (λv1, ..., λvn) for any nonzero λ. This is clearly just
a way of specifying a line through the origin. Generalizing, we shall represent a
k−plane as an n× k matrix whose column vectors span the k− plane. Thus we
are putting an equivalence relation on the set of n× k matrices where A ∼ Ag
for any nonsingular k× k matrix g. Let Mn×k be the set of n× k matrices with
rank k < n (maximal rank). Two matrices from Mn×k are equivalent exactly
if their columns span the same k-dimensional subspace. Thus the set G(k, n)
of equivalence classes is in one to one correspondence with the set of real k
dimensional subspaces of Rn.

Now let U be the set of all [A] ∈ G(k, n) such that A has its first k rows
linearly independent. This property is independent of the representative A
of the equivalence class [A] and so U is a well defined set. This last fact is
easily proven by a Gaussian column reduction argument. Now every element
[A] ∈ U ⊂ G(k, n) is an equivalence class that has a unique member A0 of the
form (

Ik×k

Z

)
.

Thus we have a map on U defined by Ψ : [A] 7→ Z ∈ M(n−k)×k
∼= Rk(n−k). We

wish to cover G(k, n) with sets Uσ similar to U and define similar maps. Let
σi1...ik

be the shuffle permutation that puts the k columns indexed by i1, ..., ik
into the positions 1, ..., k without changing the relative order of the remaining
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columns. Now consider the set Ui1...ik
of all [A] ∈ G(k, n) such that any

representative A has the property that the k rows indexed by i1, ..., ik are linearly
independent. This characterization of [A] is independent of the representative A.
The the permutation induces an obvious 1-1 onto map σ̃i1...ik

from Ui1...ik
onto

U = U1...k. We now have maps Ψi1...ik
: Ui1...ik

→M(n−k)×k
∼= Rk(n−k) given by

composition Ψi1...ik
:= Ψ◦σ̃i1...ik

. These maps form an atlas {Ψi1...ik
, Ui1...ik

} for
G(k, n) and gives it the structure of a smooth manifold called the Grassmann
manifold of real k-planes in Rn. The topology induced by the charts is the
same as the quotient topology and one can check that this topology is Hausdorff
and paracompact.

1.7 Regular Submanifolds

A subset S of a smooth manifold M of dimension n = l + k is called a regular
submanifold of dimension l if every point p ∈ S is in the domain of a chart

(U, x) that has the following submanifold property:

x(U ∩ S) = x(U) ∩ (Rl × {0})
We will refer to such charts as regular submanifold charts and as being
adapted (to S). The restrictions x|U∩S of regular submanifold charts provide
an atlas for S (called an induced submanifold atlas ) making it a smooth man-
ifold in its own right. Indeed, one checks that the overlap maps for adapted
charts are smooth.

Exercise 1.15 Prove this last statement.

We will see more general types of submanifolds in the sequel. An important
aspect of regular submanifolds is that the induced topology is the same as the
relative topology. The integer k is called the codimension of S (in M) and we
say that S is a regular submanifold of codimension k.

Exercise 1.16 Show that S is a smooth manifold and that a continuous map f :
N → M that has its image contained in a regular submanifold S is differentiable
with respect to the submanifold atlas, if and only if it is differentiable as a map
into M.

When S is a regular submanifold of M then the tangent space TpS at p ∈
S ⊂ M is intuitively a subspace of TpM . In fact, this is true as long as one
is not bent on distinguishing a curve in S through p from the “same” curve
thought of as a map into M . If one wants to be pedantic then we have the
inclusion map ι : S ↪→ M and if c : I → S is a curve into S then ι ◦ c : I → M
is a map into M as such. At the tangent level this means that c′(0) ∈ TpS
while (ι ◦ c)′(0) ∈ TpM . Thus from this more pedantic point of view we have to
explicitly declare Tpι : TpS → Tpι(TpS) ⊂ TpM to be an identifying map. We
will avoid the use of inclusion maps when possible and simply write TpS ⊂ TpM
and trust the intuitive notion that TpS is indeed a subspace of TpM .
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Exercise 1.17 Convince yourself that Symn×n(R) is a regular submanifold of
Mn×n(R). Under the canonical identification of TSMn×n(R) with Mn×n(R) the
tangent space of Symn×n(R) at the symmetric matrix S becomes what subspace
of Mn×n(R)?

In example 1.14 we saw how certain subsets of Rn can be given a smooth
structure where the charts are restrictions of projections onto coordinate planes.
One can show that such subsets of Rn which are locally graphs over coordinate
planes are regular submanifolds in accordance with definition given above. In
the following exercise we ask the reader to show the converse.

Exercise 1.18 Show that if M is an l-dimensional regular submanifold of Rn

then for every p ∈ M there exists at least one l-dimensional coordinate plane P
such that linear projection Rn → P ∼= Rl restricts to a coordinate system for M
defined on some neighborhood of p.

1.8 Manifolds with boundary.

For the general Stokes theorem where the notion of flux has its natural setting
we will need to have the concept of a smooth manifold with boundary . We
have already introduced the notion of a topological manifold with boundary
but now we want to see how to handle the issue of the smooth structures. A
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basic example to keep in mind is the closed hemisphere S2
+ which is the set

of all (x, y, z) ∈ S2 with z ≥ 0. Recall that we defined the n dimensional
(left) Euclidean half-space to be Hn := Rn

x1≤0 := {(x1, ..., xn) ∈ Rn : x1 ≤ 0}.
n-dimensional differentiable manifolds are modeled on Hn.

Remark 1.6 We have chosen the space Rn
x1≤0 rather than Rn

x1≥0 on purpose.
∂

∂x1 is outward pointing for Rn
x1≤0 but not for Rn

x1≥0. This turns out to be
convenient with regard to defining the induced orientation on the boundary of a
manifold with boundary.

(
∂

∂x2 , ..., ∂
∂xn

)
will be positively oriented on 0 × Rn−1

whenever
(

∂
∂x1 , ∂

∂x2 , ..., ∂
∂xn

)
is positively oriented on Rn.

Give Hn the relative topology as a subset of Rn. Since Hn ⊂ Rn we already
have a notion of differentiability on open subsets of Hn via definition 1.3. For
convenience let us introduce for an open set U ⊂ Hn (always relatively open)
the following notations: Let ∂U denote ∂Hn ∩ U and int(U) denote U \ ∂U .

We have the following three facts:

1. First, it is an easy exercise to show that if f : U ⊂ Rn → Rk is Cr

differentiable (with r ≥ 1) and g is another such map with the same
domain, then if f = g on Hn ∩U then Df(x) = Dg(x) for all x ∈ Hn ∩U .

2. If f : U ⊂ Rn → Hn is Cr differentiable (with r ≥ 1) and f(x) ∈ ∂Hn for
all x ∈ U then Df (x) : Rn → Rn must have its image in ∂Hn.

3. Let f : U1 ⊂ Hn → U2 ⊂ Hn be a diffeomorphism (in our new extended
sense). Assume that Hn ∩U1 and Hn ∩U2 are not empty. Then f induces
diffeomorphisms ∂U1 → ∂U2 and int(U1) → int(U2).

These three claims are not exactly obvious but there are very intuitive. On
the other hand, none of them are difficult to prove and we will leave these as
problems.

We can now form a definition of smooth manifold with boundary in a fashion
completely analogous to the definition of a smooth manifold without boundary.
A half space chart xα for a set M is a bijection of some subset Uα of M
onto an open subset of Hn. A Cr half space atlas is a collection (Uα, xα)
of such half space charts such that for any two, say (Uα, xα) and (Uβ , xβ), the
map xα ◦ x−1

β is a Cr diffeomorphism on its natural domain (if non-empty).
Note: “Diffeomorphism” means diffeomorphism in the extended sense of being
a homeomorphism and such that both xα ◦ x−1

β and its inverse are Cr in the
sense of Definition 1.3.

Definition 1.30 A Cr-manifold with boundary (M,A) is a pair consisting
of a set M together with a maximal atlas of half space charts A. The manifold
topology is that generated by the domains of all such charts. The boundary of M
is denoted by ∂M and is the set of points that have their image in the boundary
∂Hn of Hn under some and hence every chart.
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M

x1 ² 0

x1 ² 0

xJ

xK

The three facts listed above show that the notion of a boundary is well
defined concept and is a natural notion in the context of smooth manifolds; it
is a “differentiable invariant”.

Colloquially, one usually just refers to M as a manifold with boundary and
forgoes the explicit reference to the atlas. The interior of a manifold with

boundary is M\∂M . It is a manifold without boundary and is denoted
◦

M .

Exercise 1.19 Show that M ∪ ∂M is closed and that
◦

M = M\∂M is open.

In the present context, a manifold without boundary that is compact (and
hence closed in the usual topological sense if M is Hausdorff) is often referred
to as a closed manifold. If no component of a manifold without boundary

is compact, it is called an open manifold. For example, the “interior”
◦

M
of a connected manifold M with nonempty boundary is never compact and is

an open manifold in the above sense. So
◦

M will be an open manifold if every
component of M contains part of the boundary.

Remark 1.7 The phrase “closed manifold” is a bit problematic since the word
closed is acting as an adjective and so conflicts with the notion of closed in the
ordinary topological sense. For this reason we will try to avoid this terminology
and use instead the phrase “compact manifold without boundary”.

Remark 1.8 (Warning) Some authors let M denote the interior, so that M∪
∂M is the closure and is the smooth manifold with boundary in our sense.

Theorem 1.11 If M is a Cr manifold with boundary then M is a Cr manifold
(without boundary) with an atlas being given by all maps of the form xα| , Uα ∩
∂M . The manifold ∂M is called the boundary of M .
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Idea of Proof. The truth of this theorem becomes obvious once we recall
what it means for a chart overlap map y◦x−1 : U → V to be a diffeomorphism in
a neighborhood a point x ∈ U∩Hn. First of all there must be a set U ′ containing
U that is open in Rn and an extension of y ◦ x−1 to a differentiable map on U ′.
But the same is true for (y ◦ x−1)−1 = x ◦ y−1. The extensions are inverses
of each other on U and V . But we must also have that the derivatives of the
chart overlap maps are isomorphisms at all points up to and including ∂U and
∂V. But then the inverse function theorem says that there are neighborhoods
of points in ∂U in Rn and ∂V in Rn such that these extensions are actually
diffeomorphisms and inverses of each other. Now it follows that the restrictions
y ◦ x−1

∣∣
∂U

: ∂U → ∂V are diffeomorphisms. In fact, this is the main point of
the comment (3) above and we have now seen the idea of its proof also.

Example 1.30 The closed ball B(p,R) in Rn is a smooth manifold with bound-
ary ∂B(p,R) = Sn−1.

Example 1.31 The hemisphere Sn
+ = {x ∈ Rn+1 : xn+1 ≥ 0} is a smooth

manifold with boundary.

Exercise 1.20 Is the Cartesian product of two smooth manifolds with boundary
necessarily a smooth manifold with boundary?

1.9 Local expressions

Many authors seem to be over zealous and overly pedantic when it comes to
the notation used for calculations in a coordinate chart. We will often make
some simplifying conventions that are exactly what every student at the level of
advanced calculus is already using anyway. Consider an arbitrary pair of charts
x and y and the overlap maps y ◦ x−1 : x(U ∩ V ) → y(U ∩ V ). We write

y(p) = y ◦ x−1(x(p))

for p ∈ U ∩ V . For finite dimensional manifolds we see this written as

yi(p) = yi(x1(p), ..., xn(p)) (1.1)

which makes sense but in the literature we also see

yi = yi(x1, ..., xn). (1.2)

In this last expression one might wonder if the xi are functions or numbers. But
this ambiguity is sort of purposeful for if 1.1 is true for all p ∈ U ∩ V then 1.2
is true for all (x1, ..., xn) ∈ x(U ∩ V ) and so we are unlikely to be led into error.

If f : M → N is a map of smooth manifolds then for every pair of charts
(U, x) ∈ AM and (V, y) ∈ AN such that f(U) ∩ V 6= ∅ we have a map f̄ =
y ◦ f ◦x−1 defined on an open subset of Rn where n = dim(M). Now f̄ is called
the local representative of with respect to the chosen charts. If dim(N) = k then
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f̄ = (f̄1, ..., f̄k) and each f̄ i is a function of n variables. If we denote generic
points in Rn as (u1, ...., un) and those in Rk as (v1, ..., vk) then we may write
vi = f̄ i(u1, ...., un) , 1 ≤ i ≤ k. However, in the spirit of the last paragraph, it is
also common and sometimes psychologically helpful to write yi = f̄ i(x1, ...., xn).
The bars over the f ’s are also sometimes dropped. Another common way to
indicate y◦f◦x−1 is with the notation fV U which is very suggestive and tempting
but it has a slight logical defect since there may be many charts with domain U
and many charts with domain V . How would one deal with the situation where
U = V but x 6= y?

1.10 Applications

At this point in our explorations we haven’t covered enough ground to do justice
to any real applications so we just make a few general remarks. The notion
of differentiable manifold which we have introduced serves several purposes in
physics. The set of all configurations of a classical mechanical system or system
of particles is usually a manifold. For a single particle the manifold would
represent the set of all possible positions that the particle could take. A set of
constraints may fix the particle to a submanifold of Euclidean space for example.
If we include the set of all possible momenta then we have the phase space which
is most naturally taken to be an associated manifold called the cotangent bundle
T ∗M which we introduce in the next chapter along with the tangent bundle TM .
Given initial conditions, the evolution of a particle or more general system will
be a smooth path in T ∗M . In relativity theory a manifold will represent the set
of all possible idealized events in spacetime.

Much more machinery must be developed in order to appreciate how physics
is done with manifolds. Later we will study fields and they will be special kinds
of maps between smooth manifolds. Such fields provide a mathematical descrip-
tion of physical concepts such as the (classical) electromagnetic fields, velocity
fields of fluid mechanics, first quantized matter fields and gauge fields from
modern particle physics and more. Engineering concepts are also sometimes
amplified and clarified by the use of the language of manifolds and smooth
maps. For example, there is much activity in what is called geometric control
theory wherein the tools of manifold theory are used with full force.

Symmetry is an important topic for physics and engineering. Many types of
problems cannot be solved in detail unless sufficient symmetry is present and
properly understood. The groups of matrices that describe many symmetries
are usually manifolds themselves.

It should also be mentioned that many of the basic laws of physics are
formulated as ordinary or partial differential equations. As more machinery is
introduced we will also see that highly geometric versions of these ODE’s and
PDE’s will appear naturally in the manifold setting. In fact, the vector fields
and flows that we study will correspond to the ODE’s while the heat, wave,
and Laplace type equations also have natural geometric generalizations. On the
other hand, the pure geometry itself gives rise to its own differential equations
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that describe integrability conditions for geometric fields and encode various
facts about curvature, parallel transport etc.

1.11 Problems

1. Prove Lemma 1.2.

2. Check that each of the manifolds given as examples are indeed paracom-
pact and Hausdorff.

3. Let M and N be smooth manifolds, and f : M → N a C∞ map. Suppose
that M is compact, N is connected. Suppose further that f is injective
and that Txf is an isomorphism for each x ∈ M . Show that f is a
diffeomorphism.

4. Let M1 , M2 and M3 be smooth manifolds.

(a) Show that (M1 ×M2)×M3 is diffeomorphic to M1 ×(M2 ×M3) in a
natural way.

(b) Show that f : M → M1 ×M2 is C∞ if and only if the composite maps
pr1 ◦ f : M → M1 and pr2 ◦ f : M → M2 are both C∞.

5. Show that a Cr a manifold M is connected as a topological space if and
only it is Cr−path connected in the sense that for any two points p1, p2 ∈
M there is a Cr map c : [0, 1] → M such that c(0) = p1 and c(1) = p2.

6. An affine map between two vector spaces is a map of the form x 7→ Lx+ b
for a fixed vector b. An affine space has the structure of a vector space
except that only the difference of vectors rather than the sum is defined.
For example,let L : Rn → Rm be a linear map and let Ac = {x ∈ Rn :
Lx = c}. Now Ac is not a vector subspace of Rn; it is an affine space
with “difference space” kerL. This means that for any p1, p2 ∈ Ac the
difference p2 − p1 is an element of kerL. Furthermore, for any fixed p0 ∈
Ac the map x 7→ p0 + x is a bijection kerL ∼= Ac. Show that the set
of all such bijections forms an atlas for Ac such that for any two charts
from this atlas the overlap map is an affine isomorphism from kerL to
itself. Develop a more abstract definition of topological affine space with
a Banach space as difference space. Show show that this affine structure
is enough to make sense out of the derivative via the difference quotient.

7. A k-frame in Rn is a linearly independent ordered set of vectors (v1, ..., vk).
Show that the set of all k−frames in Rn can be given the structure of a
smooth manifold. This kind of manifold is called a Stiefel manifold.

8. Embed the Stiefel manifold of k-frames in Rn into a Euclidean space RN

for some large N .

9. Show in detail that the subsets of R3 described as compact surfaces of
genus g in example 1.15 are indeed regular submanifolds of R3.
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10. If M × N is a product manifold we have the two projection maps pr1 :
M×N → M and pr2 : M×N → N defined by (x, y) 7−→ x and (x, y) 7−→ y
respectively. Show that if we have smooth maps f1 : P → M and f2 :
P → N then the map (f, g) : P → M×N given by (f, g)(p) = (f(p), g(p))
is the unique smooth map such that pr1 ◦ (f, g) = f and pr2 ◦ (f, g) = g.

11. Let M be a topological manifold. Give necessary conditions such that the
topology induced by an atlas is the same as the original topology.

12. Show that the atlas natural projection charts of a regular submanifold
induce the relative topology inherited from the ambient manifold.

13. The purpose of this problem is to make it clear that even though a set
may carry an atlas, it is not necessarily true that the induced topology as
described in problem ?? is Hausdorff. Let S be the subset of R2 given by
the union (R×0)∪{ (0, 1)}. Let U be R×0 and let V be the set obtained
from U by replacing the point (0, 0) by (0, 1). Define a chart map x on U
by x(x, 0) = x and a chart y on V by

y(x, 0) =
{

x if x 6= 0
0 if x = 0

Show that these two charts provide a C∞ atlas on S but that the induced
topology is not Hausdorff.

14. Because we have not required a manifold to be second countable but only
Hausdorff and paracompact, we have the possibility of having an uncount-
able number of connected components. Consider the set R2 without its
usual topology. For each a ∈ R define a bijection φa : R × {a} → R by
φa(x, a) = x. Show that the family of sets of the form U ×{a} for U open
in R and a ∈ R provide a base for a paracompact topology on R2. Show
that the maps φa are charts and together provide an atlas for R2 with
this unusual topology. Show that the resulting smooth manifold has an
uncountable number of connected components.

15. Show that every connected manifold has a countable atlas consisting of
charts whose domains have compact closure and are simply connected.
Hint: We are assuming that our manifolds are paracompact so each con-
nected component is second countable.

16. Show that each every second countable manifold has a countable funda-
mental group (see [Lee, ?] page 10 if you get stuck).

17. If C × C is identified with R4 in the obvious way then S3 is exactly the
subset of C×C given by {(z1, z2) : |z1|2 + |z2|2 = 1}. Let p, q be coprime
integers and p > 0. Now let ω be a primitive n−th root of unity so that
Zp = {1, ω, ..., ωp−1}. For (z1, z2) ∈ S3 let ω · (z1, z2) := (ωz1, ω

qz2) and
extend this to an action of Zp on S3 so that ωk · (z1, z2) = (ωkz1, ω

qkz2).
Show that this action is free and proper. The quotient space Zp\S3 is
called a lens space and is denoted by L(p; q).
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18. Let S1 be realized as the set of complex numbers of modulus one. Define
a map θ : S1×S1 → S1×S1 by θ(z, w) = (−z, w) and note that θ◦θ = id.
Let G be the group {id, θ}. Show that M :=

(
S1 × S1

)
/G is a smooth

2-manifold. Is M orientable?

19. Show that if S is a regular submanifold of M then we may cover S by
special adapted charts from the atlas of M which are of the form x : U →
V1 × V2 ⊂ Rl × Rk = Rn with

x(U ∩ S) = V1 × {0}

for some open sets V1 ⊂ Rl, V2 ⊂ Rk.

20. Prove the three properties about Hn and ∂Hn listed in the section on
manifolds with boundary.
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Chapter 2

The Tangent Structure

2.1 The Tangent Space

If c : (−ε, ε) → RN is a smooth curve then it is common to visualize the
“velocity vector” ċ(0) as being based at the point p = c(0). It is often desirable
to explicitly form a separate N−dimensional vector space whose elements are
to be thought of as being based at a point p ∈ RN . One way to do this is to
use {p} × RN so that a tangent vector based at p is taken to be a pair (p, v)
where v ∈ RN . The set {p} × RN inherits a vector space structure from RN

in the obvious way and is one version of what is called the tangent space to
RN at p. In this context, we denote {p} × RN by TpRN . If we write c(t) =
(x1(t), ..., xN (t)), then the velocity vector of a curve c at t = 0 and based at
p = c(0) is (p, dx1

dt (0), ..., dxN

dt (0)). Ambiguously, both (p, dx1

dt (0), ..., dxN

dt (0)) and
(dx1

dt (0), ..., dxN

dt (0)) are often denoted by ċ(0). A bit more generally, if V is a
finite dimensional vector space then V is a manifold and the tangent space at
p ∈ V can be taken to be the set {p} ×V.

Definition 2.1 If vp := (p, v) is a tangent vector at p then v is called the
principal part of vp.

The existence of the obvious and natural isomorphism between RN and
TpRN = {p}×RN for any p is the reason that in the context of calculus on RN

this explicit construction of vectors based at a point is often deemed unneces-
sary. All the tangent spaces TpRN are canonically isomorphic to RN and hence
to each other. However, from the point of view of manifold theory, the tangent
space at a point is a fundamental construction. We will define the notion of
a tangent space at a point of a differentiable manifold and it will be seen that
there is in general no way to canonically identify tangent spaces at different
points.

Actually, we shall give several (ultimately equivalent) definitions of tangent
space. Let us start with the special case of a submanifold of RN . A tangent
vector at p can be thought of as the velocity of a curve, as a direction for a

49
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directional derivative and also as geometric object which has components which
depend on what coordinates are being used. Let us explore these aspects in
the case of a submanifold. If M is an n-dimensional regular submanifold of
RN then a smooth curve c : (−ε, ε) → M is also a smooth curve into RN and
ċ(0) is normally thought of as based at the point p = c(0) and is tangent to M
according to any reasonable definition of what it means to be tangent. The set
of all vectors obtained in this way from curves into M with c(0) = p is an n
dimensional subspace of the tangent space of RN at p (described above) and in
this special case this space could play the role of the tangent space of M at p. Let
us tentatively accept this definition of the tangent space at p and denote it by
TpM . Let vp := (p, v) ∈ TpM . There are three things we should notice about vp.
The first thing to notice is that there are many different curves c : (−ε, ε) → M
with c(0) = p which all give the same tangent vector vp and there is an obvious
equivalence relation among these curves: two curves passing through p at time
t = 0 are equivalent if they have the same tangent vector. Already one can
see that perhaps this could be turned around so that we can think of a tangent
vector as equivalence class of curves. Curves would be equivalent if they agree
infinitesimally in some appropriate sense.

The second thing that we wish to bring out is that a tangent vector can be
used to construct a directional derivative operator. Thus from vp = (p, v) we
get a linear map

C∞(M) → R

given by

f 7→ d

dt

∣∣∣∣
0

f ◦ c

where c : I → M is any curve whose velocity at time t = 0 is vp. This is the
idea which we will exploit later when we use the abstract properties of such a
directional derivative to actually define the notion of a tangent vector.

The final aspect we wish to bring out is how vp relates to charts for the
submanifold. If (y, U) is a chart on M with p ∈ M then by inverting we obtain
a map y−1 : V → M which we may then think of as a map into the ambient space
RN . The map y−1 parameterizes a portion of M . For convenience let us suppose
that y−1(0) = p. Then we have the “coordinate curves” yi 7→ y−1(0, ..., yi, ..., 0)
for i = 1, ..., n. The resulting tangent vectors at p have principal parts given by
the partial derivatives so that

Ei := (p,
∂y−1

∂yi
(0)).

It can be shown that (E1, ..., En) is a basis for TpM . For another coordinate
system ȳ with ȳ−1(0) = p we similarly define a basis (Ē1, ..., Ēn). Now if
vp =

∑n
i=1 aiEi =

∑n
i=1 āiĒi then letting a = (a1, ..., an) and ā = (ā1, ..., ān),

the chain rule can be used to show that

ā = D(ȳ ◦ y−1)
∣∣
y(p)

a
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which is classically written as

āi =
∂ȳi

∂yj
aj (summation convention).

Both (a1, ..., an) and (ā1, ..., ān) represent the tangent vector vp but with respect
to different charts. This is a simple example of a transformation law.

The various definitions for the notion of a tangent vector given below in the
general setting, will be based in turn on the following three ideas:

1. Equivalence classes of curves through a point. Curves are equivalent if
they are “tangent” at the point.

2. The use of charts and the idea of the components a tangent vector with
respect to the charts. The transformation law for the components of a
tangent vector with respect to various charts, plays a central role here.

3. The use of the idea of a “derivation”, a kind of abstract directional deriva-
tive.

Of course we will also have to show how to relate these various definitions
to see how they are really equivalent. We start with the idea from (1) above to
get a definition that will be our main and default definition.

2.1.1 Tangent space via curves

Let p be a point in a smooth manifold M of dimension n. Suppose that we have
smooth curves c1 and c2 mapping into M , each with open interval domains
containing 0 ∈ R and with c1(0) = c2(0) = p. We say that c1 is tangent to c2 at
p if for all smooth functions f : M → R we have d

dt

∣∣
t=0

f ◦ c1 = d
dt

∣∣
t=0

f ◦ c2.
This is an equivalence relation on the set of all such curves. Define a tangent
vector at p to be an equivalence class Xp = [c] under this relation. In this case
we will also write ċ(0) = Xp. The tangent space TpM is defined to be the set
of all tangent vectors at p ∈ M .

The definition of tangent space just given is very geometric but it has one
disadvantage. Namely, it is not immediately obvious that TpM is a vector
space in a natural way. The following principle is used to obtain a vector space
structure:

Proposition 2.1 (Consistent transfer of linear structure) Suppose that S
is a set and {Vα}α∈A is a family of n dimensional vector spaces. Suppose that
for each α we have a bijection bα : Vα → S. If for every α, β ∈ A the map
b−1
β ◦ bα : Vα → Vβ is a linear isomorphism then there is a unique vector space

structure on the set S such that each bα is a linear isomorphism.

The proof of this proposition is straightforward.
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Exercise 2.1 Use the above proposition to show that there is a natural vector
space structure on TpM as defined above. Hint: For every chart (xα, U) with
p ∈ U we have a map bα : Rn → TpM given by v 7→ [γv] where γv : t 7→
x−1

α (xα(p) + tv). Show that bα is a bijection and let Vα = Rn for all α.

We will give two more definitions of tangent space and although we will
eventually come to see all these as versions of the same object let us temporarily
called the tangent space defined above the kinematic tangent space and
denote it also by (TpM)kin. To summarize, if Cp is the set of smooth curves
defined on some interval containing 0, then

(TpM)kin = Cp/ ∼
where the equivalence is a described above.

Exercise 2.2 Let c1 and c2 be smooth curves mapping into a smooth manifold
M , each with open domains containing 0 ∈ R and with c1(0) = c2(0) = p. Show
that

d

dt

∣∣∣∣
t=0

f ◦ c1 =
d

dt

∣∣∣∣
t=0

f ◦ c2

for all smooth f if and only if the curves x ◦ c1 and x ◦ c2 have the same tangent
vector in Rn for any chart (U, x).

2.1.2 Tangents space via charts

Let A be the maximal atlas for a smooth manifold M of dimension n. For fixed
p ∈ M, consider the set Γp of all triples (p, v, (U, x)) ∈ {p} × Rn ×A such that
p ∈ U . Define an equivalence relation on Γp be requiring that (p, v, (U, x)) ∼
(p, w, (U, y)) if and only if

D(y ◦ x−1)
∣∣
x(p)

· v = w.

In other words, the derivative at x(p) of the coordinate change y ◦ x−1 “iden-
tifies” v with w. The set Γp/ ∼ of equivalence classes can be given a vector
space structure as follows: For each chart (U, x) containing p we have a map
b(U,x) : Rn → Γp/ ∼ given by v 7→ [p, v, (U, x)] where [p, v, (U, x)] denotes the
equivalence class of (p, v, (U, x)). To see that this map is a bijection we just
notice that if [p, v, (U, x)] = [p, w, (U, x)] then v = D(x ◦ x−1)

∣∣
x(p)

· v = w by
definition. By proposition 2.1 we obtain a vector space structure on Γp/ ∼. This
is another version of the tangent space at p and we shall (temporarily) denote
this by (TpM)phys. The subscript “phys” refers to the fact that this version
of the tangent space is based on a “transformation law” and corresponds to a
way of looking at things that has traditionally been popular among physicists.
If vp = [p, v, (U, x)] ∈ (TpM)phys then we say that v ∈ Rn represents vp with
respect to the chart (U, x).

This viewpoint takes on a more familiar appearance if we use a more classical
notation; Let (U, x) and (V, y) be two charts containing p in their domains. If
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an n−tuple (v1, ..., vn) represents a tangent vector at p from the point of view
of (U, x) and if the n−tuple (w1, ..., wn) represents the same vector from the
point of view of (V, y) then

wi =
∂yi

∂xj

∣∣∣∣
x(p)

vj (sum over j)

where we write the change of coordinates as yi = yi(x1, ..., xn) with 1 ≤ i ≤ n.

Notation 2.1 It is sometimes convenient to index the maximal atlas: A =
{(Uα, xα)}α∈A. Then we would consider triples of the form (p, v, α) and let the
equivalence relation be (p, v, α) ∼ (q, w, β) if and only if p = q and D(xβ ◦ x−1

α )
∣∣
xα(p)

·
v = w.

2.1.3 Tangent space via derivations

We abstract the notion of directional derivative for our next approach to the
tangent space. There are actually at least two common versions of this and
we explain both. Let M be a smooth manifold of dimension n. A tangent
vector Xp at p is a linear map Xp : C∞(M) → R with the property that for
f, g ∈ C∞(M)

Xp(fg) = g(p)Xpf + f(p)Xpg.

This is called the Liebniz law. We may say that a tangent vector at p is a
derivation of the algebra C∞(M) with respect to the evaluation map evp at p
defined by evp(f) := f(p). Alternatively, we say that Xp is a derivation at p.
The set of such derivations at p is easily seen to be a vector space which is called
the tangent space at p and is denoted TpM . We temporarily distinguish this
version of the tangent space from (TpM)kin and (TpM)phys defined previously
by denoting it by (TpM)alg and referring to it as the algebraic tangent space.
We could also consider the vector space of derivations of Cr(M) at a point for
r < ∞ but this would not give a finite dimensional vector space and so is not a
good candidate definition for the tangent space (see problem 14).

Definition 2.2 Let (U, x) be a chart on a smooth n dimensional manifold M
with p ∈ U . We write x= (x1, ..., xn) as usual and denote standard coordinates
on Rn by (u1, ..., un). For f ∈ C∞(M) define

∂f

∂xi
(p) :=

∂
(
f ◦ x−1

)

∂ui
(x(p)).

Also, define the operator ∂
∂xi

∣∣
p

: C∞(M) → R by

∂

∂xi

∣∣∣∣
p

f :=
∂f

∂xi
(p)
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From the usual product rule it follows that ∂
∂xi

∣∣
p

is a derivation with respect
to evp and so is an element of (TpM)alg. We will show that ( ∂

∂x1

∣∣
p
, ..., ∂

∂xn

∣∣
p
)

is a basis for the vector space (TpM)alg.

Lemma 2.1 Let vp ∈ (TpM)alg (so vp is a derivation as explained above). Then
(i) if f, g ∈ C∞(M) are equal on some neighborhood of p then vpf = vpg,

(ii) if h ∈ C∞(M) is constant on some neighborhood of p then vph = 0.

Proof. (i) Since vp is a linear map it is clear that it suffices to show that
if f = 0 on a neighborhood U of p then vpf = 0. Of course vp(0) = 0. Let β
be a cut-off function with support in U and β(p) = 1. Then we have that βf is
identically zero and so

0 = vp(βf) = f(p)vpβ + β(p)vpf

= vpf (since β(p) = 1 and f(p) = 0)

(ii) From what we have just shown, it suffices to assume that h is equal to
a constant c globally on M .

In the special case c = 1 we have

vp1 = vp(1 · 1) = 1 · vp1 + 1 · vp1
2vp1

so that vp1 = 0. Finally we have vpc = vp (1c) = c (vp1) = 0.
Let p ∈ U ⊂ M with U open. We construct a rather obvious map Φ :

(TpU)alg → (TpM)alg by using the restriction map C∞(M) → C∞(U). We for
each wp ∈ TpU we define w̃p : C∞(M) → R by w̃p(f) := wp(f |U). It is simple
to show that w̃p is a derivation of the appropriate type and so w̃p ∈ (TpM)alg.
Thus we get a map Φ : (TpU)alg → (TpM)alg which is manifestly linear. We want
to show that this map is an isomorphism but notice that we have not established
the finite dimensionality of either (TpU)alg or (TpM)alg. First we show that
Φ : wp 7→ w̃p has trivial kernel. So suppose that w̃p = 0, i.e. w̃p(f) = 0
for all f ∈ C∞(M). Now let h ∈ C∞(U). Pick a cut-off function β with
support in U so that βh extends by zero to a smooth function f on all of
M and agreeing with h on a neighborhood of p. Then by the above lemma
wp(h) = wp(βh) = w̃p(f) = 0. Thus, since h was arbitrary, we see that wp = 0
and so Φ has trivial kernel. Next we show that Φ is onto. Let vp ∈ (TpM)alg.
We wish to define wp ∈ (TpU)alg by wp(h) := vp(βh) where β is as above and
βh extended by zero to a function in C∞(M). Another similar choice of cut-off
function, say β1, would make βh and β1h (both extended to all of M) functions
agreeing on a neighborhood of p and so by Lemma 2.1, vp(βh) = vp(β1h). Thus
wp is well defined. Now w̃p(f) := wp(f |U) = vp(β f |U) = vp (f) since βf |U
and f agree on a neighborhood of p. Thus Φ : (TpU)alg → (TpM)alg is an
isomorphism.
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Because of this isomorphism we tend to identify (TpU)alg with (TpM)alg and
in particular, if (U, x) is a chart we think of the derivations ∂

∂xi

∣∣
p

, 1 ≤ i ≤ n

as being simultaneously elements of both (TpU)alg and (TpM)alg. In either case

the formula is the same: ∂
∂xi

∣∣
p
f =

∂(f◦x−1)
∂ui (x(p)).

Notice that agreeing on a neighborhood of a point is an important thing here
and this provides motivation for employing the notion of a germ of a function
which was defined at the end of section 1.3. We will do this but first we establish
the basis theorem.

Theorem 2.1 Let M be a smooth n−dimensional manifold and (U, x) a chart
with p ∈ U . Then the ordered n−tuple of vectors (derivations) ( ∂

∂x1

∣∣
p
, ..., ∂

∂xn

∣∣
p
)

is a basis for (TpM)alg. Furthermore, for each vp ∈ (TpM)alg we have

vp = vp(xi)
∂

∂xi

∣∣∣∣
p

(sum over i)

Proof. From our discussion we may assume without loss that U has been
shrunk in such a way that x(U) is a convex set such as a ball of radius ε in
Rn. By composing with a translation we assume that x(p) = 0. This make no
difference for what we wish to prove since vp applied to a constant is 0. Now
for any smooth function g defined on the convex set x(U) we define

gi(u) :=
∫ 1

0

∂g

∂ui
(tu)dt for all u ∈ x(U).

The fundamental theorem of calculus can be used to show that g = g(0) + giu
i.

Applying ∂
∂ui

∣∣
0

we see that gi(0) = ∂g
∂ui

∣∣∣
0
. Now for a function f ∈ C∞(U)

we let g := f ◦ x−1 and then using the above, we arrive at the expression
f = f(p) + fix

i and applying ∂
∂xi

∣∣
p

we get fi(p) = ∂f
∂xi

∣∣∣
p
. Now apply the

derivation vp to f = f(p) + fix
i we get

vpf = 0 +
∑

vp(fix
i)

= 0 +
∑

vp(xi)fi(p) +
∑

0vpfi

=
∑

vp(xi)
∂f

∂xi

∣∣∣∣
p

which shows that vp =
∑

vp(xi) ∂
∂xi

∣∣
p

so that we have a spanning set. To
see that ( ∂

∂xi

∣∣
p
, ..., ∂

∂xi

∣∣
p
) is a linearly independent set, let us assume that

∑
ai ∂

∂xi

∣∣
p

= 0 (the zero derivation). Applying this to xj we get 0 =
∑

ai ∂xj

∂xi

∣∣∣
p

=
∑

aiδj
i = aj and since j was arbitrary we get the result.

There is another version of this definition of a tangent vector as a derivation
that emphasizes the local character. Using this method allows us to worry a bit
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less about the relation between (TpU)alg and (TpM)alg. Let Fp = C∞p (M,R) be
the algebra of germs of functions defined near p. Recall that if f is a represen-
tative for the equivalence class [f ] ∈ Fp then we can unambiguously define the
value of [f ] at p by [f ](p) = f(p). Thus we have an evaluation map evp : Fp → R.

Remark 2.1 We will sometimes abuse notation and write f instead of [f ] to
denote the germ represented by a function f.

Definition 2.3 A derivation (with respect to the evaluation map evp) of the
algebra Fp is a map D : Fp → R such that D([f ][g]) = f(p)D[g] + g(p)D[f ] for
all [f ], [g] ∈ Fp.

The set of all these derivations on Fp is easily seen to be a real vector space
and is sometimes denoted by Der(Fp).

Let M be a smooth manifold of dimension n. Consider the set of all germs
of C∞ functions Fp at p ∈ M. The set Der(Fp) of derivations of Fp with respect
to the evaluation map evp is again a vector space which could be taken as the
definition of the tangent space at p. This would be a slight variation of what
we have called the algebraic tangent space.

2.2 Interpretations

We will now show how to move from one definition of tangent vector to the
next. For simplicity let us assume that M is a smooth (C∞) n-manifold.

Suppose that we think of a tangent vector Xp as an equivalence class of
curves represented by c : I → M with c(0) = p. We obtain a derivation by
defining

Xpf :=
d

dt

∣∣∣∣
t=0

f ◦ c

This gives a map (TpM)kin → (TpM)alg which can be shown to be an iso-
morphism.

We also have a natural isomorphism (TpM)kin → (TpM)phys. Given [c] ∈
(TpM)kin we obtain an element Xp ∈ (TpM)phys by letting Xp be associated to
the triple (p, v, (U, x)) where vi := d

dt

∣∣
t=0

xi ◦ c for a chart (U, x) with p ∈ U .
If Xp is a derivation at p and (U, x) an admissible chart with domain con-

taining p, then Xp, as a tangent vector a la definition 2.1.2, is represented by
the triple (p, v, (U, x)) where v = (v1, ...vn) is given by

vi = Xpx
i ( Xp is acting as a derivation)

Next we show how to get an isomorphism (TpM)phys → (TpM)alg. Suppose
that [(p, v, (U, x))] ∈ (TpM)phys where v ∈ Rn. We obtain a derivation by
defining

Xpf = D(f ◦ x−1)
∣∣
x(p)

· v



2.3. TANGENT SPACES ON MANIFOLDS WITH BOUNDARY 57

We have the more traditional notation

Xpf = vi ∂

∂xi

∣∣∣∣
p

f.

for v = (v1, ...vn). If is an easy exercise that Xp defined in this way is indepen-
dent of the representative triple (p, v, (U, x)).

We now adopt the explicitly flexible attitude of interpreting a tan-
gent vector in any of the ways we have described above depending on
the situation. Thus we effectively identify the spaces (TpM)kin, (TpM)phys

and (TpM)alg. Henceforth we use the notation TpM for the tangent space of a
manifold M at a point p.

Definition 2.4 The dual space to a tangent space TpM is called the cotangent
space and is denoted by T ∗p M .

The basis for T ∗p M that is dual to the coordinate basis { ∂
∂x1

∣∣
p
, ..., ∂

∂xn

∣∣
p
} de-

scribed above is denoted {dx1
∣∣
p
, ..., dxn|p}. By definition dxi

∣∣
p

(
∂

∂xj

∣∣
p

)
= δi

j .

The reason for the differential notation dxi will be explained below. Sometimes
one abbreviates ∂

∂xj

∣∣
p

and dxi
∣∣
p

to ∂
∂xj and dxi but there is some risk of confu-

sion since later ∂
∂xj and dxi will more properly denote not elements of the vector

spaces TpM and T ∗p M , but rather fields defined over a chart domain. More on
this shortly.

2.3 Tangent spaces on manifolds with boundary

Recall, that a manifold with boundary is modeled on the half space Hn := {x ∈
Rn : x1 ≤ 0}. If M is a manifold with boundary, the tangent space TpM is
defined as before. For instance, even if p ∈ ∂M the fiber TpM may still be
thought of as consisting of equivalence classes where (p, v, α) ∼ (p, w, β) if and
only if D(xβ ◦ x−1

α )
∣∣
xα(p)

· v = w. Notice that for a given chart (Uα, xα), the
vectors v in (p, v, α) still run through all of Rn and so TpM still has tangent
vectors “pointing in all directions” as it were. On the other hand, if p ∈ ∂M
then for any half-space chart xα : Uα → Hn with p in its domain, Tx−1

α (∂Hn)
is a subspace of TpM . This is the subspace of vectors tangent to the boundary
and is identified with Tp∂M the tangent space to ∂M (also a manifold as well
shall see).

Exercise 2.3 Show that this subspace does not depend on the choice of xα.

Definition 2.5 Let M be a manifold with boundary and suppose that p ∈ ∂M .
A tangent vector vp = [(p, v, α)] ∈ TpM is said to be outward pointing if
v1 > 0 and inward pointing if v1 < 0. Here α ∈ A indexes charts as before.

Exercise 2.4 Show that the above definition is independent of the choice of the
half-space chart xα : Uα → H.
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2.4 The Tangent Map

The first definition given below of the tangent map at p ∈ M of a smooth map
f : M → N will be considered our main definition but the others are actually
equivalent. Given f and p as above wish to define a linear map Tpf : TpM →
Tf(p)N

Definition 2.6 (Tangent map I) If we have a smooth function between man-
ifolds

f : M → N

and we consider a point p ∈ M and its image q = f(p) ∈ N then we define the
tangent map at p

Tpf : TpM → TqN

in the following way: Suppose that vp ∈ TpM and we pick a curve c with c(0) = p
so that vp = [c], then by definition

Tpf · vp = [f ◦ c] ∈ TqN

where [f ◦ c] ∈ TqN is the vector represented by the curve f ◦ c.

Since we have several definitions of tangent vector we expect to see several
equivalent definitions of the tangent map. Here is another:

Definition 2.7 (Tangent map II) Let f : M → N be a smooth map and
consider a point p ∈ M with image q = f(p) ∈ N . Choose any chart (U, x)
containing p and a chart (V, y) containing q = f(p) so that for any vp ∈ TpM
we have the representative (p, v, (U, x)). Then the tangent map Tpf : TpM →
Tf(p)N is defined by letting the representative of Tpf · vp in the chart (V, y) be
given by (q, w, (V, y)) where

v = D(y ◦ f ◦ x−1) · w.
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This uniquely determines Tpf · v and the chain rule guarantees that this is well
defined (independent of the choice of charts).

Another alternative definition of tangent map is given in terms of derivations:

Definition 2.8 (Tangent Map III) Let M be a smooth n-manifold. View
tangent vectors as derivations as explained above. Then continuing our set up
above we define Tpf · vp as a derivation by

(Tpf · vp)g = vp(f ◦ g)

for g a smooth function . It is easy to check that this defines a derivation so is
also a tangent vector in TqM . This map is yet another version of the tangent
map Tpf .

In the above definition one could take g to be the germ of a smooth function
defined on a neighborhood of f(p) and then Tpf · vp would act as a derivation
of such germs.

Notation 2.2 Another popular way to denote the tangent map Tpf is fp∗.

Now we introduce the differential of a function.

Definition 2.9 Let M be a smooth manifold let p ∈ M . For f ∈ C∞(M) we
define the differential of f at p as the linear map df(p) : TpM → R defined by

df(p) · vp = vpf

for all vp ∈ TpM .

One may view dfp(vp) as the “infinitesimal” version of the composition f ◦γ
where γ′(0) = vp. The notation dfp or df |p is also used in place of df(p). It is
easy to show that df(p) = pr1 ◦ Tpf where we take Tf(p)R = {f(p)} × R and
pr2 : {f(p)} ×R→ R is projection onto the second factor which in this context
gives that natural identification of Tf(p)R with R. So, in a way, df(p) is just a
version of the tangent map that takes advantage of the identification of Tf(p)R
with R.

Exercise 2.5 Let (Uα, xα) be a chart with xα = (x1, ..., xn) and let p ∈ Uα.
Show that the definition of dx1

∣∣
p

given previously is consistent with the last
general definition.

The differential can be generalized:

Definition 2.10 Let V be a vector space. For a smooth f : M → V with p ∈ M
as above, the differential df(p) : TpM → V is the composition of the tangent
map Tpf and the canonical map TyV → V where y = f(p). Diagrammatically
we have

df(p) : TpM
Tf→ TyV = {y} ×V

pr2→ V.
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The notational distinction between Tpf and dfp is not universal and dfp is
itself often used to denote Tpf .

We now consider the inclusion map ι : U ↪→ M where U is open. For p ∈ U
we get the tangent map Tpι : TpU → TpM . Let us look at this map from
several of the points of view corresponding to the various ways one can define
a tangent space. First, consider tangent spaces from the derivation point of
view. From this point of view the map Tpι is defined for vp ∈ TpU as acting
on C∞(M) as follows Tpι(vp)f = vp (f ◦ ι) = vp (f |U). We have seen this map
before where we called it Φ : (TpU)alg → (TpM)alg and it was observed to be
an isomorphism and we decided to identify (TpU)alg with (TpM)alg. From the
point of view of equivalence classes of curves, the map Tpι sends [γ] to [ι ◦ γ].
But while γ is a curve into U the map ι◦γ is simply the same curve but thought
of as mapping into M . We leave it to the reader to verify the expected fact
that Tpι is a linear isomorphism. Thus it makes sense to identify [γ] with [ι ◦ γ]
and so again to identify TpU with TpM via this isomorphism. Next consider
vp ∈ TpU to be represented by a triple (p, v, (Uα, xα)) where (Uα, xα) is a chart
on the open manifold U . Now since (Uα, xα) is also a chart on M the triple also
represents an element of TpM which is none other than Tpι · vp. The map Tpι
looks more natural and trivial than ever and we once again see the motivation
for identifying TpU and TpM .

2.5 Tangents of Products.

Suppose that f : M1 ×M2 → N is a smooth map. Define the partial maps by

f,y(.) := f(., y) for fixed y ∈ M2

fx(.) := f(x, .) for fixed x ∈ M1

Notice the comma in f,y. The reason for this comma is to avoid confusion in
case M1 = M2 since we then need to distinguish f(., x) from f(x, .).

Definition 2.11 (Partial Tangential) Let f : M1 × M2 → N be as above.
Define the partial tangent maps ∂1f and ∂2f by

(∂1f) (x, y) := Txf.y : TxM1 → Tf(x,y)N

(∂2f) (x, y) := Tyfx : TyM2 → Tf(x,y)N

Next we introduce another natural identification. It is obvious that a curve
c : I → M1 ×M2 is equivalent to a pair of curves

c1 : I → M1

c2 : I → M2

The infinitesimal version of this fact gives rise to a natural identification

T(x,y)(M1 ×M2) ∼= TxM1 × TyM2
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This is perhaps easiest to see if we view tangent vectors as equivalence classes
of curves (tangency classes). If c(t) = (c1(t), c2(t)) and c(0) = (x, y) then the
map [c] 7→ ([c1], [c2]) is a natural isomorphism which we use to simply identify
[c] ∈ T(x,y)(M1 × M2) with ([c1], [c2]) ∈ TxM1 × TyM2. For another view,
consider the insertion maps ιx : y 7→ (x, y) and ιy : x 7→ (x, y).

(M1, x)
ιy

// (M1 ×M2, (x, y))
pr1oo pr2 //

(M2, x)
ιx

oo

TxM1
Txιy

// T(x,y)M1 ×M2

T(x,y)pr1oo
T(x,y)pr2//

TxM2
Tyιx

oo

We have linear monomorphisms Tιy(x) : TxM1 → T(x,y)(M1×M2) and Tιx(y) :
TyM2 → T(x,y)(M1 × M2). Let us temporarily denote the isomorphic images
of TxM1 and TyM2 in T(x,y)(M1 ×M2) under these two maps by the symbols
(TxM)1 and (TyM)2. We then have the internal direct sum decomposition
(TxM)1 ⊕ (TyM)2 = T(x,y)(M1 ×M2) and the isomorphism

Tιy × Tιx : TxM1 × TyM2 → (TxM)1 ⊕ (TyM)2 = T(x,y)(M1 ×M2).

The inverse of this isomorphism is

T(x,y)pr1 × T(x,y)pr2 : T(x,y)(M1 ×M2) → TxM1 × TyM2

which is then taken as an identification and, in fact, this is none other than the
map [c] 7→ ([c1], [c2]). Let us say a bit about the naturalness of the identification
of [c] ∈ T(x,y)(M1×M2) with ([c1], [c2]) ∈ TxM1×TyM2. In the smooth category
there is a product operation. The essential point is that for any two manifolds
M1 and M2 the manifold M1×M2 together with the two projection maps serves
as the product in the technical sense that for any smooth maps f : N −→ M1

and g : N −→ M2 we always have the unique map f × g which makes the
following diagram commute:

N

f×g

²²

f

yytttttttttt
g

%%JJJJJJJJJJ

M1 M1 ×M2
pr1oo pr2 // M2

Now for a point x ∈ N write p = f(x) and q = g(x). On the tangent level we
have

TxN

Tx(f×g)

²²

Txf

yyttttttttttttttttttttt

Txg

%%JJJJJJJJJJJJJJJJJJJJJ

TpM1 T(p,q)(M1 ×M2)
T(p,q)pr1oo

T(p,q)pr2 // TqM2
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which is a diagram in the vector space category. In the category of vector spaces
the product of TpM1 and TpM2 is TpM1 × TpM2 (outer direct sum) together
with the projections onto the two factors. It is then quite reassuring to notice
that under the identification introduced above this diagram corresponds to

TxN

Txf×Txg

²²

Txf

zztttttttttttttttttttt

Txg

$$JJJJJJJJJJJJJJJJJJJJ

TpM1 TpM1 × TqM2
Pr1oo Pr2 // TqM2

Notice that we have f ◦ ιy = f,y and f ◦ ιx = fx.
Looking again at the definition of partial tangential one arrives at

Lemma 2.2 (partials lemma) For a map f : M1 ×M2 → N we have

T(x,y)f · (v, w) = (∂1f)(x,y) · v + (∂2f)(x,y) · w.

where we have used the aforementioned identification T(x,y)(M1×M2) = TxM1×
TyM2

Proving this last lemma is much easier and more instructive than reading
the proof so we leave it to the reader in good conscience.

The following diagram commutes:

T(x,y)(M1 ×M2)
↘

T(x,y)pr1×T(x,y)pr2 ↓ Tf(x,y)N
↗

TxM1 × TyM2

Essentially, both diagonal maps refer to T(x,y)f because of our identification.

2.6 The Tangent and Cotangent Bundles

2.6.1 Tangent Bundle

We define the tangent bundle of a manifold M as the (disjoint) union of
the tangent spaces; TM =

⋃
p∈M TpM. Similarly the cotangent bundle is the

(disjoint) union of the cotangent spaces; T ∗M =
⋃

p∈M T ∗p M . Also, if U is
an open set in a finite dimensional vector space V then the tangent space at
x ∈ V can be viewed at the set {x} ×V and so the tangent bundle of U can be
viewed as the product U ×V. We show in proposition 2.2 below that both TM
and T ∗M are themselves smooth manifolds but first we introduce a couple of
definitions.
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Definition 2.12 Given a smooth map f : M → N as above then the tangent
maps on the individual tangent spaces combine to give a map Tf : TM → TN
on the tangent bundles that is linear on each fiber called the tangent map or
sometimes the tangent lift of f .

Definition 2.13 If f : M → V where V is a finite dimensional vector space
(most usually R or C ), then we have the differential df(p) : TpM → V for each
p. These maps can be combined to give a single map df : TM → V (also called
the differential) which is defined by df(v) = df(p)(v) when v ∈ TpM .

Looking over the definitions one can see immediately that df = pr2 ◦ Tf
where pr2 : TV = V ×V → V is projection onto the second factor.

Remark 2.2 (Warning) The notation “df” is subject to interpretation. Be-
side the map df : TM → V described above it could also refer to the map
df : p 7→ df(p) or to another map on vector fields which we describe later in this
chapter.

Definition 2.14 The map πTM : TM → M defined by πTM (v) = p if v ∈ TpM
is called the tangent bundle projection map. (The set TM together with the
map πTM : TM → M is an example of a vector bundle which is defined in the
sequel.)

For every chart (U, x) on M we obtain a chart
(
Ũ , x̃

)
on TM by letting

Ũ := TU = π−1(U) ⊂ TM

and defining x̃ on Ũ by the prescription

x̃(vp) = (x1(p), ..., x1(p), v1, ..., vn) where vp ∈ TpM

and where v1, ..., vn are the (unique) coefficients in the coordinate expression
v = vi ∂

∂xi

∣∣
p
. Thus x̃−1(u1, ..., un, v1, ..., vn) = vi ∂

∂xi

∣∣
x−1(u)

. Now recall that

if vp = vi ∂
∂xi

∣∣
p

then vi = dxi(vp). From this we see that x̃ = (x1 ◦ π, ..., xn ◦
π, dx1, ..., dxn). By creative abuse of notation one can also write x̃ = (x1, ..., xn, v1, ..., vn)
which has the advantage of being relatively uncluttered.

For any (U, x) we have the tangent lift Tx : TU → TV where V = x (U).
This is defined fiberwise as described above Tx : TpU → Tx(p)V . Recall that
since V ⊂ Rn we can identify Tx(p)V with {x (p)} × Rn. Let us invoke this
identification. Now let vp ∈ TpU and let γ be a curve that represents vp so that
γ′(0) = vp. Then Tpx · vp = (x (p) , d

dt

∣∣
t=0

(x ◦ γ)). Now if vp = ∂
∂xi

∣∣
p

then we
can take γ(t) := x−1(x (p) + tei) where ei is the i−th member of the standard
basis of Rn. Thus Tpx · ∂

∂xi

∣∣
p

= (x (p) , d
dt

∣∣
t=0

(x (p) + tei)) = (x (p) , ei). Now
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suppose that vp = vi ∂
∂xi

∣∣
p
. Then

Tpx · vp

= Tpx ·
(

vi ∂

∂xi

∣∣∣∣
p

)

= (x (p) , viei) = (x1(p), ..., xn(p), v1, ..., vn)

From this we see that Tx is none other than x̃ defined above and since Ũ = TU
we see that an alternative and suggestive notation for

(
Ũ , x̃

)
is (TU, Tx). This

notation reminds one that these charts we have constructed are not just any
charts on TM but are each associated naturally with a chart on M . They are
called standard or natural charts.

Proposition 2.2 For any smooth M , the set TM is a smooth manifold in a
natural way and π : TM → M is a smooth map. Furthermore, for a smooth map
f : M → N the tangent lift Tf is smooth and the following diagram commutes.

TM
Tf→ TN

πTM ↓ ↓ πTN

M
f→ N

Proof. For every chart (U, x) let TU = π−1(U) and let Tx be the map
Tx : TU → x(U) × Rn. The pair (TU, Tx) is a chart on TM . Suppose that
(TU, Tx) and (TV, Ty) are two such charts constructed as above from two charts
(U, x) and (V, y) and that U ∩ V 6= ∅. Then TU ∩ TV 6= ∅ and on the overlap
we have the coordinate transitions Ty ◦ Tx−1:(x, v) 7→ (y, w) where

y = y ◦ x−1(x)

w = D(y ◦ x−1)
∣∣
x(p)

v

and so we see that the overlap maps are smooth. It follows from Lemmas 1.2
and 1.4 that TM is Hausdorff and paracompact.

To test for the smoothness of π we now look at maps of the form x◦π◦(Tx)−1.
We have

x ◦ π ◦ (Tx)−1 (x, v)

= x ◦ π

(
vi ∂

∂xi

∣∣∣∣
x−1(x)

)

= x ◦ x−1(x) = x

which is just a projection and so clearly smooth.
If p ∈ x(U ∩ V ) and x(p) = (x1(p), ..., xn(p)) then as in the proof above

Ty◦Tx−1 sends (x1(p), ..., xn(p), v1, ..., vn) to (y1(p), ..., yn(p), w1, ..., wn) where

wi =
∂(y ◦ x−1)i

∂xk
vk
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If we abbreviate the i-th component of y ◦ x−1(x1(p), ..., xn(p)) to

yi = yi(x1(p), ..., xn(p))

then we could express the tangent bundle overlap map by the relations

yi = yi(x1(p), ..., xn(p))

wi =
∂yi

∂xk
vk

Since this is true for all p ∈ x(U ∩ V ) we can write the very classical looking
expression

yi = yi(x1, ..., xn)

wi =
∂yi

∂xk
vk

where we now can interpret (x1, ..., xn) as an n−tuple of numbers. This is
in the spirit of section 1.9 and equation 2.1.2. It is often the case that local
expression can either be interpreted as living on the manifold in the chart domain
or equally, in Euclidean space on the image of the chart domain. This should
not be upsetting since, after all, one could argue that the charts are there to
identify chart domains in the manifold with open sets in Euclidean space.

Now that TM has a smooth structure we can inquire about smoothness of
maps which have TM as either domain or codomain. This becomes important
in section 2.7 below. Also we have

Exercise 2.6 For a smooth map f : M → N , the map

Tf : TM → TN

is itself a smooth map.

We have seen that if U is an open set in a vector space V then the tangent
bundle is U × V. Suppose that for some smooth manifold M the is a diffeo-
morphism F : TM → M × V for some vector space V which is such that the
diagram

TM → M ×V
↘ ↙

M

commutes and such that the restriction of F to each tangent space is a linear
map TpM → {p}×V. Then for some purposes, we can identify TM with M×V.

Definition 2.15 A diffeomorphism F : TM → M × V with the properties
described above is called a (global) trivialization of TM . If a trivialization
exist then we say that TM is trivial. For an open set U ⊂ M a trivialization of
TU is called a local trivialization of TM over U .
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For most manifolds, there does not exist a global trivialization of the tangent
bundle. On the other hand, every point p in a manifold M is contained in an
open set U so that TM has a local trivialization over U . The existence of these
local trivializations is quickly deduced from the existence of the special charts
which we constructed for a tangent bundle.

2.6.2 The Cotangent Bundle

Recall that for each p ∈ M , TpM has a dual space T ∗p M called the cotangent
space at p.

Definition 2.16 Define the cotangent bundle of a manifold M to be the set

T ∗M :=
⋃

p∈M

T ∗p M

and define the map πT∗M : T ∗M → M to be the obvious projection taking
elements in each space T ∗p M to the corresponding point p.

Remark 2.3 We will denote both the tangent bundle projection and the cotan-
gent bundle projection by simply π whenever no confusion is likely.

We now see that T ∗M is also a smooth manifold. Let A be an atlas of
admissible charts on M . For each chart (U, x) ∈ A we obtain a chart (T ∗U, T ∗x)
for T ∗M which we now describe. First, T ∗U =

⋃
p∈U T ∗p M =

⋃
p∈U T ∗p U .

Secondly, T ∗x is a map which we now define directly and then show that in some
sense it is dual to the map Tx. For convenience consider that map pi : θp 7→ ξi

which just peals off the coefficients in the expansion of any θp ∈ T ∗p M in the
basis {dxi

∣∣
p
}:

pi (θp) = pi

(
ξj dxi

∣∣
p

)
= ξi

Notice that we have

θp(
∂

∂xi

∣∣∣∣
p

) = ξj dxi
∣∣
p
(

∂

∂xi

∣∣∣∣
p

) = ξjδ
j
i = pi(θp).

and so

pi(θp) = θp(
∂

∂xi

∣∣∣∣
p

).

Now with the definition of the pi in hand we can define

T ∗x = (x1 ◦ π, ..., xn ◦ π, p1, ..., pn).

on T ∗U . We call (T ∗U, T ∗x) a natural chart. If x = (x1, ..., xn) then for the nat-
ural chart (T ∗U, T ∗x) we could use the abbreviation T ∗x = (x1, ..., xn, p1, ..., pn).
Another common choice of notation is (q1, ..., qn, p1, ..., pn) where qi = xi ◦ π.
This notation is very popular in applications to mechanics. We will reserve the
option of using ξi instead of pi which is also a popular choice.
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We now claim that if we take advantage of the identifications of TxRn =
Rn = (Rn)∗ = T ∗Rn where (Rn)∗ is the dual space of Rn, then T ∗x acts on
each fiber T ∗p M as the inverse of the dual to the map Tpx, i.e. the contragradient
of Tpx:

Tpx
−1∗ (θp) · (v) = θp

(
Tpx

−1 · v)

Let us unravel this contragradient map. If θp ∈ T ∗p M for some p ∈ U then can
write

θp = ξi dxi
∣∣
p

for some numbers ξi depending on θp which are what we have called pi(θp). We
have

Tpx
−1∗ (θp) · (v) = θp

(
Tpx

−1 · v)

= ξi dxi
∣∣
p
· (Tpx

−1 · v)

= ξi dxi
∣∣
p

(
vk ∂

∂xk

∣∣∣∣
p

)

= ξiv
i

Thus, under the usual identification of Rn with its dual we see that Tpx−1∗ (θp)
is just (ξ1, ..., ξn). But recall that T ∗x (θp) = (x1(p), ..., xn(p), ξ1, ...., ξn). Thus
for θp ∈ T ∗p M we have

T ∗x (θp) = (x(p), Tpx
−1∗ (θp))

Suppose that (T ∗U, T ∗x) and (T ∗V, T ∗y) are the coordinates constructed as
above from two charts (U, x) and (V, y) respectively with U ∩ V 6= ∅. Then on
the overlap T ∗U ∩ T ∗V we have

T ∗y ◦ T ∗x−1 : x(U ∩ V )× Rn∗ → y(U ∩ V )× Rn∗.

This last map will send something of the form (x, ξ) ∈ U × Rn∗ to (x̄, ξ̄) =
(y ◦ x−1 (x) , D(y ◦ x−1)∗ · ξ) where D(y ◦ x−1)∗ is the dual map to the inverse
of D(y ◦ x−1), i.e., the contragradient of D(y ◦ x−1). If we identify Rn∗ with Rn

and write ξ = (ξ1, .., ξn) and ξ̄ = (ξ̄1, .., ξ̄n) then in classical style we have:

yi = yi(x1, ..., xn)

ξ̄i = ξk
∂xk

∂yi
. (sum)

This should be compared to the expression 2.1.2.

Exercise 2.7 The topology of T ∗M is paracompact and Hausdorff .
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2.7 Vector fields

Definition 2.17 A smooth vector field is a smooth map X : M → TM such
that X(p) ∈ TpM for all p ∈ M. In other words, a vector field on M is a smooth
section of the tangent bundle π : TM → M . We often write Xp = X(p).

If (U, x) is a chart on a smooth n-manifold then, writing x = (x1, ..., xn), we
have vector fields defined on U by

∂

∂xi
: p 7→ ∂

∂xi

∣∣∣∣
p

The set of fields { ∂
∂x1 , ..., ∂

∂xn } is called a coordinate frame field (or also
“holonomic frame field”). If X is a vector field defined on some set including
this chart domain U then for some smooth functions Xi defined on U we have

X(p) = Xi(p)
∂

∂xi

∣∣∣∣
p

or in other words

X|U = Xi ∂

∂xi
.

Notation 2.3 In this context, we will not usually bother to distinguish X from
its restrictions to chart domains and so we just write X = Xi ∂

∂xi .

A vector field is a smooth section of the tangent bundle. Let us unravel what
the smoothness condition means. Let (TU, Tx) be one of the natural charts that
we constructed for TM from a corresponding chart (U, x) on M . If X is smooth
then restriction to U is also smooth and takes values in TU . Thus to test the
smoothness of X we look at the composition Tx ◦ X ◦ x−1. For x ∈ x(U) we
have

Tx ◦X ◦ x−1(x)

= Tx ◦
(∑

Xi ∂

∂xi

)
◦ x−1(x)

= Tx

(∑
Xi(x−1(x))

∂

∂xi

∣∣∣∣
x−1(x)

)

=

(
x, Tx−1(x)x

(∑
Xi(x−1(x))

∂

∂xi

∣∣∣∣
x−1(x)

))

=
(
x, X1 ◦ x−1(x), ..., Xn ◦ x−1(x)

)

Our chart was arbitrary and so we see that the smoothness of X is equivalent
to the smoothness of the component functions Xi in every chart.
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Exercise 2.8 Show that if X : M → TM is continuous and π ◦ X = id then
X is smooth if and only if Xf : p 7→ Xpf is a smooth function for every locally
defined smooth function f on M . Show that it is enough to consider globally
defined smooth functions.

Notation 2.4 The set of all smooth vector fields on M is denoted by Γ(M, TM)
or by the common notation X(M). Smooth vector fields may at times be defined
only on some open set so we also have the notation X(U) = XM (U) for these
fields.

Vector fields as derivations
We have seen how individual tangent vectors in TpM can be identified as

derivations with at p. The derivation idea can be globalized

Definition 2.18 Let M be a smooth manifold. A (global) derivation on C∞(M)
is a linear map D : C∞(M) → C∞(M) such that

D(fg) = D(f)g + fD(g).

We denote the set of all such derivations of C∞(M) by Der(C∞(M)).

Notice the subtle difference between a derivation in this sense and a deriva-
tion at a point.

Definition 2.19 To a vector field X on M we associate the map LX : C∞(M) →
X(M) defined by

(LXf)(p) := Xp · f
LX is called the Lie derivative on functions.

Remark 2.4 It is important to notice that (LXf)(p) = Xp · f = df (Xp) for
any p and so LXf = df ◦X.

Lemma 2.3 Let U ⊂ M be an open set. If LXf = 0 for all f ∈ C∞(U) then
X|U = 0.

Proof. Working locally in a chart (U, x), let XU be the local representative
of X (defined in section 2.7). Suppose XU (p) 6= 0 and that ` : Rn → R is a
continuous linear map such that `(XU (p)) 6= 0. Let f := ` ◦ x. Then the local
representative of LXf(p) is d(` ◦ x)(X(p)) = D`|p · XU = `(XU (p)) 6= 0 i.e.
LXf(p) 6= 0. We have used the fact that D`|p ` = ` (since ` is linear).

Theorem 2.2 For X ∈ X(M) we have LX ∈ Der(C∞(M)) and if D ∈ Der(C∞(M))
then D = LX for a uniquely determined X ∈ X(M).

Proof. That LX is in Der(C∞(M)) follows from the Liebniz law, in other
words, from the fact each Xp is a derivation at p. Now if we are given a
derivation D we define a derivation Xp at p (i.e. at tangent vector) by the rule
Xpf := (Df) (p). We need to show that the assignment p 7→ Xp is smooth.
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Recall that any locally defined function can be extended to a global one by
using a cutoff function. Because of this it suffices to show that Xpf is smooth
for any f ∈ C∞(M). But this is clear since Xpf := (Df) (p) and Df ∈ C∞(M).
Suppose now that Df = LX1 = LX2 . Notice that LX1 −LX2 = LX1−X2 and so
LX1−X2 is the zero derivation. By Lemma 2.3 we have X1 −X2 = 0.

Because of this theorem we can identify Der(C∞(M)) with X(M) and we
can write Xf in place of LXf if we choose. The derivation law (also called the
Liebniz law) LX(fg) = gLX f + fLX g becomes simply X(fg) = gXf + fXg.
Another thing worth noting is that if we have a derivation of C∞(M) then that
corresponds to a vector field which is a field of vectors which can be restricted
to any open set U ⊂ M and thus we get a derivation of C∞(U). The up shot
of this is that if X ∈ X(M) then X also acts as a derivation on C∞(U) and if
f ∈ C∞(U) we write Xf instead of the more pedantic X|U f .

While it makes sense to talk of vector fields on M of differentiability r where
0 < r < ∞ and these do act as derivations on Cr(M), it is only in the smooth
case (r = ∞) that we can say that vector fields account for all derivations of
Cr(M).

Theorem 2.3 If D1,D2 ∈ Der(C∞(M)) then [D1,D2] := D1 ◦ D2 −D2 ◦ D1 ∈
Der(C∞(M)).

Proof. We compute

D1 (D2 (fg)) = D1 (D2(f)g + fD2(g))
= (D1D2f) g +D2fD1g

+D1fD2g + fD1D2g

Write out the similar expression for D2 (D1 (fg)) and subtracting we obtain
after fortuitous cancellation

[D1,D2] (fg) = (D1D2f) g + fD1D2g

− ((D2D1f) g + fD2D1g)
= ([D1,D2]f) g + f [D1,D2]g

Corollary 2.1 If X, Y ∈ X(M) then there is a unique vector field [X, Y ] such
that L[X,Y ] = LX ◦ LY − LY ◦ LX .

We ought to see what the local formula for the Lie derivative looks like
in more conventional “index” notation. Suppose we have X = Xi ∂

∂xi and
Y = Y i ∂

∂xi . Then using the summation convention we have

[X, Y ] =
∑

ij

(
∂Y i

∂xj
Xj − ∂Xi

∂xj
Y j

)
∂

∂xi

Exercise 2.9 Verify this last formula.
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Definition 2.20 The vector field [X, Y ] from the previous corollary is called
the Lie bracket of X and Y.

Proposition 2.3 For any X,Y, Z ∈ X(M),

1. The map (X, Y ) 7→ [X,Y ] is bilinear over R.

2. [X, Y ] = −[Y,X]

3. [X, [Y, Z]]+ [Y, [Z, X]] + [Z, [X, Y ]] = 0

4. [fX, gY ] = fg[X,Y ] + f (Xg)Y − g (Y f) X for all f, g ∈ C∞(M).

Proof. These results follows from direct (albeit tedious) calculation and the
easily checked fact that LaX+bY = aLX + bLY for a, b ∈ R and X,Y ∈ X(M).

The map (X, Y ) 7→ [X,Y ] is linear over R but by number 4 it is not linear
over C∞(M).

The R−vector space X(M) together with the R−bilinear map (X, Y ) 7→
[X, Y ] is an example of an extremely important abstract algebraic structure:

Definition 2.21 (Lie Algebra) A vector space a (over a field F) is called a
Lie algebra if it is equipped with a bilinear map a × a → a (a multiplication)
denoted (v, w) 7→ [v, w] such that

[v, w] = −[w, v]

and such that we have the Jacobi identity

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0

for all x, y, z ∈ a.

Notice that the Jacobian identity may be restated as [x, [y, z]] = [[x, y], z] +
[y, [x, z]] which just says that for fixed x the map y 7→ [x, y] is a derivation of
the Lie algebra a. This is a possibly easier way to remember the identity besides
being significant mathematically. The Lie algebra X(M) is infinite dimensional
(unless M is zero dimensional) but we will later be very interested in certain
finite dimensional Lie algebras.

Given a diffeomorphism φ : M → N we define the pull-back φ∗Y ∈ X(M)
for Y ∈ X(N) and the push-forward φ∗X ∈ X(N) of X ∈ X(M) via φ by
defining

φ∗Y = Tφ−1 ◦ Y ◦ φ and

φ∗X = Tφ ◦X ◦ φ−1.

In other words, (φ∗Y )(p) = Tφ−1 · Yφ(p) and (φ∗X)(p) = Tφ ·Xφ−1(p) . Notice
that φ∗Y and φ∗X are both smooth vector fields.



72 CHAPTER 2. THE TANGENT STRUCTURE

Let φ : M → N be a smooth map of manifolds. The following commutative
diagrams summarize some of mapping concepts introduced so far:

Pointwise:
TpM

Tpφ−→ TφpN
↓ ↓

(M, p)
φ−→ (N,φ(p))

Global:
TM

Tφ−→ TN
↓ ↓
M

φ−→ N

If φ is a diffeomorphism then

X(M)
φ∗−→ X(N)

↓ ↓
M

φ−→ N

and also
X(M)

φ∗←− X(N)
↓ ↓
M

φ−→ N

.

Notice the arrow reversal. If M = N , this gives a right and left pair of actions
of the diffeomorphism group Diff(M) on the space of vector fields: X(M) =
Γ(M, TM).

Diff(M)× X(M) → X(M)
(φ∗, X) 7→ φ∗X

and

X(M)×Diff(M) → X(M)
(X,φ) 7→ φ∗X

On functions the pull-back is defined by φ∗g := g ◦φ but if φ is a diffeomor-
phism then we can also define a push-forward φ∗ = (φ−1)∗. With this notation
we have

Proposition 2.4 The Lie derivative on functions is natural with respect to pull-
back and push-forward by diffeomorphisms. In other words, if φ : M → N is a
diffeomorphism and f ∈ C∞(M), g ∈ C∞(N), X ∈ X(M) and Y ∈ X(N) then

Lφ∗Y φ∗g = φ∗LY g

and
Lφ∗Xφ∗f = φ∗LXf
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Proof.

(Lφ∗Y φ∗g)(p) = d(φ∗g) ◦ (φ∗Y )(p)

= (φ∗dg)(Tφ−1Yφp) = dg(TφTφ−1Yφp)
= dg(Yφp) = φ∗ (dg ◦ Y ) (p) = (φ∗LY g)(p)

The second statement follows from the first since φ∗ = (φ−1)∗.
Now even if f : M → N is not a diffeomorphism it may still be that there

is a vector field Y ∈ X(N) such that

Tf ◦X = Y ◦ f.

Or in other words, Tf ·Xp = Yφ(p) for all p in M . In this case we say that Y is
f -related to X and write X ∼f Y .

Lemma 2.4 Suppose that f : M → N a smooth map and X ∈ X(M) and
Y ∈ X(N). Then X and Z are f-related if and only if X(g ◦ f) = (Y g) ◦ f for
all g ∈ C∞(N).

Proof. Let p ∈ M and let g ∈ C∞(N). Then

X(g ◦ f)(p) = Xp(g ◦ f) = (Tpf ·Xp) g

and
(Y g ◦ f) (p) = Yf(p)g

so that X(g ◦ f) = (Y g) ◦ f for all such g if and only if Tpf ·Xp = Yf(p)

Proposition 2.5 If f : M → N is a smooth map and Xi is f -related to Yi for
i = 1, 2 then [X1, X2] is f -related to [Y1, Y2]. In particular, if φ is a diffeomor-
phism then [φ∗X1, φ∗X2] = φ∗[X1, X2] for all X1, X2 ∈ X(M).

Proof. We use the previous lemma: Let g ∈ C∞(N). The X1X2(g ◦ f) =
X1((Y2g) ◦ f) = (Y1Y2g) ◦ f . In the same way X2X1(g ◦ f) = (Y2Y1g) ◦ f and
subtracting we obtain

[X1, X2] (g ◦ f) = X1X2(g ◦ f)−X2X1(g ◦ f)
= (Y1Y2g) ◦ f − (Y2Y1g) ◦ f

= ([X1, X2]g) ◦ f

and so using the lemma one more time we have the result.
In case the map f : M → N is not a diffeomorphism we still have a result

when two vector fields are f -related.

Theorem 2.4 Let f : M → N be a smooth map and suppose that X ∼f Y .
Then we have for any g ∈ C∞(N) LX (f∗g) = f∗LY g.

The proof is similar to the previous theorem and is left to the reader.
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2.7.1 Integral curves and Flows

All flows of vector fields near points where the field doesn’t vanish

look the same.

A family of diffeomorphisms Φt : M → M is called a (global) flow if t 7→ Φt

is a group homomorphism from the additive group R to the diffeomorphism
group of M and such that Φt(x) = Φ(t, x) gives a smooth map R×M → M . A
local flow is defined similarly except that Φ(t, x) may not be defined on all of
R×M but rather on some open neighborhood of {0} ×M ⊂ R×M and so we
explicitly require that

1. Φt ◦ Φs = Φt+s and

2. Φ−1
t = Φ−t

for all t and s such that both sides of these equations are defined.

Using a smooth local flow we can define a vector field XΦ by

XΦ(p) =
d

dt

∣∣∣∣
0

Φ(t, p) ∈ TpM.

If one computes the velocity vector ċ(0) of the curve c : t 7→ Φ(t, x) one gets
XΦ(x). On the other hand, if we are given a smooth vector field X in open
set U ⊂ M then we say that c : (a, b) → M is an integral curve for X if
ċ(t) = X(c(t)) for t ∈ (a, b).

Our study begins with a quick recounting of a basic existence and unique-
ness theorem for differential equations stated here in the setting of real Banach
spaces. If desired, the reader may take the Banach space to be a finite dimen-
sional normed space such as Rn. The proof may be found in Appendix H.

Theorem 2.5 Let E be a Banach space and let F : U ⊂ E → E be a smooth
map. Given any x0 ∈ U there is a smooth curve c : (−ε, ε) → U with c(0) = x0

such that c′(t) = F (c(t)) for all t ∈ (−ε, ε). If c1 : (−ε1, ε1) → U is another
such curve with c1(0) = x0 and c′1(t) = F (c(t)) for all t ∈ (−ε1, ε1) then c = c1

on the intersection (−ε1, ε1)∩ (−ε, ε). Furthermore, there is an open set V with
x0 ∈ V ⊂ U and a smooth map Φ : V × (−a, a) → U such that t 7→ cx(t) :=
Φ(x, t) is a curve satisfying c′(t) = F (c(t)) for all t ∈ (−a, a).

Now let X ∈ X(M) and consider a point p in the domain of a chart (U, x).
The local expression for the integral curve equation ċ(t) = X(c(t)) is of the
form treated in the the last theorem and so we see that there certainly exists an
integral curve for X through p defined on at least some small interval (−ε, ε). We
will now use this theorem to obtain similar but more global results on smooth
manifolds. First of all we can get a more global version of uniqueness:

Lemma 2.5 If c1 : (−ε1, ε1) → M and c2 : (−ε2, ε2) → M are integral curves
of a vector field X with c1(0) = c2(0) then c1 = c2 on the intersection of their
domains.
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Proof. Let K = {t ∈ (−ε1, ε1) ∩ (−ε2, ε2) : c1(t) = c2(t)}. The set K
is closed since M is Hausdorff. If follows from the local theorem 2.5 that K
contains a (small) open interval (−ε, ε). Now let t0 be any point in K and
consider the translated curves ct0

1 (t) = c1(t0 + t) and ct0
2 (t) = c2(t0 + t). These

are also integral curves of X and agree at t = 0 and by 2.5 again we see
that ct0

1 = ct0
2 on some open neighborhood of 0. But this means that c1 and

c2 agree in this neighborhood so in fact this neighborhood is contained in K
implying K is also open since t0 was an arbitrary point in K. Thus, since
I = (−ε1, ε1) ∩ (−ε2, ε2) is connected, it must be that I = K and so c1 and c2

agree on I = (−ε1, ε1) ∩ (−ε2, ε2).
Let X be a Cr vector field on M with r ≥ 1. A flow box for X at a point

p0 ∈ M is a triple (U, a, ϕX) where

1. U is an open set in M containing p.

2. ϕX : U × (−a, a) → M is a Cr map and 0 < a ≤ ∞.

3. For each p ∈ M the curve t 7→ cp(t) = ϕX(p, t) is an integral curve of X
with cp(0) = p.

4. The map ϕX
t : U → M given by ϕX

t (p) = ϕX(p, t) is a diffeomorphism
onto its image for all t ∈ (−a, a).

Now before we prove that flow boxes actually exist, we make the following
observation: If we have a triple that satisfies 1-3 above then both c1 : t 7→
ϕX

t+s(p) and c2 : t 7→ ϕX
t (ϕX

s (p)) are integral curves of X with c1(0) = c2(0) =
ϕX

s (p) so by uniqueness (Lemma 2.5) we conclude that ϕX
t (ϕX

s (p)) = ϕX
t+s(p)

as long as both sides are defined. This also shows that

ϕX
s ◦ ϕX

t = ϕX
t+s = ϕX

t ◦ ϕX
s

whenever defined. This is the local group property, so called because if ϕX
t were

defined for all t ∈ R (and X a global vector field) then t 7→ ϕX
t would be a group

homomorphism from R into Diff(M). Whenever this happens, that is, whenever
ϕX

t is defined for all t, we say that X is a complete vector field. The group
property also implies that ϕX

t ◦ϕX
−t = id and so in general ϕX

t must at least be
a locally defined diffeomorphism with inverse ϕX

−t.

Exercise 2.10 Show that on R2 the vector fields y2 ∂
∂x and x2 ∂

∂y are complete
but y2 ∂

∂x + x2 ∂
∂y is not complete.

Theorem 2.6 (Flow Box) Let X be a Cr vector field on an n-manifold M
with r ≥ 1. Then for every point p0 ∈ M there exists a flow box for X at p0.
If (U1, a1, ϕ

X
1 ) and (U2, a2, ϕ

X
2 ) are two flow boxes for X at p0,then ϕX

1 = ϕX
2

on (−a1, a1) ∩ (−a2, a2)× U1 ∩ U2.

Proof. First of all notice that the U in the triple (U, a, ϕX) does not have to
be contained in a chart or even homeomorphic to an open set in Rn. However,
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to prove that there are flow boxes at any point we can work in the domain of
a chart (U, x) and so we might as well assume that the vector field is defined
on an open set in Rn. Of course, we may have to choose a to be smaller so
that the flow stays within the range of the chart map x. Now a vector field in
this setting can be taken to be a map U → Rn so the theorem 2.5 provides us
with the flow box data (V, a, Φ) where we have taken a > 0 small enough that
Vt = Φ(t, V ) ⊂ U for all t ∈ (−a, a). Now the flow box is transferred back to
the manifold via x

U = x−1(V )

ϕX(t, p) = Φ(t, x(p)).

Now if we have two such flow boxes (U1, a1, ϕ
X
1 ) and (U2, a2, ϕ

X
2 ) then by lemma

2.5 we have for any x ∈ U1 ∩ U2 we must have ϕX
1 (t, x) = ϕX

2 (t, x) for all t ∈
(−a1, a1) ∩ (−a2, a2).

Finally, since both ϕX
t = ϕX(t, .) and ϕX

−t = ϕX(−t, .) are both smooth
and inverse of each other we see that ϕX

t is a diffeomorphism onto its image
Ut = x−1(Vt).

Now if cp(t) is an integral curve of X defined on some interval (a, b) with
cp(0) = p then we may consider the limit

lim
t→b−

cp(t)

If this limit exists as a point p1 ∈ M then we may consider the integral curve
cp1 begining at p1. One may now use Lemma 2.5 to combine t 7→ cp(t) with
t 7→ cp1(t − b) to produce an extended integral curve begining at p. We may
repeat this process until the limit fails to exist and so extend the integral curve as
far as possible. Similarly we may extend in the negative direction and so produce
a maximal integral curve defined on a maximal interval Jp := (T−p,X , T+

p,X) where
T−p,X might be −∞ and T+

p,X might be +∞.

Definition 2.22 Let X be a Cr vector field on M with r ≥ 1. For any given
p ∈ M let Jmax

p := (T−p,X , T+
p,X) ⊂ R be the largest interval (as above) such that

there is an integral curve c : Jmax
p → M of X with c(0) = p. The maximal

flow ϕX is defined on the set (called the maximal flow domain)

DX =
⋃

p∈M

Jmax
p × {p}.

by the prescription that t 7→ ϕX(t, p) is the maximal integral curve of X such
that ϕX(0, p) = p

Theorem 2.7 For X ∈ X(M), the set DX is an open neighborhood of {0}×M
in R×M and the map ϕX : DX → M is smooth. Furthermore,

ϕX(t + s, p) = ϕX(t, ϕX(s, p)) (2.1)



2.7. VECTOR FIELDS 77

whenever both sides are defined. If the left hand side is defined then the right
hand side is defined. If t, s ≥ 0 or t, s ≤ 0 then if the right hand side is defined
so is the left hand side.

Proof. If the left hand side of the equation 2.1 is defined then it is defined
for t + s in some small interval and we may differentiate

d

dt
ϕX(t + s, p) =

d

du

∣∣∣∣
u=s+t

ϕX(u, p)

= X(ϕX(t + s, p))

we also have ϕX(t + s, p)
∣∣
t=0

= ϕX(s, p) so t 7→ ϕX(t + s, p) is an integral
curve starting at q = ϕX(s, p) which means that ϕX(t, ϕX(s, p)) is defined and
ϕX(t + s, p) = ϕX(t, ϕX(s, p)).

Now let us assume that t, s ≥ 0 and that ϕX(s, p) is defined and that
ϕX(t, ϕX(s, p)) is defined. Then ϕX(u, p) is defined for u ∈ (0, s + ε1) for
some small ε1 > 0 and ϕX(u − s, ϕX(s, p)) is defined for u − s ∈ (0, t + ε2) for
some small ε2 > 0. Now define

cp(u) :=
{

ϕX(u, p) for u ≤ s
ϕX(u− s, ϕX(s, p)) for s ≤ u ≤ s + t

For u ≤ s we have

d

du
cp(u) =

d

du
ϕX(u, p) = X(ϕX(u, p)) = X(cp(u))

On the other hand, for s ≤ u ≤ s + t we also have

d

du
cp(u) =

d

du
ϕX(u− s, ϕX(s, p)) = X(cp(u))

and since cp(0) = p we conclude that ϕX(u, p) exist for 0 ≤ u ≤ s + t and that
cp(u) = ϕX(u, p) for all such u. This means that ϕX(u−s, ϕX(s, p)) = ϕX(u, p)
for 0 ≤ u ≤ s + t and so ϕX(s + t, p) exists and

ϕX(t, ϕX(s, p)) = ϕX(s + t, p)

The fact that DX is open follows from Theorem 2.6 since the domains of
flow boxes must be contained in DX .

Now let Ip be the set of all t ∈ R such that ϕX is defined and smooth on some
open neighborhood of It × {p} where It = [0, t] if t ≥ 0 and It = [t, 0] if t < 0.
We will be done if we can show that Ip is equal to Jmax

p . We will show that Ip

is nonempty and both open and closed in Jmax
p . Notice that by uniqueness the

restriction of ϕX to the domain of any local flow box must coincide with that
local flow which is smooth and so Ip is not empty since it therefore contains
some neighborhood of 0. Let t0 ∈ Jmax

p ∩(Ip\Ip). Clearly, t0 6= 0. Let us assume
for concreteness that t0 > 0 (the t0 < 0 case is similar). Again since we have
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coincidence with the local flows, ϕX must be smooth on a neighborhood O of
[−ε, ε]×{ϕX(t0, p)} for some small ε > 0. Also, by our choice of t0, the flow ϕX

must be smooth on a neighborhood of [0, t0 − ε]× {p}. We now show that ϕX

is smooth on some neighborhood of [0, t0] × {p}. Indeed, for (t, x) sufficiently
close to [0, t0]× {p} we may write (t, x) = (t′ + t′′, x) in such a way that (t′′, x)
is near[0, t0 − ε]× {p} and (t′, x) is near [−ε, ε]× {ϕX(t0, p)}. Then we have

ϕX(t′ + t′′, x) = ϕX(t′, ϕX(t′′, x))

which shows that ϕX is smooth at (t, x). But this means that t0 ∈ Ip after all
which is a contradiction. Thus Ip is closed and thus equal to Jmax

p .

Remark 2.5 Up until now we have used the notation ϕX ambiguously to refer
to any (local or global) flow of X and now we have used the same notation for the
unique maximal flow defined on DX . We could have introduced notation such
as ϕX

max but prefer not to clutter up the notation to that extent unless necessary.
We hope that the reader will be able to tell from context what we are referring
to when we write ϕX .

If ϕX is the maximal flow of X then we would like to write ϕX
t for the map

p 7→ ϕX
t (p). The domain of this map is Dt

X = {p : t ∈ (T−p,X , T+
p,X)}. Note well

that, in general, the domain of ϕX
t depends on t.

Exercise 2.11 Let s and t be real numbers. Show that the domain of ϕX
s ◦ ϕX

t

is contained in Ds+t
X and show that for each t, Dt

X is open.

X is a complete vector field if and only if DX = R×M .

Definition 2.23 The support of a vector field X is the closure of the set {p :
X(p) 6= 0} and is denoted supp(X).

Lemma 2.6 Every vector field that has compact support is a complete vector
field. In particular if M is compact then every vector field is complete.

Proof. Let cX
p be the maximal integral curve through p and Jmax

p =
(T−p,X , T+

p,X) its domain. It is clear that for any t ∈ (T−p,X , T+
p,X) the image

point cX
p (t) must always lie in the support of X. But we show that if T+

p,X < ∞
then given any compact set K ⊂ M , for example the support of X, there is an
ε > 0 such that for all t ∈ (T+

p,X − ε, T+
p,X) the image cX

p (t) is outside K. If
not then we may take a sequence ti converging to T+

p,X such that cX
p (ti) ∈ K.

But then going to a subsequence if necessary we have xi := cX
p (ti) → x ∈ K.

Now there must be a flow box (U, a, x) so for large enough k, we have that tk
is within a of T+

p,X and xi = cX
p (ti) is inside U. We then a guaranteed to have

an integral curve cX
xi

(t) of X that continues beyond T+
p,X and thus can be used

to extend cX
p a contradiction of the maximality of T+

p,X . Hence we must have
T+

p,X = ∞. A similar argument give the result that T−p,X = −∞.

Exercise 2.12 Let a > 0 be any positive real number. Show that if for a given
vector field X the flow ϕX is defined on (−a, a)×M then in fact the (maximal)
flow is defined on R×M and so X is a complete vector field.
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2.8 Lie Derivative

Let X be a vector field on M and let ϕX(p, t) = ϕX
p (t) = ϕX

t (p) be the flow so
that

d

dt

∣∣∣∣
0

ϕX
p (t) = T0ϕ

X
p

∂

∂t

∣∣∣∣
0

= Xp

Recall our definition of the Lie derivative of a function (2.19). The following
is an alternative definition.

Definition 2.24 For a smooth function f : M → R and a smooth vector field
X ∈ X(M) define the Lie derivative LX of f with respect to X by

LXf(p) =
d

dt

∣∣∣∣
0

f ◦ ϕX(p, t)

= Xpf

Exercise 2.13 Show that this definition is compatible with definition 2.19.

We now introduce the important concept of the Lie derivative of a vector
field extending the previous definition. The Lie derivative will be extend further
to tensor fields.

Definition 2.25 Given a vector field X we define a map LX : X(M) → X(M)
by

LXY := [X, Y ]

this map is called the Lie derivative.

We will further characterized the Lie derivative but we need a technical
lemma:

Lemma 2.7 Let X ∈ X(M) and f ∈ C∞(U) with U open and p ∈ U . There is
an interval Iδ := [−δ, δ] and an open set V containing p such that ϕX(Iδ×V ) ⊂
U and a function g ∈ C∞(Iδ × V ) such that

f(ϕX(t, q)) = f(q) + tg(t, q)

for all (t, q) ∈ Iδ × V and such that g(0, q) = Xqf for all q ∈ V .

Proof. The existence of the set Iδ × V with ϕX(Iδ × V ) ⊂ U follows from
our study of flows. The function r(τ, q) := f(ϕX(τ, q)) − f(q) is smooth on
Iδ × V and r(0, q) = 0. Let

g(t, q) :=
∫ 1

0

∂r

∂τ
(st, q)ds

so that

tg(t, q) =
∫ 1

0

∂r

∂τ
(st, q)tds =

∫ 1

0

∂

∂t
r(st, q)ds = r(t, q)
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Then f(ϕX(t, q)) = f(q) + tg(t, q). Also

g(0, q) = lim
t→0

1
t
r(t, q) = lim

t→0

f(ϕX(t, q))− f(q)
t

= Xq

Proposition 2.6 Let X and Y be smooth vector fields on M. Let ϕ = ϕX be
the flow. The function t 7→ Tϕ−t · Yϕt(p) is differentiable at t = 0 and

d

dt

∣∣∣∣
t=0

Tϕ−t · Yϕt(p) = [X, Y ]p = (LXY ) (p) (2.2)

Proof. Let f ∈ C∞(U) with p ∈ U as in the previous lemma.

Tϕ−t · Yϕt(p) − Yp

t
f =

Ypf −
(
Tϕ · Yϕ−t(p)

)
f

t
=

Ypf − Yϕ−t(p) (f ◦ ϕ)
t

=
Ypf − Yϕ−t(p) (f + tgt)

t

where g is as in the lemma and gt(q) = g(t, q). Continuing, we have

Ypf − Yϕ−t(p) (f + tgt)
t

=
(Y f)(ϕt(p))− (Y f)(p)

t
− Yϕt(p)gt

Taking the limit as t → 0 and recalling that g0 = Xf on V we obtain the result
that

d

dt

∣∣∣∣
t=0

(
Tϕ−t · Yϕt(p)

)
f = [X, Y ]pf

for all f ∈ C∞(U). Now if we let U be the domain of a chart (U, x) then letting
f be each of the coordinate functions we see that each component TpM -valued
function t → Tϕ−t · Yϕt(p) is differentiable at t = 0 and so the function is also.
Then we can conclude that d

dt

∣∣
t=0

(
Tϕ−t · Yϕt(p)

)
= [X, Y ]p.

Discussion: Notice that if X is a complete vector field then for each t ∈ R
the map ϕX

t is a diffeomorphism M → M and we may define (ϕX
t
∗Y )(p) :=

(TϕX
t )−1

Y (ϕX
t (p)) or

ϕX
t
∗Y = (TϕX

t )−1 ◦ Y ◦ ϕt. (2.3)

One may write

LXY =
d

dt

∣∣∣∣
0

(ϕX
t
∗Y )

On the other hand, if X is not complete then there exist no t such that ϕX
t is

a diffeomorphism of M since for any specific t there might be points of M for
which ϕX

t is not even defined! For an X which is not necessarily complete it is
best to consider the map ϕX : (t, x) 7−→ ϕX(t, x) which is defined on some open
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X

X

X

X

Y

Y
Y

p

p

p

q

q

q

q

t

t

T
-

(  )=

j

j

neighborhood of {0} ×M in R×M which just doesn’t need to contain any set
of form (0, ε]×M unless ε = 0. In fact, suppose that the domain of ϕX contains
such an set with ε > 0. It follow that for all 0 ≤ t ≤ ε the map ϕX

t is defined on
all of M and ϕX

t (p) exists for 0 ≤ t ≤ ε independent of p. But now a standard
argument shows that t 7→ ϕX

t (p) is defined for all t which means that X is a
complete vector field. If X is not complete we really have no business writing
ϕX

t without some qualification. Despite this it has become common to write this
expression anyway especially when we are taking a derivative with respect to t.
Whether or not this is just a mistake or liberal use of notation is not clear. Here
is what we can say. Given any relatively compact open set U ⊂ M , the map ϕX

t

will be defined at least for all t ∈ (−ε, ε) for some ε depending only on X and
the choice of U. Because of this, the expression ϕX

t
∗Y = (Tpϕ

X
t )−1 ◦ Y ◦ ϕt is a

well defined map on U for all t ∈ (−ε, ε). Now if our manifold has a cover by
relatively compact open sets M =

⋃
Ui then we can make sense of ϕX

t
∗Y on as

large a relatively compact set we like as long as t is small enough. Furthermore,
if ϕX

t
∗Y

∣∣
Ui

and ϕX
t
∗Y

∣∣
Uj

are both defined for the same t then they both restrict

to ϕX
t
∗Y

∣∣
Ui∩Uj

. So ϕX
t
∗Y makes sense point by point for small enough t. At

any rate t 7→ (ϕX
t
∗Y )(p) has a well defined germ at t = 0. With this in mind

we might still write LXY = d
dt

∣∣
0
(ϕX

t
∗Y ) even for vector fields that are not

complete as long as we take a loose interpretation of ϕX
t
∗Y .

Theorem 2.8 Let X,Y be vector fields on a smooth manifold M . Then

d

dt
ϕX

t
∗Y = ϕX

t
∗(LXY )
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Proof.

d

dt

∣∣∣∣
t

ϕX∗
t Y =

d

ds

∣∣∣∣
0

ϕX∗
t+sY

=
d

ds

∣∣∣∣
0

ϕX∗
t (ϕX

s
∗Y )

= ϕX
t
∗ d

ds

∣∣∣∣
0

(ϕX
s
∗Y )

= ϕX
t
∗LXY

Now we can see that the infinitesimal version of the action

X(M)×Diff(M) → X(M)
(X,ϕ) 7→ ϕ∗X

is just the Lie derivative. As for the infinitesimal version of the left action of
Diff(M) on X(M) we have for X, Y ∈ X(M)

d

dt

∣∣∣∣
0

(ϕX
t∗Y )(p) =

d

dt

∣∣∣∣
0

TϕX
t (Y (ϕ−1

t (p)))

= − d

dt

∣∣∣∣
0

(TϕX
−t)

−1
Y (ϕ−t(p))

= − (LXY ) = −[X,Y ]

Proposition 2.7 Let X ∈ X(M) and Y ∈ X(N) be φ-related vector fields for a
smooth map φ : M → N . Then

φ ◦ ϕX
t = ϕY

t ◦ φ

whenever both sides are defined. Suppose that φ : M → M is a diffeomorphism
and X ∈ X(M). Then the flow of φ∗X = (φ−1)∗X is φ ◦ϕX

t ◦ φ−1 and the flow
of φ∗X is φ−1 ◦ ϕX

t ◦ φ.

Proof. Differentiating we have d
dt (φ ◦ ϕX

t ) = Tφ ◦ d
dtϕ

X
t = Tφ ◦X ◦ ϕX

t =
Y ◦ φ ◦ ϕX

t . But φ ◦ ϕX
0 (x) = φ(x) and so t 7→ φ ◦ ϕX

t (x) is an integral curve of
Y starting at φ(x). By uniqueness we have φ ◦ ϕX

t (x) = ϕY
t (φ(x)).

Theorem 2.9 For X, Y ∈ X(M) each of the following are equivalent:

1. LXY = [X, Y ] = 0

2. (ϕX
t )∗Y = Y

3. The flows of X and Y commute:

ϕX
t ◦ ϕY

s = ϕY
s ◦ ϕX

t whenever defined.
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Proof. The equivalence of 1 and 2 is follows easily from Proposition 2.6
and Theorem 2.8. The equivalence of 2 and 3 can be seen by noticing that
ϕX

t ◦ϕY
s = ϕY

s ◦ϕX
t is true and defined exactly when ϕY

s = ϕX
t ◦ϕY

s ◦ϕX
t which

happens exactly when

ϕY
s = ϕ

(ϕX
t )∗Y

s

and in turn exactly when Y = (ϕX
t )∗Y .

The Lie derivative and the Lie bracket are essentially the same object and
are defined for local sections X ∈ XM (U) as well as global sections. This is
obvious anyway since open subsets are themselves manifolds. As is so often the
case for operators in differential geometry, the Lie derivative is natural with
respect to restriction so we have the commutative diagram

X(U)
LX|U−→ X(U)

rU
V ↓ ↓ rU

V

X(V )
LX|U−→ X(V )

where X|U denotes the restriction of X ∈ X(M) to the open set U and rU
V is

the map that restricts from U to V ⊂ U .

2.9 Time Dependent Fields

Definition 2.26 A C∞ time dependent vector field on M is a C∞ map
X : (a, b)×M → TM such that for each fixed t ∈ (a, b) ⊂ R the map Xt : M →
TM given by Xt(x) := X(t, x) is a C∞ vector field.

Definition 2.27 Let X be a time dependent vector field. A curve c : (a, b) → M
is called an integral curve of X if and only if

ċ(t) = X(t, c(t)) for all t ∈ (a, b).

One can study time dependent vector fields by studying their so called sus-
pensions. Let pr1 : (a, b) × M → (a, b) and pr2 : (a, b) × M → M be the
projection maps. Let X̃ ∈ X((a, b)×M) be defined by X̃(t, p) = ( ∂

∂t , X(t, p)) ∈
Tt(a, b)× TpM = T(t,p)((a, b)×M). The vector field X̃ is called the suspension
of X. It can be checked quite easily that if c̃ is an integral curve of X̃ then
c := pr2 ◦ c̃ is an integral curve of the time dependent field X. This allows us
to use what we know about integral curves to the time dependent case.

Definition 2.28 The evolution operator ΦX
t,s for X is defined by the require-

ment that
d

dt
ΦX

t,s(x) = X(t,ΦX
t,s(x)) and ΦX

s,s(x) = x.

In other words, t 7→ ΦX
t,s(x) is the integral curve that goes through x at time s.
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We have chosen to use the term “evolution operator” as opposed to “flow”
in order to emphasize that the local group property does not hold in general.
Instead we have the following

Theorem 2.10 Let X be a time dependent vector field. Suppose that Xt ∈
X(M) for each t and that X : (a, b) ×M → TM is continuous. Then ΦX

t,s is
C∞ and we have ΦX

s,a ◦ ΦX
a,t = ΦX

s,t whenever defined.

Exercise 2.14 If ΦX
t,s is the evolution operator of X then the flow of the supsen-

sion X̃ is given by

Φ(t, (s, p)) := (t + s, ΦX
t+s,s(p))

Let φt(p) := Φ0,t(p). Is it true that φs ◦ φt(p) = φs+t(p)? The answer is
that in general this equality does not hold. The evolution of a time dependent
vector field does not give rise to is local 1-parameter group diffeomorphism. On
the other hand, we do have

Φs,r ◦ Φr,t = Φs,t

which is called the Chapman-Kolmogorov law. If in a special case Φr,t depends
only on s− t then setting φt := Φ0,t we recover a flow corresponding to a time-
independent vector field. We need a lemma. In the following, note the reversal
of the order of s and t across the equal sign:

Theorem 2.11 Let X and Y be smooth time dependent vector fields and let
f : R×M → R be smooth. We have the following formulas:

d

dt
(ΦX

t,s)
∗f = (ΦX

t,s)
∗(Xtf +

∂f

∂t
)

and

d

dt
(ΦX

t,s)
∗Yt = (ΦX

t,s)
∗([Xt, Yt] +

∂Y

∂t
).

Proof. Let ft denote the function f(t, .). Consider the map (u, v) 7→ ΦX
u,sfv.
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If we let u(t) = t, v(t) = t and compose, then by the chain rule

d

dt

((
ΦX

u,s

)∗
fv

)
(p) =

∂

∂u

∣∣∣∣
(u,v)=(t,t)

((
ΦX

u,s

)∗
fv

)
(p) +

∂

∂v

∣∣∣∣
(u,v)=(t,t)

((
ΦX

u,s

)∗
fv

)
(p)

=
d

du

∣∣∣∣
u=t

((
ΦX

u,s

)∗
ft

)
(p) +

d

dv

∣∣∣∣
v=t

((
ΦX

t,s

)∗
fv

)
(p)

=
d

du

∣∣∣∣
u=t

(
ft ◦ ΦX

u,s

)
(p) +

((
ΦX

t,s

)∗ ∂f

∂t

)
(p)

= dft|ΦX
u,s(p) ·

d

du

∣∣∣∣
u=t

ΦX
u,s(p) +

((
ΦX

t,s

)∗ ∂f

∂t

)
(p)

= dft|ΦX
u,s(p) ·Xt(ΦX

t,s(p)) +
((

ΦX
t,s

)∗ ∂f

∂t

)
(p)

= (Xtf) (ΦX
t,s(p)) +

((
ΦX

t,s

)∗ ∂f

∂t

)
(p)

=
(
ΦX

t,s

)∗
(Xtf) (p) +

((
ΦX

t,s

)∗ ∂f

∂t

)
(p) = (ΦX

t,s)
∗(Xtf +

∂f

∂t
)

Note that a similar but simpler proof shows that if f ∈ C∞(M) then

d

dt
(ΦX

t,s)
∗f = (ΦX

t,s)
∗(Xtf) (*)

Claim: d
dt (Φ

X
s,t)

∗f = −Xt{
(
ΦX

s,t

)∗
f}. Proof of claim: Let g :=

(
ΦX

s,t

)∗
f .

Fix p and consider the map (u, v) 7→
(
(ΦX

s,u)∗
(
ΦX

v,s

)∗
g
)

(p). If we let u(t) =

t, v(t) = t then the composed map t 7→
(
(ΦX

s,t)
∗ (

ΦX
t,s

)∗
g
)

(p) = p is constant.
Thus by the chain rule

0 =
d

dt

(
(ΦX

s,t)
∗ (

ΦX
t,s

)∗
g
)

(p)

=
∂

∂u

∣∣∣∣
(u,v)=(t,t)

[(
(ΦX

s,u)∗
(
ΦX

v,s

)∗
g
)

(p)
]

+
∂

∂v

∣∣∣∣
(u,v)=(t,t)

[(
(ΦX

s,u)∗
(
ΦX

v,s

)∗
g
)

(p)
]

=
d

du

∣∣∣∣
u=t

[(
(ΦX

s,u)∗
(
ΦX

t,s

)∗
g
)

(p)
]

+
d

dv

∣∣∣∣
v=t

[(
(ΦX

s,t)
∗ (

ΦX
v,s

)∗
g
)

(p)
]

=
d

du

∣∣∣∣
u=t

[(
(ΦX

s,u)∗f
)
(p)

]
+ (ΦX

s,t)
∗(ΦX

t,s)
∗Xtg (using (*))

=
d

dt

[(
(ΦX

s,t)
∗f

)
(p)

]
+ Xtg

=
d

dt

[(
(ΦX

s,t)
∗f

)
(p)

]
+ Xt[

(
ΦX

s,t

)∗
f ]

This proves the claim. Next, note that by Proposition 2.4we have that since
ΦX

s,t =
(
ΦX

t,s

)−1

((
ΦX

t,s

)∗
Y

)
f =

(
ΦX

t,s

)∗ (
Y

(
ΦX

s,t

)∗
f
)

(**)
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for Y ∈ X(M) and smooth f . This last equation still holds for Yt = Y (t, .) for
a time dependent Y .

Next consider a time dependent vector field Y . We wish to compute d
dt

((
ΦX

t,s

)∗
Yt

)

using the chain rule as before we have

d

dt

((
ΦX

t,s

)∗
Yt

)
f =

d

du

∣∣∣∣
u=t

((
ΦX

u,s

)∗
Yt

)
f +

d

dv

∣∣∣∣
v=t

((
ΦX

t,s

)∗
Yv

)
f

=
d

du

∣∣∣∣
u=t

(
ΦX

u,s

)∗ (
Yt

(
ΦX

s,u

)∗
f
)

+
d

dv

∣∣∣∣
v=t

((
ΦX

t,s

)∗
Yv

)
(using (**))

=
d

dt

(
ΦX

t,s

)∗ (
Yt

(
ΦX

s,t

)∗
f
)

+
((

ΦX
t,s

)∗ ∂Y

∂t

)
f

d

dt

(
ΦX

t,s

)∗ (
Yt

(
ΦX

s,t

)∗
f
)

+
((

ΦX
t,s

)∗ ∂Y

∂t

)
f

=
d

du

∣∣∣∣
u=t

(
ΦX

u,s

)∗ (
Yt

(
ΦX

s,t

)∗
f
)

+
d

dv

∣∣∣∣
v=t

(
ΦX

t,s

)∗ (
Y

(
ΦX

s,v

)∗
f
)

+
((

ΦX
t,s

)∗ ∂Y

∂t

)
f

=
(
ΦX

t,s

)∗
Xt

(
Yt

(
ΦX

s,t

)∗
f
)
− (

ΦX
t,s

)∗
Yt

(
Xt

(
ΦX

s,t

)∗
f
)

+
((

ΦX
t,s

)∗ ∂Y

∂t

)
f

=
(
ΦX

t,s

)∗ (
[Xt, Yt]

(
ΦX

s,t

)∗
f
)

+
(
ΦX

s,t

)∗ ∂Y

∂t
f

=
((

ΦX
t,s

)∗ [
[Xt, Yt] +

∂Y

∂t

])
f (using (**) again on [Xt, Yt])

2.10 Covector Fields

Recall the notation πT∗M : T ∗M → M for the projection map for the tangent
bundle. Recall that a map α : M → T ∗M such that πT∗M ◦α = id is a called a
section of the cotangent bundle.

Definition 2.29 A smooth (resp. Cr) section of the cotangent bundle is called
a smooth (resp. Cr) covector field or also a smooth (resp. Cr) 1-form . The
set of all Cr 1-forms is denoted by Xr∗(M) and the smooth 1-forms are denoted
by X∗(M).

Later we will have reason to denote X∗(M) also by Ω1(M).

Definition 2.30 Let f : M → R be a Cr function with r ≥ 1. The map df :
M → T ∗M defined by p 7→ df(p) where df(p) is the differential at p as defined
in definitions 2.9 and 2.10. df is a 1-form called the differential of f.

Three views on a 1-form: The novice may easily become confused about
what should be the argument of a 1-form or covector field. The reason for this
is that one can view a 1-form in at least three different ways. If α is a smooth
one form then
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1. We may view α as map α : M → T ∗M (as in the definition) so that α(.)
takes points as arguments; α(p) ∈ T ∗p M . We also sometimes need to write
α(p) = αp just as for a vector field X we sometimes write X(p) as Xp.

2. We may view α as a smooth map α : TM → R so that for v ∈ TpM we
make sense of α(v) by α(v) = αp(v).

3. We may view α as a map α : X(M) → C∞(M) where for X ∈ X(M) we
interpret α(X) as the smooth function p 7→ αp(Xp).

The second and third interpretation are dependent on the first.
Notice that given a chart (U, x) with x = (x1, ..., xn) then dxi : p 7→ dxi

∣∣
p

defines covector fields on U such that dx1
∣∣
p
, ..., dxn|p forms a basis of T ∗p M for

each p ∈ U . If α is any smooth 1−form (covector field) defined at least on U
then

α = aidxi

for uniquely determined functions ai. In fact α( ∂
∂xi ) = ai. In particular

df( ∂
∂xi ) = ∂f

∂xi and so we have the following familiar looking formula

df =
∂f

∂xi
dxi

which is interpreted to mean that at each p ∈ Uα we have

df(p) =
∂f

∂xi

∣∣∣∣
p

dxi
∣∣
p
.

The covector fields dxi form what is called a coordinate coframe field or
holonomic coframe field 1 over U . Note that the component functions Xi of
a vector field with resect to the chart above are given by Xi = dxi(X) where
by definition dxi(X) is the function p 7→ dxi

∣∣
p
(Xp). Thus

X|U = dxi(X)
∂

∂xi
.

Note. If α is a 1-form on M and p ∈ M then one can always find many
functions f such that df(p) = α(p) but there may not be a single function f so
that this is true for all points in a neighborhood let alone all points on M . If
in fact df = α for some f ∈ C∞(M) then we say that α is exact. More on this
later.

Let try to picture one covectors and 1-forms. As a warm up lets review how
we might picture a tangent vector vp at a point p ∈ Rn. If γ is a curve with
γ′(0) = vp. If we zoom in on the curve near p then it appear to straighten out
and so begins to look like a curve t 7→ p + tvp. So one might say that a tangent
vector is the infinitesimal representation of a (parameterized ) curve.

1The word holonomic comes from mechanics and just means that the frame field derives
from a chart. A related fact is that [ ∂

∂xi , ∂
∂xj ] = 0.
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At each point a 1−form gives a linear functional in that tangent space and
as we know, the level sets of a linear functional are parallel affine subspaces
or hyperplanes. Of course we must have the the zero level set and one of the
positive level sets labeled so we can see, for example, which way is the direction
of increase. In a strong sense, a covector puts a ruling in the tangents space
that measures tangents vectors stretching across this ruling. For example, the
1−form dz in R3 gives a ruling in each tangents space as suggested by figure
2.10 a. Now the fact that the individual dzp’s at each point somehow coalesce
into the level sets of the global function z as shown in 2.10 b, is due to the
fact that the 1-form dz is the differential of z. Now consider a more general
smooth function f defined on an open set in Rn containing a point p. Consider
the level sets (level curves or hypersurfaces) of f near p. If we zoom in again
these look straight and so will in the limit become the straight level sets of an
affine linear function of the form x 7→ f(p) + dfp(x− p) for some linear function
dfp. If we picture x − p to be based at p (and so living in TpRn) then dfp will
be interpreted as a linear functional acting in TpRn and so a member of T ∗pRn.
Thus since dfp is a linear functional its level sets in TpRn will be parallel (affine)
hyperplanes. If we let p vary then we obtain df and we have a similar picture
at each point. Since df comes from a function these straight level sets which
live in each tangent space coalesce into the level sets of f . Now a more general
1−form α is still pictured as straight parallel hyperplanes in each tangent space.
Because these level sets live in the tangent space we might call them infinitesimal
level sets. It is important to remember that these levels sets must be labeled
or parameterized if they are to represent a covector at the point. In particular,
we must be told which way is uphill so to speak. Now these level sets live in
each tangent space but they may not coalesce into the level sets of any smooth
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function on the manifold. In other words, the 1-form may not be exact. There
are various, increasingly severe ways coalescing may fail to happen. The least
severe situation is when α is not the differential of a global function but is still
locally a differential near each point. For example, if M = R2\{0} then the
familiar 1−form α = (x2 + y2)−1(−ydx + xdy) is locally equal to dθ for some
angle θ function measured from some fixed ray such as the positive x axis. But
there is no such single smooth angle functions defined on all of R2\{0}. Thus,
globally speaking, α is not the differential of any function. In figure 2.1 we see
the coalesced result of “integrating” the infinitesimal level sets which live in the
tangent spaces. While these suggest an angular function we see that if we try to
picture rising as we travel around the origin we find that we do not return to the
same level in one full circulation but rather we keep rising. Locally, however,
we really do have level sets of a smooth function

Now the second more severe way that a 1-form may fail to be the differential
of a function is where there is not even a local function that does the job near a
point. The infinitesimal level sets do not coalesce to the level sets of a smooth
function even in small neighborhoods. This is much harder to represent but
figure 2.2 is meant to at least be suggestive. Nearby curves cross inconsistent
numbers of level sets. As an example consider the 1−form

β = ydx− xdy

The astute read may object that surely radial rays do match up with the
directions described by this 1−form but the point is that a covector in a tangent
space is not completely described by the level sets as such, but rather the level
sets to be though of as labeled according to the values the represent. Here we
have a case where the the level sets coalesce but the values assigned to them do
not; they are 1-dimensional submanifolds that fit the 1-form but they are not
level sets of a smooth function. This brings us the most severe case which only
happens in dimension 3 or above. It can be the case that there are no nice family
of n−1 dimensional submanifolds that line up with the 1−form either global or
locally. This is the topic of the Frobenius integrability theory for distributions
that we study in the sequel and we shall forgo any further discussion of this
until then.

If φ : M → N is a C∞ map and f : N → R a C∞ function we define the
pull-back of f by φ as

φ∗f = f ◦ φ

and the pull-back of a 1-form α ∈ X∗(N) by φ∗α = α ◦ Tφ. To get a clearer
picture of what is going on we could view things at a point and then we have
φ∗α|p · v = α|φ(p) · (Tpφ · v).

Exercise 2.15 The pull-back is contravariant in the sense that if φ1 : M1 → M2

and φ2 : M2 → N then for α ∈ X∗(N) we have (φ2 ◦ φ1)
∗ = φ∗1 ◦ φ∗2.

Next we describe the local expression for the pull-back of a 1-form. Let (U, x)
be a chart on M and (V, y) be a coordinate chart on N with φ(U) ⊂ V . A typical
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Figure 2.1: Level sets of overlapping angle functions. No single smooth function
has these as level sets.

1-form has a local expression on V of the form α =
∑

aidyi for ai ∈ C∞(V ). The

local expression for φ∗α on U is φ∗α =
∑

ai ◦φd
(
yi ◦ φ

)
=

∑
ai ◦φ

∂(yi◦φ)
∂xj dxj .

Thus we get a local pull-back formula2 convenient for computations:

φ∗
(∑

aidyi
)

=
∑

ai ◦ φ
∂

(
yi ◦ φ

)

∂xj
dxj

The pull-back of a function or 1-form is defined whether φ : M → N happens
to be a diffeomorphism or not. On the other hand, when we define the pull-back
of a vector field in a later section we will only be able to do this if the map that
we are using is a diffeomorphism. Push-forward is another matter.

Definition 2.31 Let φ : M → N be a C∞ diffeomorphism with r ≥ 1. The
push-forward of a function f ∈ C∞(M) is denoted φ∗f and defined by φ∗f(p) :=
f(φ−1(p)). We can also define the push-forward of a 1-form as φ∗α = α◦Tφ−1.

Exercise 2.16 Find the local expression for φ∗f and φ∗α. Explain why we need
φ to be a diffeomorphism.

It should be clear that the pull-back is the more natural of the two when it
comes to forms and functions but in the case of vector fields this is not true.

2To ensure clarity we have not use the Einstein summation convention here.
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Figure 2.2: Suggestive representation of a form which is not closed.
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Lemma 2.8 The differential is natural with respect to pull-back. In other
words, if φ : N → M is a C∞ map and f : M → R a C∞ function with
r ≥ 1 then d(φ∗f) = φ∗df . Consequently, the differential is also natural with
respect to restrictions.

Proof. Let v be a curve such that ċ(0) = v. Then

d(φ∗f)(v) =
d

dt

∣∣∣∣
0

φ∗f(c(t)) =
d

dt

∣∣∣∣
0

f(φ(c(t)))

= df
d

dt

∣∣∣∣
0

φ(c(t)) = df(Tφ · v)

As for the second statement (besides being obvious from local coordinate ex-
pressions) notice that if U is open in M and ι : U ↪→ M is the inclusion map
(i.e. identity map idM restricted to U) then f |U = ι∗f and df |U = ι∗df so the
statement about restrictions is just a special case.

The tangent and cotangent bundles TM and T ∗M are themselves manifolds
and so have their own tangent and cotangent bundles. Among other things, this
means that there exist 1−forms and vector fields on these manifolds. Here we
introduce the canonical 1−form on T ∗M . This is a form we denote by θcan and
it is a section of T ∗ (T ∗M). Let a ∈ T ∗p M and consider a vector ua ∈ T ∗a (T ∗M).
We define

θcan(ua) = a (Taπ · ua)

where π : T ∗M → M is the usual projection and thus Taπ : T ∗a (T ∗M) → TpM .
To see that our definition makes sense note that Taπ ·ua is a vector in TpM while
a ∈ T ∗p M which means that a (Taπ · ua) ∈ R. Let (U, x) be a chart containing
p and let (x1 ◦ π, ..., xn ◦ πM , p1, ..., pn) = (q1, ..., qn, p1, ..., pn) be the associated
natural coordinates for T ∗M . We wish to show that locally θcan = pidqi. It will
suffice to show that θcan( ∂

∂qi

∣∣∣
a
) = pi(a) and θcan( ∂

∂pi

∣∣∣
a
) = 0 for all i. We have

θcan(
∂

∂pi

∣∣∣∣
a

)

= a

(
Taπ · ∂

∂pi

∣∣∣∣
a

)
= 0

since in fact Taπ · ∂
∂pi

∣∣∣
a

= 0. Also we have

θcan(
∂

∂qi

∣∣∣∣
a

)

= a

(
Taπ · ∂

∂qi

∣∣∣∣
a

)

= a

(
∂

∂xi

∣∣∣∣
p

)
= ai = pi(a)
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where we have use the fact that Taπ · ∂
∂qi

∣∣∣
a

= ∂
∂xi

∣∣
p

which follows from the

definition qi = xi ◦ π. Indeed, we know that Taπ · ∂
∂qi

∣∣∣
a

= ck
i

∂
∂xk

∣∣
p

for some

constants ck
i , but we have

ck
i = dxk

(
Taπ · ∂

∂qi

∣∣∣∣
a

)

= π∗dxk

(
∂

∂qi

∣∣∣∣
a

)

= d
(
xk ◦ π

)(
∂

∂qi

∣∣∣∣
a

)

= dqk

(
∂

∂qi

∣∣∣∣
a

)
= δk

i

We will eventually see that this form plays a role in classical mechanics.

2.11 Line Integrals and Conservative Fields

Just as in calculus on Euclidean space we can consider line integrals on manifolds
and it is exactly the 1−forms that are the appropriate objects to integrate. First
notice that all 1−forms on open sets in R1 must be of the form fdt for some
smooth function f and where t is the coordinate function on R1. We begin
by defining the line integral of a 1−form defined and smooth on an interval
[a, b] ⊂ R1. If β = fdt is such a 1−form then

∫

[a,b]

β :=
∫ b

a

f(t)dt

Any smooth map γ : [a, b] → M is the restriction of a smooth map on some
larger open interval (a− ε, b + ε) and so there is no problem defining the pull-
back γ∗α. If γ : [a, b] → M is a smooth curve then we define the line integral
of a 1−form α along γ to be

∫

γ

α :=
∫

[a,b]

γ∗α =
∫ b

a

f(t)dt

where γ∗α = fdt. Now if t = φ(s) is a smooth increasing function then we
obtain a positive reparameterization γ̃ = γ ◦ φ : [c, d] → M where φ(c) = a and
φ(d) = b. With such a reparametrization we have

∫

[c,d]

γ̃∗α =
∫

[c,d]

φ∗γ∗α =
∫

[c,d]

φ∗γ∗α

=
∫

[c,d]

φ∗(fdt) =
∫

[c,d]

f ◦ φ
dφ

ds
ds

=
∫ d

c

f(φ (s))φ
′
(s) ds =

∫ b

a

f(t)dt
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where the last line is the standard change of variable formula and where we
have used φ∗(fdt) = d(f◦φ)

ds ds which is a special case of the pull-back formula
mentioned above. We see now that we get the same result as before. This is
just as in ordinary multivariable calculus. We have just transferred the usual
calculus ideas to the manifold setting.

It is convenient to extend the definitions a bit to include integration along
piecewise smooth curves. Thus if γ : [a, b] → M is such a curve and we have
a = t0 < t1 < · · · < tk = b where γ is smooth on each interval [ti, ti+1] then we
define for a 1-form α ∫

γ

α =
k−1∑

i=0

∫

[ti,ti+1]

γ∗i α

where γi is the restriction of γ to the interval [ti, ti+1].
Just as in ordinary multivariable calculus we have the following:

Proposition 2.8 If γ : [a, b] → M is a piecewise smooth curve with γ(a) = p1

and γ(b) = p2. If α = df then
∫

γ

α =
∫

γ

df = f(p2)− f(p1)

In particular,
∫

γ
α is path independent in the sense that it is equal to

∫
c
α for

any other piecewise smooth path c that also begins at p1 and ends at p2.

Definition 2.32 If α is a 1-form on a smooth manifold M such that
∫

c
α = 0

for all closed piecewise smooth curves c then we say that α is conservative.

We will need a lemma on differentiability.

Lemma 2.9 Suppose f is a function defined on a smooth manifold M and let
α be smooth 1−form on M . Suppose that for any p ∈ M , vp ∈ TM and smooth
curve c with c′(0) = vp the derivative d

dt

∣∣
0
f(c(t)) exists and

d

dt

∣∣∣∣
0

f(c(t)) = αp(vp)

Then f is smooth and df = α.

Proof. We work in a chart (U, x). If we take c(t) := x−1(x(p) + tei) then
the hypotheses lead to the conclusion that all the first order partial derivatives
of f ◦ x−1 exist and are continuous. Thus f is C1. But then also dfp · vp =
d
dt

∣∣
0
f(c(t)) = αp(vp) for all vp, it follows that df = α and this also implies that

f is actually smooth.

Proposition 2.9 If α is a 1-form on a smooth manifold M then α is conser-
vative if and only if it is exact.
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Proof. We know already that if α = df then α is a conservative. Now
suppose α is conservative. Fix p0 ∈ M . Then we can define f(p) =

∫
γ

α where
γ is any curve beginning at p0 and ending at p. Given any vp ∈ TpM we pick
a curve c : [−1, ε) with ε > 0 such that c(−1) = p0, c(0) = p and c′(0) = vp.
Then

d

dτ

∣∣∣∣
0

f(c(τ))

=
d

dτ

∣∣∣∣
0

∫

c|[−1,τ ]

α

=
d

dτ

∣∣∣∣
0

∫

c|[−1,0]

α +
d

dτ

∣∣∣∣
0

∫

c|[0,τ ]

α

= 0 +
d

dτ

∣∣∣∣
1

∫ τ

0

c∗α

=
d

dτ

∣∣∣∣
s

∫ τ

0

g(t)dt

= g(0)

where c∗α = gdt. On the other hand,

α(vp) = α(c′(0)) = α(T0c · d

dt

∣∣∣∣
0

)

= c∗α(
d

dt

∣∣∣∣
0

) = g(0) dt|0
(

d

dt

∣∣∣∣
0

)

= g(0)

Thus d
dτ

∣∣
0
f(c(τ)) = αp(vp) for any vp ∈ TpM and any p ∈ M . Now the result

follows from the previous lemma.
It is important to realize that when we say that a form is conservative in this

context, we mean that it is globally conservative. It may also be the case that a
form is locally conservative. This would mean that all restrictions of the 1−form
to small contractible open sets are conservative. The following examples explore
in simple terms these differences.

Example 2.1 Let α =
(
x2 + y2

)
(−ydx + xdy). Let us consider the small cir-

cular path c given by (x, y) = (x0 + ε cos t, y0 + ε sin t) with 0 ≤ t ≤ 2π and ε.
If (x0, y0) = (0, 0) we get

∫

c

α =
∫ 2π

0

(
−y(t)

dx

dt
+ x(t)

dy

dt

)
dt

=
∫ 2π

0

1
ε2

(− (ε sin t) (−ε sin t) + (ε cos t) (ε cos t)) dt = 2π

Thus α is not conservative and hence not exact. On the other hand if (x0, y0) 6=
(0, 0) then we pick a ray R0 that does not pass through (x0, y0) and smooth
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function θ(x, y) which gives the angle of the the ray R passing through (x, y)
measured counterclockwise from R0. This angle function is smooth and defined
on U = R2\R0. If ε < 1

2

√
x2

0 + y2
0 then c has image inside the domain of θ and

we have that α|U = dθ. Thus
∫

c
α = θ(c(0))− θ(c(2π)) = 0. We see that α is

locally conservative.

Example 2.2 Consider β = ydx−xdy on R2\{0}. If it were that case that for
some small open set U ⊂ R2\{0} we had β|U = df then for a closed path c with
image in that set we would expect that

∫
c
β = f(c(2π))− f(c(0)) = 0. However,

∫

c

β =
∫

c

(
y(t)

dx

dt
− x(t)

dy

dt

)
dt

=
∫ 2π

0

((x0 + ε sin t) (−ε sin t)− (y0 + ε cos t) (ε cos t)) dt

= −2ε2π

so we do not get zero no matter what the point (x0, y0) and no matter how small
ε. We conclude that β is not even locally conservative.

The distinction between (globally) conservative and locally conservative is
often not made sufficiently clear in the physics and engineering literature.

Example 2.3 In classical physics, the static electric field set up by a fixed point
charge of magnitude q can be described, with an appropriate choice of units, by
the 1−form

q

r3
xdx +

q

r3
ydy +

q

r3
zdz

where we have imposed Cartesian coordinates centered at the point charge and
where r =

√
x2 + y2 + z2. Notice that the domain of the form is the punctured

space R3\{0}. In spherical coordinates (r, θ, φ) this same form is

q

r2
dρ = d

(−q

r

)

so we see that the form is exact and the field conservative.

2.12 Moving frames

It is important to realize it is possible to get a family of locally defined vector
(resp. covector) fields that are linearly independent at each point in their mutual
domain and yet are not necessarily of the form ∂

∂xi (resp. dxi) for any coordinate
chart. In fact, this may be achieved by carefully choosing n2 smooth functions
f i

k (resp. ak
i ) and then letting Ek := f i

k
∂

∂xi (resp. θk := ak
i dxi).

Definition 2.33 Let E1, E2, ..., En be smooth vector fields defined on some open
subset U of a smooth n-manifold M . If E1(p), E2(p), ..., En(p) form a basis
for TpM for each p ∈ U then we say that E1, E2, ..., En is a (non-holonomic)
moving frame or a frame field over U .
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If E1, E2, ..., En is moving frame over U ⊂ M and X is a vector field defined
on U then we may write

X = XiEi on U (summation over i)

for some functions Xi defined on U . If the moving frame (E1, ..., En) is not
identical to some frame field ( ∂

∂x1 , ..., ∂
∂x1 ) arising from a coordinate chart on U

then we say that the moving frame is non-holonomic. It is often possible to find
such moving frame fields with domains which can never be the domain of any
chart.

Definition 2.34 If E1, E2, ..., En is a frame field with domain equal to the whole
manifold M then we call it a global frame field.

Most manifolds do not have global frame fields (see problem
Taking the basis dual to (E1(p), ..., En(p)) in T ∗p M for each p ∈ U we get a

moving coframe field (θ1, ..., θn). The θi are 1-forms defined on U . Any 1−form
α can be expanded in terms of these basic 1−forms as α =

∑
aiθ

i. Actually
it is the restriction of α to U that is being expressed in terms of the θi but we
shall not be so pedantic as to indicate this in the notation. In a manner similar
to the case of a coordinate frame we have that for a vector field X defined at
least on U , the components with respect to (E1, ..., En) are given by θi(X):

X = θi(X)Ei on U .

Let us now consider an important special situation. If M ×N is a product
manifold and (U, x) is a chart on M and (V, y) is a chart on N then we have
a chart (U × V, x× y) on M × N where the individual coordinate functions
are x1 ◦ pr1, ..., x

m ◦ pr1 y1 ◦ pr2, ..., y
n ◦ pr2 which we temporarily denote by

x̃1, ..., x̃m, ỹ1, ..., ỹn. Now we consider what is the relation between the coordi-
nate frame fields ( ∂

∂x1 , ... ∂
∂x1 ), ( ∂

∂y1 , ... ∂
∂yn ) and the frame field

(
∂

∂x̃1
, ....,

∂

∂ỹn

)
.

The latter set of n + m vector fields is certainly a linearly independent set at
each point (p, q) ∈ U × V . The crucial relations are ∂

∂exi f = ∂
∂xi (f ◦ pr1) and

∂
∂eyi = ∂

∂yi (f ◦ pr2).

Exercise 2.17 Show that ∂
∂exi (p,q)

= T (pr1) ∂
∂xi p

for all q and that ∂
∂eyi =

T (pr2) ∂
∂yi

q
.

Remark 2.6 In some circumstances it is safe to abuse notation and denote
xi ◦ pr1 by xi and yi ◦ pr2 by yi. Of course we then are denoting ∂

∂exi by ∂
∂xi and

so on.



98 CHAPTER 2. THE TANGENT STRUCTURE

A warning (The fundamental confusion of multidimensional cal-
culus). For a chart (U, x) with x = (x1, ..., xn) we have defined ∂f

∂xi for any
appropriately defined smooth (or C1) function f . However, this notation can
be ambiguous. For example, the meaning of ∂f

∂x1 is not determined by the co-
ordinate function x1 alone but implicitly depends of the rest of the coordinate
functions. For example, in thermodynamics we see the following situation. We
have three functions P, V and T which are not independent but may be in-
terpreted as functions on some 2−dimensional manifold. Then it may be the
case that any two of the three functions my serve as a coordinate system. Now
the meaning of ∂f

∂P depends on whether we are using the coordinate functions
(P, V ) or alternatively (P, T ). We must know not only which function we are
allowing to vary but also which other functions are held fixed. To get rid of
the ambiguity one can use the notations

(
∂f
∂P

)
V

and
(

∂f
∂P

)
T
. In the first case

the coordinates are (P, V ) and V is held fixed while in the second case we use
coordinates (P, T ) and T is help fixed. Another way to avoid ambiguity would
be to use different names for the same functions depending on the chart of which
they are considered coordinate functions. For example, consider the following
change of coordinates:

y1 = x1 + x2

y2 = x1 − x2 + x3

y3 = x3

Here y3 = x3 as functions on the underlying manifold but we use different
symbols. Thus ∂

∂x3 may not be the same as ∂
∂y3 . The chain rule shows that

in fact ∂
∂x3 = ∂

∂y2 + ∂
∂y3 . This latter method of destroying ambiguity is not

very helpful in our thermodynamic example since the letters P , V and T are
chosen to stand for the physical quantities of pressure, volume and temperature.
Giving these functions more than one name would only be confusing.

2.13 Problems

1. Find the integral curves in R2 of the vector field X = e−x ∂
∂x + ∂

∂y and
determine if X is complete or not.

2. Find a concrete description of the tangent bundle for each of the following
manifolds:
(a) Projective space P (Rn)
(b) The Grassmann manifold Gr(k, n)

3. Recall that we have charts on RP 2 given by

[x, y, z] 7→ (u1, u2) = (x/z, y/z) on U3 = {z 6= 0}
[x, y, z] 7→ (v1, v2) = (x/y, z/y) on U2 = {y 6= 0}
[x, y, z] 7→ (w1, w2) = (y/x, z/x) on U1 = {x 6= 0}



2.13. PROBLEMS 99

Show that there is a vector field on RP 2 which in the last coordinate chart
above has the following coordinate expression

w1
∂

∂w1
− w2

∂

∂w2

What are the expressions for this vector field in the other two charts?
(Caution: your guess may be wrong!).

4. Show that if f : M → N is a diffeomorphism then for each p ∈ M the
tangent map Tpf : TpM → Tf(p)N is a vector space isomorphism

5. Show that the graph Γ(f) = {(p, f(p)) ∈ M × N : p ∈ M} of a smooth
map f : M → N is a smooth manifold and that we have an isomorphism
T(p,f(p)) (M ×N) ∼= T(p,f(p))Γ(f)⊕ Tf(p)N .

6. Show that a manifold supports a frame field defined on the whole of M
exactly when there is a trivialization of TM (see definitions 2.34 and 2.15.

7. Find natural coordinates for the double tangent bundle TTM . Show that
there is a nice map s : TTM → TTM such that s ◦ s = idTTM and such
that Tπ ◦ s = TπTM and TπTM ◦ s = Tπ. Here π : TM → M and
πTM : TTM → TM are the appropriate tangent bundle projection maps.

8. Let N be the subspace of Rn+1 × Rn+1 defined by N = {(x, y) : ‖x‖ = 1
and x · y = 0} is a smooth manifold that is diffeomorphic to TSn.

9. (Hessian)Suppose that f ∈ C∞(M) and that dfp = 0 for some p ∈
M . In this case show that for any smooth vector fields X and Y on
M we have that Yp(Xf) = Xp(Y f). Let Hf,p(v, w) := Xp(Y f) where
X and Y are such that Xp = v and Yp = w. Show that Hf,p(v, w) is
independent of extension vector fields X and Y and that resulting map
Hf,p : TpM × TpM → R is bilinear. Hf,p is called the Hessian of f at p.
Show that the assumption dfp = 0 is needed.

10. Show that for a smooth map the map F : M → N the (bundle) tangent
map TF : TM → TN is smooth. It sometimes is supposed that the one
can obtain a well defined map F∗ : X (M) → X (N) by thinking of vector
fields as derivations on functions and then letting (F∗X) f = X (f ◦ F )
for f ∈ C∞(N). Show why this is misguided. Recall that the proper
definition of F∗ : X (M) → X (N) would be F∗X := TF ◦X ◦ F−1 and is
defined in case F is a diffeomorphism. What if F is merely surjective.

11. Show that if ψ : M ′ → M is a smooth covering map then so also is
Tψ : TM ′ → TM .

12. Define map f : Rn×n → sym(Rn×n) by f(A) := AT A where Rn×n and
sym(Rn×n) are the manifolds of n×n matrices and n×n symmetric ma-
trices respectively. Identifying TARn×n with Rn×n and Tf(A)sym(Rn×n)
with sym(Rn×n) in the natural way for each A. Calculate TIf : Rn×n →
sym(Rn×n) using these identifications.
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13. Let f1, ...., fN be a set of smooth functions defined on an open subset of
a smooth manifold. Show that if df1(p), ..., dfN (p) spans T ∗p M for some
p ∈ U then some ordered subset of { f1, ...., fN} provides a coordinate
system on some open subset V of U containing p.

14. Let ∆r be the vector space of derivations on Cr(M) at p ∈ M where
0 < r ≤ ∞ is a positive integer or ∞. Fill in the details in the following
outline which studies ∆r. It will be shown that ∆r is not finite dimensional
unless r = ∞.

(a) We may assume that M = Rn and p = 0 is the origin. Let mr :=
{f ∈ Cr(Rn) : f(0) = 0} and let m2

r be the subspace spanned by
functions of the form fg for f, g ∈ mr. We form the quotient space
mr/m2

r and consider its vector space dual
(
mr/m2

r

)∗. Show that if
δ ∈ ∆r then δ restricts to a linear functional on mr and is zero on all
elements of m2

r. Conclude that δ gives a linear functional on mr/m2
r.

Thus we have a linear map ∆r →
(
mr/m2

r

)∗.
(b) Show that the map ∆r → (

mr/m2
r

)∗ given above has an inverse.
Hint: For a λ ∈ (

mr/m2
r

)∗ take any linear map consider δλ(f) :=
λ([f − f(0)]) where f ∈ Cr(Rn) and hence [f − f(0)] ∈ mr/m2

r. Con-
clude that by taking r = ∞ we have T0R

n = ∆∞ ∼=
(
mr/m2

r

)∗. This
case r < ∞ is different as we see next.

(c) Let r < ∞. The goal from here on is to show that mr/m2
r and hence(

mr/m2
r

)∗ are infinite dimensional. We start out with the case Rn =
R. First show that if f ∈ mr then f(x) = xg(x) for g ∈ Cr−1(R).
Also if f ∈ m2

r then f(x) = x2g(x) for g ∈ Cr−1(R).

(d) For each r ∈ {1, 2, 3, ...} and each ε ∈ (0, 1) define

gr
ε(x) :=

{
xr+ε, for x > 0

0 for x ≤ 0

gr
ε(x) ∈ mr but gr

ε(x) /∈ Cr+1(R). Show that for any fixed r ∈
{1, 2, 3, ...} the set of elements of the form [gr

ε ] := g r
ε + m2

r for ε ∈
(0, 1) is linearly independent in the quotient. Hint: Use induction on
r. In the case of r = 1 it would suffice to show that if we are given
0 < ε1 < · · · < εl < 1 and if

∑l
i=1 aj g1

εj
∈ m2

r then aj = 0 for all j.

(Thanks to Lance Drager for donating this problem and its solution.)

15. Find the integral curves of the vector field on R2 given by X(x, y) := x2

∂
∂x + xy ∂

∂y

16. Find the integral curves ( and hence the flow) for the vector field on R2

given by X(x, y) := −y ∂
∂x + x ∂

∂y

17. Find an vector field on S2 − {N} which is not complete.



2.13. PROBLEMS 101

18. Using the usual spherical coordinates (φ, θ) on Sn calculate the bracket
[φ ∂

∂θ , θ ∂
∂φ ].

19. Show that if X and Y are (time independent) vector fields that have flows
ϕX

t and ϕY
t then if [X, Y ] = 0, the flow of X + Y is ϕX

t ◦ ϕY
t .

20. Recall that the tangent bundle of the open set Gl(n,R) in Mn×n(R) is
identified with Gl(n,R)×Mn×n(R). Consider the vector field on Gl(n,R)
given by X : g 7→ (g, g2). Find the flow of X.

21. Let Qt =




cos t − sin t 0
sin t cos t 0
0 0 1


 for t ∈ (0, 2π]. Let φ(t, P ) := QtP where

P is a plane in R3. Show that this defines a flow on Gr(3, 2). Find the
local expression in some coordinate system of the vector field XQ that
gives this flow. Do the same thing for the flow induced by the matrices

Rt =




cos t 0 − sin t
0 1 0

sin t 0 cos t


 t ∈ (0, 2π], finding the vector field XR. Find

the bracket [XR, XQ].
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Chapter 3

Immersion and Submersion.

Suppose we are given a smooth map f : M → N . Near a point p ∈ M
the tangent map Tpf : TpM → TpN is a linear approximation of f . A very
important invariant of a linear map is its rank which is the dimension of its
image. The rank of a smooth map f at p is defined to be the rank of Tpf .
It turns out that under certain conditions on the rank of f at p or near p we
can draw conclusions about the behavior of f near p. The basic idea is that
f behaves very much like Tpf . If L : V → W is a linear map on finite vector
spaces then kerL and L(V ) are subspaces (and hence submanifolds). In this
section we study the extent to which something similar happens for smooth maps
between manifolds. In this chapter we make heavy use of some basic theorems
of multivariable calculus such as the implicit and inverse mapping theorems as
well as the constant rank theorem. These can be found in appendix C (see
Theorems C.8, C.9 and C.12). Since the constant rank theorem is particularly
useful and often not included in advanced calculus courses we include a proof
in appendix C.

Proposition 3.1 If f : M → N is a smooth map such that Tpf : TpM → TqN
is an isomorphism for all p ∈ M then f : M → N is a local diffeomorphism.

The proof is a simple application of the inverse mapping theorem.

Definition 3.1 Let f : M → N be Cr-map and p ∈ M . We say that p is a
regular point for the map f if Tpf is a surjection and is called a singular
point otherwise. A point q in N is called a regular value of f if every point in
the inverse image f−1{q} is a regular point for f. This includes the case where
f−1{q} is empty. A point of N that is not regular is called a critical value.

It is a very useful fact that regular values are easy to come by because most
values are regular. In order to make this precise we will introduce the notion of

103
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measure zero on a second countable smooth manifold. It is actually no problem
to define a Lebesgue measure on such a manifold but for now the notion of
measure zero is all we need.

Definition 3.2 Let M be smooth n dimensional manifold M which is second
countable. A subset A ⊂ M is said to be of measure zero if for every admissible
chart (U, x) the set x(A ∩ U) has Lebesgue measure zero in Rn.

In order for this to be a reasonable definition, the manifold must be second
countable so that every atlas has a countable subatlas. This way we may be
assured that every set that we have defined to be measure zero is the countable
union of sets that are measure zero as viewed in a some chart. We also need to
know that the local notion of zero measure is independent of the chart. This
follows from

Lemma 3.1 Let M be a second countable n-manifold. The image of a measure
zero set under a differentiable map is of measure zero.

Proof. Since M is Hausdorff and second countable, any set is contained in
the countable union of coordinate charts. Thus we may assume that f : U ⊂
Rn → Rn and A is some Lebesgue measure zero subset of U . In fact, since
A is certainly contained in the countable union of compact balls (all of which
are translates of a ball at the origin) we may as well assume that U = B(0, r)
and that A is contained in a slightly smaller ball B(0, r − δ) ⊂ B(0, r). By the
mean value theorem, there is a constant c depending only on f and its domain
such that for x, y ∈ B(0, r) we have ‖f(y)− f(x)‖ ≤ c ‖x− y‖. Let ε > 0 be
given. Since A has measure zero there is a sequence of balls B(xi, εi) such that
A ⊂ ⋃

B(xi, εi) and ∑
vol(B(xi, εi)) <

ε

2ncn

Thus f(B(xi, εi)) ⊂ B(f(xi), 2cεi) and while f(A) ⊂ ⋃
B(f(xi), 2cεi) we also

have

vol
(⋃

B(f(xi), 2cεi)
)
≤

∑
vol(B(f(xi), 2cεi)) ≤

∑
vol(B1)(2cεi)n

≤ 2ncn
∑

vol(B(xi, εi))

≤ ε.

Thus the measure of A is less than or equal to ε. Since ε was arbitrary it follows
that A has measure zero.

Corollary 3.1 Given a fixed atlas A = {(Uα, xα)} for M , if xα(A ∩ Uα) has
measure zero for all α, then A has measure zero.

We now state and prove the fantastically useful theorem of Sard.
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Theorem 3.1 (Sard) Let N be an n-manifold and M an m-manifold both
assumed second countable. For a smooth map f : N → M the set of critical
values has Lebesgue measure zero.

Proof. Through the use of countable covers of the manifolds in question
by charts, we may immediately reduce to the problem of showing that for a
smooth map f : U ⊂ Rn → Rm the set of critical values C ⊂ U has image f(C)
of measure zero. We will use induction on the dimension n. For n = 0, the
set f(C) is just a point (or empty) and so has measure zero. Now assume the
theorem is true for all dimensions j ≤ n− 1. We seek to show that the truth of
the theorem follows for j = n also.

Let us use the following common notation: For any k-tuple of nonnegative
integers α = (i1, ..., ik) we let

∂|α|f
∂xα

:=
∂i1+...+ikf

∂xi1 · · · ∂xik

where |α| := i1 + ... + ik. Now let

Ci := {x ∈ U :
∂|α|f
∂xα

(x) = 0 for all |α| ≤ i}.

Then
C = (C\C1) ∪ (C1\C2) ∪ · · · ∪ (Ck−1\Ck) ∪ Ck

so we will be done if we can show that
a) f(C\C1) has measure zero,
b) f(Cj−1\Cj) has measure zero and
c) f(Ck) has measure zero for some sufficiently large k.
Proof of a): We may assume that m ≥ 2 since if m = 1 we have C = C1.

Now let x ∈ C\C1 so that some first partial derivative is not zero at x = a. By
reordering we may assume that this partial is ∂f

∂x1 and so the map

(x1, ..., xn) 7→ (f(x), x2, ..., xn)

restricts to a diffeomorphism φ on some open neighborhood containing x. Since
we may always replace f by the equivalent map f ◦ φ−1 we may go ahead and
assume without loss of generality that f has the form

f : x 7→ (x1, f2(x), ..., fm(x)) := (x1, h(x))

on some perhaps smaller neighborhood V containing a. The Jacobian matrix
for f in V is of the form [

1 0
∗ Dh

]

and so x ∈ V is critical for f if and only if it is critical for h. Now h(C ∩ V ) ⊂
Rm−1 and so by the induction hypothesis h(C ∩ V ) has measure zero in Rm−1.
Now f(C ∩ V ) ∩ ({x} × Rm−1) ⊂ {x}×h(C ∩ V ) which has measure zero in
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{x} × Rm−1 ∼= Rm−1 and so by Fubini’s theorem f(C ∩ V ) has measure zero.
Since we may cover C by a countable number of sets of the form C ∩ V we
conclude that f(C) itself has measure zero.

Proof of (b): The proof of this part is quite similar to the proof of (a). Let
a ∈ Cj−1\Cj . It follows that some j-th partial derivative is not zero at a and
after some permutation of the coordinate functions we may assume that

∂

∂x1

∂|β|f1

∂xβ
(a) 6= 0

for some j − 1- tuple β = (i1, ..., ij−1) where the function g := ∂|β|f1

∂xβ is zero at
a since a is in Cj−1. Thus as before we have a map

x 7→ (g(x), x2, ..., xn)

which restricts to a diffeomorphism φ on some open set V . We use φ, V as a
chart about a. Notice that φ(Cj−1 ∩ V ) ⊂ 0× Rn−1. We may use this chart φ
to replace f by g = f ◦ φ−1 which has the form

x 7→ (x1, h(x))

for some map h : V → Rm−1. Now by the induction hypothesis the restriction
of g to

g0 : {0} × Rn−1 ∩ V → Rm

has a set of critical values of measure zero. But each point from φ(Cj−1 ∩
V ) ⊂ 0×Rn−1 is critical for g0 since diffeomorphisms preserve criticality. Thus
g ◦ φ(Cj−1 ∩ V ) = f(Cj−1 ∩ V ) has measure zero.

Proof of (c): Let In(r) ⊂ U be a cube of side r. We will show that if
k > (n/m)− 1 then f(In(r) ∩ Ck) has measure zero. Since we may cover by a
countable collection of such V the result follows. Now Taylor’s theorem gives
that if a ∈ In(r) ∩ Ck and a + h ∈ In(r) then

|f(a + h)− f(a)| ≤ c |h|k+1 (3.1)

for some constant c that depends only on f and In(r). We now decompose the
cube In(r) into Rn cubes of side length r/R. Suppose that we label these cubes
which contain critical points of f as D1, .....DN . Let Di contain a critical point
a of f . Now if y ∈ D then |y − a| ≤ √

nr/R so using the Taylor’s theorem
remainder estimate above (3.1) with y = a + h we see that f(Di) is contained
in a cube D̃i ⊂ Rm of side

2c

(√
nr

R

)k+1

=
b

Rk+1

where the constant b := 2c(
√

nr)k+1 is independent of the particular cube D
from the decomposition and depends only on f and In(r). The sum of the
volumes of all such cubes D̃i is

S ≤ Rn

(
b

Rk+1

)m
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which, under the condition that m(k+1) > n, may be made arbitrarily small by
choosing R large (refining the decomposition of In(r)). The result now follows.

Corollary 3.2 If M and N are second countable manifolds then the set of
regular values of a smooth map f : M → N is dense in N .

3.1 Immersions

Definition 3.3 A map f : M → N is called an immersion at p ∈ M if
Tpf : TpM → Tf(p)N is an injection. f : M → N is called an immersion if f
is an immersion at every p ∈ M.

Figure ?? shows a simple illustration of an immersion of R2 into R3. This
example is also an injective immersion (as far as the picture reveals) but an
immersion can come back and cross itself. Being an immersion at p only requires
that the restriction of the map to some small open neighborhood of p is injective.

Example 3.1 We describe an immersion of the torus T 2 := S1 × S1 into R3.
We can represent points in T 2 as pairs (eiθ1 , eiθ2). It is easy to see that for fixed
a, b > 0 the following map is well defined:

(eiθ1 , eiθ2) 7→ (x(eiθ1 , eiθ2), y(eiθ1 , eiθ2), z(eiθ1 , eiθ2))

where

x(eiθ1 , eiθ2) = (a + b cos θ1) cos θ2

y(eiθ1 , eiθ2) = (a + b cos θ1) sin θ2

z(eiθ1 , eiθ2) = b sin θ1

Exercise 3.1 Show that the map of the above example is an immersion. Give
conditions on a and b that guarantee that the map is a 1-1 immersion.

Theorem 3.2 Let f : M → N be a smooth map that is an immersion at p.
Then there exist charts (x, U) with p ∈ U and (y, V ) with f (p) ∈ V so that the
corresponding coordinate expression for f is (x1, ..., xk) 7→ (x1, ..., xk, 0, ..., 0) ∈
Rk+m. Here, k + m = n is the dimension of N and k is the rank of Tpf .

Proof. Follows easily from theorem C.11.

Theorem 3.3 If f : M → N is an immersion (so an immersion at every point)
and if f is a homeomorphism onto its image f(M) using the relative topology,
then f(M) is a regular submanifold of N . In this case we call f : M → N an
embedding.

Proof. This follows from the last theorem plus a little point set topology
(see the problems).
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Exercise 3.2 Show that every injective immersion of a compact manifold is an
embedding.

Recall that a continuous map f is said to be proper if f−1(K) is compact
whenever K is compact.

Exercise 3.3 Show that a proper 1-1 immersion is an embedding. Hint: This
is mainly a topological argument. You may assume (without loss of generality)
that the spaces involved are Hausdorff and second countable. The slightly more
general case of paracompact Hausdorff spaces follows.

Definition 3.4 Let S and M be smooth manifolds. An smooth map f : S → M
will be called smoothly universal if for any smooth manifold N , a mapping
g : N → S is smooth if and only if f ◦ g is smooth.

Definition 3.5 A weak embedding is a 1-1 immersion which is smoothly uni-
versal.

Let f : S → M be a weak embedding and let A be the maximal atlas
that gives the differentiable structure on S. Suppose we consider a different
differentiable structure on S given by a maximal atlas A2. Now suppose that f :
S → M is also a weak embedding with respect to A2. In seldom used pedantic
notation we are supposing that both f : (S,A) → M and f : (S,A2) → M
are weak embeddings. From this it is easy to show that the identity map gives
smooth maps (S,A) → (S,A2) and (S,A2) → (S,A). This means that in fact
A = A2 so that the smooth structure of S is uniquely determined by the fact
that f is a weak embedding.

Exercise 3.4 Show that every embedding is a weak embedding.

In terms of 1-1 immersions we now have the following inclusions:

{1− 1 immersions} ⊃ { weak embeddings}
⊃ { embeddings} ⊃ { proper embeddings}

3.2 Immersed and Weakly Embedded Subman-
ifolds

We have already seen the definition of a regular submanifold. The more general
notion of a submanifold is supposed to be the “subobjects” in the category
of smooth manifolds and smooth maps. Submanifolds are to manifolds what
subsets are to sets in general. However, what exactly should be the definition of
a submanifold? The fact is that there is some disagreement on this point. From
the category theoretic point of view it seems natural that a submanifold of M
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should be some kind of smooth map I : S → M . This is not quite in line with
our definition of regular submanifold which is, after all, a type of subset of M .
There is considerable motivation to define submanifolds in general as certain
subsets; perhaps the images of certain nice smooth maps. We shall follow this
route.

Definition 3.6 Let S be a subset of a smooth manifold M . If S is a smooth
manifold such that the inclusion map ι : S → M is an injective immersion then
call S an immersed submanifold.

If f : N → M is an injective immersion then f(N) can be given a smooth
structure so that it is an immersed submanifold. Indeed, we can simply transfer
the structure from N via the bijection f : N → f(N). However, this may not
be the only possible smooth structure on f(N) which makes it an immersed
submanifold. Thus it is imperative to specify what smooth structure is being
used. Simply looking at the set is not enough.

Definition 3.7 Let S be a subset of a smooth manifold M . If S is a smooth
manifold such that the inclusion map ι : S → M is a weak embedding then we
say that S is a weakly embedded submanifold.

From the properties of weak embeddings we know that for any given subset
S ⊂ M there is at most one smooth structure on S that makes it a weakly
embedded submanifold.

Corresponding to each type of injective immersion considered so far we have
in their images different notions of submanifold:

{immersed submanifolds} ⊃ { weakly embedded submanifolds}
⊃ { regular manifolds} ⊃ { proper submanifolds}
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We wish to further characterize the weakly embedded submanifolds.

Definition 3.8 Let S be any subset of a smooth manifold M . For any x ∈ S,
denote by Cx(S) the set of all points of S that can be connected to x by a smooth
curve with image entirely inside S.

Definition 3.9 We say that a subset S of an n−manifold M has property W
if for each s0 ∈ S there exists a chart (U, x) centered at s0 such that x(Cs0(U ∩
S)) = x(U) ∩ (Rk × {0}). Here Rn = Rk × Rn−k.

Together, the next two propositions show that weakly embedded submani-
folds are exactly those subsets which have property W. Our proof follows that
of Michor [?] who refers to subsets with property W as initial submanifolds.
With Michor’s terminology the result will be that initial submanifolds are the
same as the weakly embedded submanifolds.

Proposition 3.2 If an injective immersion I : S → M is smoothly univer-
sal then the image I(S) has property W. In particular, if S ⊂ M is a weakly
embedded submanifold of M then it has property W.

Proof. Let dim(S) = k and dim M = n. Choose s0 ∈ S. Since I is an
immersion we may pick a coordinate chart (W, w) for S centered at s0 and a
chart (V, v) for M centered at I(s0) such that

v ◦ I ◦ w−1(y) = (y, 0).

Choose an r > 0 small enough that Bk(0, 2r) ⊂ w(W ) and Bn(0, 2r) ⊂ v(V ).
Let U = v−1(Bn(0, r)) and W1 = w−1(Bk(0, r)). Let x := v|U . We show that
the coordinate chart (U, x) satisfies the property W of Definition 3.9.

x−1(x(U) ∩ (Rk × {0})) = x−1{(y, 0) : ‖y‖ < r}
= I ◦ w−1 ◦ (x ◦ I ◦ w−1)−1({(y, 0) : ‖y‖ < r})
= I ◦ w−1({y : ‖y‖ < r}) = I(W1)

Now clearly I(W1) ⊂ I(S) but also we have

v ◦ I(W1) ⊂ v ◦ I ◦ w−1(Bk(0, r))

= Bn(0, r) ∩ {Rk × {0}} ⊂ Bn(0, r)

so that I(W1) ⊂ v−1(Bn(0, r)) = U . Thus I(W1) ⊂ U ∩ I(S). Now since I(W1)
is smoothly contractible to I(s0), every point of I(W1) is connected by a smooth
curve to I(s0) completely contained in I(W1) ⊂ U ∩ I(S). This implies that
I(W1) ⊂ CI(s0)(U ∩ I(S)). Thus x−1(x(U) ∩ (Rk × {0})) ⊂ CI(s0)(U ∩ I(S)) or

x(U) ∩ (Rk × {0}) ⊂ x(CI(s0)(U ∩ I(S))).

Conversely, let z ∈ CI(s0)(U ∩ I(S)). By definition there must be a smooth
curve c : [0, 1] → S starting at I(s0), ending at z and with c([0, 1]) ⊂ U ∩ I(S).
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Since I : S → M is injective and smoothly universal there is a unique smooth
curve c1 : [0, 1] → S with I ◦ c1 = c.
Claim: c1([0, 1]) ⊂ W1.
Assume not. Then there is some number t ∈ [0, 1] with c1(t) ∈ w−1({r ≤ ‖y‖ <
2r}). Then

(v ◦ I)(c1(t)) ∈ (v ◦ I ◦ w−1)({r ≤ ‖y‖ < 2r})
= {(y, 0) : r ≤ ‖y‖ < 2r} ⊂ {z ∈ Rn : r ≤ ‖z‖ < 2r}.

Now this implies that (v◦ I ◦ c1)(t) = (v◦ c)(t) ∈ {z ∈ Rn : r ≤ ‖z‖ < 2r} which
in turn implies the contradiction c(t) /∈ U . The claim is proven.

Now the fact that c1([0, 1]) ⊂ W1 implies c1(1) = I−1(z) ∈ W1 and so
z ∈ I(W1). As a result we have CI(s0)(U ∩ I(S)) = I(W1) which together with
the first half of the proof gives the result:

I(W1) = x−1(x(U) ∩ (Rk × {0})) ⊂ CI(s0)(U ∩ I(S)) = I(W1)

=⇒ x−1(x(U) ∩ (Rk × {0})) = CI(s0)(U ∩ I(S))

=⇒ x(U) ∩ (Rk × {0}) = x(CI(s0)(U ∩ I(S))).

Conversely we have

Proposition 3.3 If S ⊂ M has property W then it has a unique smooth struc-
ture on S which makes it a weakly embedded submanifold of M.

Proof. We are given that for every s ∈ S there exists a chart (Us, xs) with
xs(s) = 0 and with x(Cs(U ∩ S)) = x(U) ∩ (Rk × {0}). The charts on S will be
the restrictions of the charts (Us, xs) to the sets Cs(U ∩ S). The overlap maps
are smooth because they are restrictions of overlap maps on M to subsets of
the form V ∩ (Rk × {0}) for V open in Rn. Notice however that the induced
topology on S is finer than the subspace topology that S inherits from M . This
is because the sets of the form Cs(U∩S) are not necessarily open in the subspace
topology. Since it is a finer topology it is also Hausdorff.

It is clear that with this smooth structure on S, the inclusion ι : S ↪→ M is
an injective immersion.

We now show that the inclusion map ι : S ↪→ M is smoothly universal and
hence a weak embedding. By the comments following Definition 3.5 the smooth
structure on S is unique. Let g : N → S be a map with g(N) ⊂ S and suppose
that ι ◦ g is smooth. Given x ∈ M , choose a chart (Us, xs) where s = g(x). The
set g−1(Us) is open since ι◦g is continuous and (ι ◦ g)−1 (Us) = g−1 ◦ ι−1(Us) =
g−1(Us). We may choose a chart (V, y) centered at x with V ⊂ g−1(Us) and we
may arrange that y(V ) is a ball centered at the origin. This means that g(V )
is smoothly contractible in Ug(x) ∩ S and hence g(V ) ⊂ Cg(x)(Ug(x) ∩ S). But
then

xs|Cs(Us∩S) ◦ g ◦ y−1 = xs ◦ (ι ◦ g) ◦ y−1

and so g is smooth because ι ◦ g is smooth.
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To be completely finished we need to show that with the topology induced by
the charts (the submanifold topology) each connected component of S is second
countable. We can give a quick proof but it depends on Riemannian metrics
which we have yet to discuss. The idea is that on any paracompact smooth
manifold, there are plenty of Riemannian metrics. A choice of Riemannian
metric gives a notion of distant making every connected component a second
countable metric space. Now if we put such a metric on M then it induces
one on S (by restriction). Now this means that each component of S is also
a separable metric space and hence a second countable Hausdorff topological
space.

We say that two immersions I1 : N1 → M and I2 : N2 → M are equivalent
if there exists a diffeomorphism Φ : N1 → N2 such that I2 ◦Φ = I1 ; i.e. so that
the following diagram commutes

Φ
N1 → N2

↘ ↙
M

.

If I : N → M is a weak embedding (resp. embedding) then there is a unique
smooth structure on S = I(N) such that S is a weakly embedded (reps. em-
bedded) submanifold and I : N → M is equivalent to the inclusion ι : S ↪→ M
in the above sense.

We now come to a question that has perhaps been bothering the reader.
Namely, which of these types of submanifold is meant when one just refers to
a “submanifold”. Unfortunately, there is no universally accepted convention.
We shall follow the convention that “submanifold” when used alone without a
qualifier is to mean a regular submanifold. What R. Sharpe [Shrp, Sharp] calls
a “submanifold” refers to something more restrictive than the weakly embedded
submanifolds but still less restrictive that the regular submanifolds. Sharpe’s
definition of submanifold seems designed to exclude examples like the following.

Example 3.2 The image of the map I : (0,∞)→ R2 given by I(t) := ( 1
ln(2+t2) cos t, 1

ln(2+t2) sin t)
is a weakly embedded submanifold.

The celebrated Whitney embedding theorem states that any smooth second-
countable n-dimensional manifold can be embedded in a Euclidean of dimension
2n. We do not prove the full embedding theorem of Whitney but we will settle
for the following easier result:

Theorem 3.4 Suppose that M is an n− manifold that has a finite atlas. Then
there exists an injective immersion of M into R2n+1. Consequently, every com-
pact n−dimensional smooth manifold can be embedded into R2n+1.

Proof. Let M be a smooth manifold with a finite atlas. In particular, M
is second countable. Initially, we will settle for an immersion into RD for some
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possibly very large dimension D. Let {Oi, ϕi}i∈N be an atlas with cardinality
N < ∞. The cover {Oi} cover may be refined to two other covers {Ui}i∈N and
{Vi}i∈N such that Ui ⊂ Vi ⊂ Vi ⊂ Oi. Also, we may find smooth functions
fi : M → [0, 1] such that

fi(x) = 1 for all x ∈ Ui

supp(fi) ⊂ Oi.

Next we write ϕi = (x1
i , ....x

n
i ) so that xj

i : Oi → R is the j−th coordinate
function of the i-th chart and then let

fij := fix
j
i (no sum)

which is defined and smooth on all of M after extension by zero.
Now we put the functions fi together with the functions fij to get a map

i : M → Rn+Nn :

i = (f1, ..., fn, f11, f12, ..., f21, ......, fnN ).

Now we show that i is injective. Suppose that i(x) = i(y). Now fk(x) must
be 1 for some k since x ∈ Uk for some k. But then also fk(y) = 1 also and this
means that y ∈ Vk (why?). Now then, since fk(x) = fk(y) = 1 it follows that
fkj(x) = fkj(y) for all j. Remembering how things were defined we see that x
and y have the same image under ϕk : Ok → Rn and thus x = y.

To show that Txi is injective for all x ∈ M we fix an arbitrary such x and
then x ∈ Uk for some k. But then near this x the functions fk1,fk2, ..., fkn, are
equal to x1

k, ....xn
k and so the rank of i must be at least n and in fact equal to n

since dim TxM = n.
So far we have an injective immersion of M into Rn+Nn.
We show that there is a projection π : RD → L ⊂ RD where L ∼= R2n+1 is a

2n+1 dimensional subspace of RD, such that π◦f is an injective immersion. The
proof of this will be inductive. So suppose that there is an injective immersion f
of M into Rd for some d with D ≥ d > 2n+1. We show that there is a projection
πd : Rd → Ld−1 ∼= Rd−1 such that πd ◦ f is still an injective immersion. To this
end, define a map h : M ×M × R→ Rd by h(x, y, t) := t(f(x) − f(y)). Now
since d > 2n+1, Sard’s theorem 3.1 implies that there is a vector y ∈ Rd which
is neither in the image of the map h nor in the image of the map df : TM → Rd.
This y cannot be 0 since 0 is certainly in the image of both of these maps. Now
if pr⊥y is projection onto the orthogonal complement of y, then pr⊥y ◦ f is
injective; for if pr⊥y ◦ f(x) = pr⊥y ◦ f(y) then f(x)− f(y) = ay for some a ∈ R.
But suppose x 6= y. Since f is injective we must have a 6= 0. This state of affairs
is impossible since it results in the equation h(x, y, 1/a) = y which contradicts
our choice of y. Thus pr⊥y ◦ f is injective.

Next we examine Tx(pr⊥y ◦ f) for an arbitrary x ∈ M . Suppose that
Tx(pr⊥y ◦ f)v = 0. Then d(pr⊥y ◦ f)|x v = 0 and since pr⊥y is linear this
amounts to pr⊥y ◦ df |x v = 0 which gives df |x v = ay for some number a ∈ R,
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and which cannot be 0 since f is assumed an immersion. But then df |x 1
av = y

which also contradicts our choice of y.
We conclude that pr⊥y ◦ f is an injective immersion. Repeating this process

inductively we finally get a composition of projections pr : RD → R2n+1 such
that pr ◦ f : M → R2n+1 is an injective immersion.

3.2.1 Level sets as submanifolds

If f : M → N is a smooth map that has the same rank at each point, then we
say it has constant rank. Similarly, if f has the same rank for each p in a
open subset U then we say that f has constant rank on U .

Theorem 3.5 (Level Submanifold Theorem) Let f : M → N be a smooth
map and consider the level set f−1(q0) for q0 ∈ N . If f has constant rank
k on an open neighborhood of each p ∈ f−1(q0) then f−1(q0) a closed regular
submanifold of codimension k.

Proof. Clearly f−1(q0) is a closed subset of M . Let p0 ∈ f−1(q0) and
consider a chart (U,ϕ) centered at p0 and a chart (V, ψ) centered at q0 with
f(U) ⊂ V . We may choose U small enough that f has rank k on U . By Theorem
C.12 we may compose with diffeomorphisms to replace (U,ϕ) by a new chart
(U ′, x) also centered at p0 and also replace (V, ψ) by a chart (V ′, y) centered at
q0 such that f̄ := y ◦ f ◦ x−1 is given by (a1, ..., an) 7→ (a1, ..., ak, 0, ..., 0). We
show that

U ′ ∩ f−1(q0) = {p ∈ U ′ : x1(p) = · · · = xk(p) = 0}
If p ∈ U ′ ∩ f−1(q0) then y ◦ f(p) = 0 and y ◦ f ◦ x−1(x1(p), ..., xn(p)) = 0 or

x1(p) = · · · = xk(p) = 0

On the other hand, suppose that p ∈ U ′ and x1(p) = · · · = xk(p) = 0. Then
we can reverse the logic to obtain that y ◦ f(p) = 0 and hence f(p) = q0. Since
p0 was arbitrary we have verified the existence of a cover by charts adapted to
f−1(q0).

3.3 Submersions

Definition 3.10 A map f : M → N is called a submersion at p ∈ M if
Tpf : TpM → Tf(p)N is surjection. f : M → N is called a submersion if f is
a submersion at every p ∈ M.

Example 3.3 The map of the punctured space R3 − {0} onto the sphere S2

given by x 7→ |x| is a submersion. To see this, use any spherical coordinates
(ρ, φ, θ) on R3 − {0} and the induced submanifold coordinates (φ, θ) on so S2.
Expressed with respect to these coordinates, the map becomes (ρ, φ, θ) 7→ (φ, θ)
on the domain of the spherical coordinate chart. Here we ended up locally with
a projection onto a second factor R×R2→ R2 but this is clearly good enough to
prove the point.
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As in the last example, to show that a map is a submersion at some p is is
enough to find charts containing p and f(p) so that the coordinate representative
of the map is just a projection. Conversely, we have

Theorem 3.6 Let M be an m−manifold and N an n−manifold and let f :
M → N be a smooth map that is an submersion at p. Then there exist charts
(U, x) and (V, y) containing p and f(p) respectively and with f(U) ⊂ V such
that y ◦ f ◦ x−1 is given by (x1, ..., xk, ..., xn) 7→ (x1, ..., xk) ∈ Rk. Here k is both
the dimension of N and the rank of Tpf.

Proof. Follows directly from theorem C.10 of Appendix G.
In certain contexts, submersions, especially surjective submersions, are re-

ferred to as projections. We often denote such map by the letter π. Recall that
if π : M → N is a smooth map then a smooth local section of π is a smooth
map σ : V → M defined on an open set V such that π ◦ σ = idV . Also, we
adopt the terminology that subsets of M of the form π−1(q) are called fibers
of the submersion.

Proposition 3.4 If π : M → N is a submersion then it is an open map and
every point p ∈ M is in the image of a smooth local section.

Proof. Let p ∈ M be arbitrary. We choose a chart (U, x) centered at
p and a chart (V, y) centered at π(p) such that y ◦ π ◦ x−1 is of the form
(x1, ...., xl, xl+1, ...xm) → (x1, ...., xl). By shrinking the domains if necessary
we can arrange that x(U) has the form A× B ⊂ Rl × Rk and y(V ) = B ⊂ Rl.
Then we may transfer the section ib : a → (a, b) where b = x(p). More precisely
we let σ := x−1 ◦ ib ◦ y on A.

Now let O be any open set in M . To show that π(O) is open we pick any
q ∈ π(O) and choose p ∈ π−1(q). Now we choose a chart (U, x) as above but
with U ⊂ O. Then q is in the domain of a section which is open and contained
in π(O).

Proposition 3.5 Let π : M → N be a surjective submersion. If f : N → P is
any map then f is smooth if and only if f ◦ π is smooth.

M
π ↓ ↘f◦π

N
f−→ P

Proof. One direction is trivial. For the other direction, assume that f ◦ π
is smooth. We check for smoothness about an arbitrary point q ∈ N . Pick
p ∈ π−1(q). By the previous proposition p is in the image of a smooth section
σ : V → M . This means that f and (f ◦ π) ◦ σ agree on a neighborhood of q
and since that later is smooth we are done.

Next suppose that we have a surjective submersion π : M −→ N and
consider a smooth map g : M → P which is constant on fibers. That is, we
assume that if p1, p2 ∈ π−1(q) for some q ∈ N then f(p1) = f(p2). Clearly
there is a unique induced map f : N → P so that g = f ◦ π. By the above
proposition f must be smooth. This we record as
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Corollary 3.3 If g : M → P is a smooth which is constant on the fibers
of a surjective submersion π : M −→ N then there is a unique smooth map
f : N → P such that g = f ◦ π.

The following technical lemma is needed later and represents one more sit-
uation where second countability is needed:

Lemma 3.2 Suppose that M is a second countable smooth manifold. If f :
M −→ N is a smooth map with constant rank that is also surjective then it is
a submersion.

Proof. Let dim M = m, dim N = n and rank(f) = k and chose p ∈ M .
Suppose that f is not a submersion so that k < n. We can cover M by a
countable collection of charts (Uα, xα) and cover N by charts (Vi, yi) such that
for every α there is an i = i(α) with f (Uα) ⊂ Vi and yi ◦ f ◦ x−1

α (x1, ..., xn) =
(x1, ..., xk, 0, ..., 0). But this means that f (Uα) has Lebesgue measure zero. But
f(M) = ∪αf (Uα) and so f(M) is also of measure zero which contradicts the
surjectivity of f . This contradiction means that f must be a submersion after
all.

Proposition 3.6 Let M and N be smooth manifolds of dimension m and n
respectively with n > m. Consider any smooth map f : M → N. Then if q ∈ N
is a regular value, the inverse image set f−1(q) is a regular submanifold.

Proof. It is clear that since f must have maximal rank it also has constant
rank (this also follows from the previous local result). We may now apply
Theorem 3.5.

Example 3.4 (The unit sphere) The set Sn−1 = {x ∈ Rn : x · x = 1} is a
codimension 1 submanifold of Rn since we can use the map (x, y) 7→ x2 + y2 as
our map and let q = 1.

Given k functions F j(x, y) on Rl × Rk we define the locus

M := {(x, y) ∈ Rl × Rk : F j(x, y) = cj}
where each cj is a fixed number in the range of F j . If the Jacobian determinant
at (x0, y0) ∈ M ;

∂(F 1, ..., F k)
∂(y1, ..., yk)

(x0, y0)

is not zero then near (x0, y0) then we can apply the theorem. We can see things
more directly: Since the Jacobian determinant is nonzero, we can solve the
equations F j(x, y) = cj for y1, ..., yk in terms of x1, ..., xl:

y1 = f1(x1, ..., xl)
y2 = f2(x1, ..., xl)

yk = fk(x1, ..., xl)
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and then (x1, ..., xl) 7−→ (x1, ..., xl, f1(x), ..., fk(x)) parameterizes M near (x0, y0)
in such a nice way that the inverse is a chart for M . This latter statement is
due to the inverse mapping theorem in this case. If the Jacobian determinant
never vanishes on M then we have a cover by charts and M is a submanifold of
Rl × Rk of dimension l and codimension k.

Example 3.5 The set of all square matrices Mn×n is a manifold by virtue of
the obvious isomorphism Mn×n

∼= Rn2
. The set sym(n,R) of all symmetric

matrices is an n(n + 1)/2-dimensional manifold by virtue of the obvious 1-1
correspondence sym(n,R) ∼= Rn(n+1)/2 given by using n(n + 1)/2 independent
entries in the upper triangle of the matrix as coordinates.
Now the set O(n,R) of all n×n orthogonal matrices is a submanifold of Mn×n.
We can show this using Theorem 3.6 as follows. Consider the map f :Mn×n →
sym(n,R) given by A 7→ AtA. Notice that by definition of O(n,R) we have
f−1(I) = O(n,R). Let us compute the tangent map at any point Q ∈ f−1(I) =
O(n,R). The tangent space of sym(n,R) at I is sym(n,R) itself since sym(n,R)
is a vector space. Similarly, Mn×n is its own tangent space. Under the identi-
fications of section 2.5 we have

TQf · v =
d

ds
(Qt + svt)(AQ + sv) = vtQ + Qtv.

Now this map is clearly surjective onto sym(n,R) when Q = I. On the other
hand, for any Q ∈ O(n,R) consider the map LQ−1 : Mn×n → Mn×n given by
LQ−1(B) = Q−1B. The map TQLQ−1 is actually just TQLQ−1 · v = Q−1v which
is a linear isomorphism since Q is nonsingular. We have that f ◦ LQ = f and
so by the chain rule

TQf · v = TIf ◦ TQ(LQ−1) · v
= TIf ·Q−1v

which shows that TQf is also surjective.

The following proposition shows an example of the simultaneous use of Sard’s
theorem and theorem 3.6.

Proposition 3.7 Let S be a connected submanifold of Rn and let L be a linear
subspace of Rn. Then there exist x ∈ Rn such that (x + L)∩S is a submanifold
of S.

Proof. Start with a line l through the origin that is normal to L. Let
pr : Rn → S be orthogonal projection onto l . The restriction π := pr|S → l
is easily seen to be smooth. If π(S) were just a single point x then π−1(x)
would be all of S. Now π(S) is connected and a connected subset of l ∼= R
must contain an interval which means that π(S) has positive measure. Thus by
Sard’s theorem there must be a point x ∈ l that is a regular value of π. But
then 3.6 implies that π−1(x) is a submanifold of S. But this is the conclusion
since π−1(v) = (x + L) ∩ S.

We can generalize theorem 3.6 using the concept of transversality .
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Definition 3.11 Let f : M → N be a smooth map and S ⊂ N a submanifold
of N. We say that f is transverse to S if for every p ∈ f−1(S) we have

Tf(p)N = Tf(p)S + Tpf(TpM).

If f is transverse to S we write f t S.

Theorem 3.7 Let f : M → N be a smooth map and S ⊂ N a submanifold of
N of codimension k and suppose that f t S. Then f−1(S) is a submanifold of
M with codimension k. Furthermore we have Tp(f−1(S)) = Tf(p)f

−1(Tf(p)S)
for all p ∈ f−1(S) and codim(f−1(S)) = codim(S).

Proof. Let p = f(s) ∈ S and choose a regular submanifold chart (U, x)
with p ∈ U so that x(S ∩ U) = x(U) ∩ (Rn−k × 0). If π : Rn−k × Rk → Rk

is the projection then the transversality condition implies that 0 is a regular
value of π ◦ x ◦ f . Thus (π ◦ x ◦ f)−1 (0) = f−1(S) ∩ U is submanifold of U of
codimension k. Since this is true for all s ∈ f−1(S) the result follows.

It can also be shown that if S in the above theorem is only a weakly embedded
submanifold then f−1(S) is also a weakly embedded submanifold of the same
codimension.

We can also define when two maps are transverse to each other:

Definition 3.12 If f1 : M1 → N and f2 : M2 → N are smooth maps, we say
that f1 and f2 are transverse at q ∈ N if

Tf(p)N = Tp1f1(Tp1M) + Tp2f2(Tp2M) whenever f1(p1) = f2(p2) = q

(Note that f1 is transverse to f2 at any point not in the image of one of the
maps f1 and f2). If f1 and f2 are transverse for all q ∈ N then we sat that f1

and f2 are transverse and we write f1 t f2.

One can check that if f : M → N is a smooth map and S is a submanifold
of N then f and the inclusion ι : S ↪→ N are transverse if and only if f t S
according to definition 3.7.

If f1 : M1 → N and f2 : M2 → N are smooth maps then we can consider
the set

(f1 × f2)
−1 (∆) := {(p1, p2) ∈ M1 ×M2 : f1(p1) = f2(p2)}

which is the inverse image of the diagonal {(q1, q2) ∈ N ×N : q1 = q2}.
Corollary 3.4 (Transverse pullbacks) If f1 : M1 → N and f2 : M2 → N

are transverse smooth maps then (f1 × f2)
−1 (∆) is a submanifold of M1×M2.

If g1 : P → M1 and g2 : P → M2 are any two maps with the property f1◦
g1 = f2◦ g2 then the map (g1, g2) : P → (f1 × f2)

−1 (∆) given by (g1, g2) (x) =
(g1(x), g2(x)) is smooth and is the unique smooth map such that pr1 ◦ (g1, g2) =
g1 and pr2 ◦ (g1, g2) = g2.

Proof. We leave the proof as an exercise. Hint: f1 × f2 is transverse to ∆
if and only if f1 t f2.
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3.4 Morse Functions

If we consider a smooth function f : M → R and assume that M is a compact
manifold (without boundary) then f must achieve both a maximum at one or
more points of M and a minimum at one or more points of M . Let pe be one of
these points. The usual argument shows that df |pe

= 0 (Recall that under the
usual identification of R with any of its tangent spaces we have df |pe

= Tpe
f ).

Now let p be some point for which df |p = 0, i.e. p is a critical point for f . Does
f achieve either a maximum or a minimum at p? How does the function behave
in a neighborhood of x0? As the reader may well be aware, these questions are
easier to answer in case the second derivative of f at p is nondegenerate. But
what is the second derivative in this case?

Definition 3.13 The Hessian matrix of f at one of its critical points p and
with respect to coordinates x = (x1, ..., xn) is the matrix of second partials:

[Hf,p]x =




∂2f◦x−1

∂x1∂x1 (x0) · · · ∂2f◦x−1

∂x1∂xn (x0)
...

...
∂2f◦x−1

∂xn∂x1 (x0) · · · ∂2f◦x−1

∂xn∂xn (x0)




where x0 = x(p). The critical point p is called nondegenerate if H is nonsin-
gular.

Now any such matrix H is symmetric and by Sylvester’s law of inertia this
matrix is equivalent to a diagonal matrix whose diagonal entries are either 1
or −1. The number of −1’s occurring in this diagonal matrix is called the
index of the critical point. According to problem 9 we may define the Hessian
Hf,p : TpM×TpM → R which is a symmetric bilinear form at each critical point
p of f by letting Hf,p(v.w) = Xp(Y f) = Yp(Xf) for any vector fields X and Y
which respectively take the values v and w at p. Now we may give a coordinate
free definition of a nondegenerate point for f . Namely, p is nondegenerate point
for f if and only if Hf,p is a nondegenerate bilinear form. Hf,p is a nondegenerate
if for each fixed nonzero v ∈ TpM the map Hf,p(v, .) : TpM → R is a nonzero
element of the dual space T ∗p M .

Exercise 3.5 Show that the nondegeneracy is well defined by ether of the two
definitions given above and the definitions agree. Hint: Hf,p( ∂

∂xi

∣∣ , ∂
∂xj

∣∣) =
∂2f◦x−1

∂xi∂xj (x(p)).

Exercise 3.6 Show that nondegenerate critical points are isolated. Show by
example that this need not be true for general critical points.

The structure of a function near one of its nondegenerate critical points is
given by the following famous theorem of M. Morse:

Theorem 3.8 (Morse Lemma) Let f : M → R be a smooth function and
let x0 be a nondegenerate critical point for f of index i. Then there is a local
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coordinate system (U, x) containing x0 such that the local representative fU :=
f ◦ x−1 for f has the form

fU (x1, ..., xn) = f(x0) + hijx
ixj

and where it may be arranged that the matrix h = (hij) is a diagonal matrix of
the form diag(−1, ... − 1, 1, ..., 1) for some number (perhaps zero) of ones and
minus ones. The number of minus ones is exactly the index i.

Proof. This is clearly a local problem and so it suffices to assume f ::
Rn → R and also that f(0) = 0. Then our task is to show that there exists a
diffeomorphism φ : Rn → Rn such that f ◦φ(x) = xthx for a matrix of the form
described. The first step is to observe that if g : U ⊂ Rn → R is any function
defined on a convex open set U and g(0) = 0 then

g(u1, ..., un) =
∫ 1

0

d

dt
g(tu1, ..., tun)dt

=
∫ 1

0

n∑

i=1

ui∂ig(tu1, ..., tun)dt

Thus g is of the form g =
∑n

i=1 uigi for certain smooth functions gi, 1 ≤ i ≤ n
with the property that ∂ig(0) = gi(0). Now we apply this procedure first to f
to get f =

∑n
i=1 uifi where ∂if(0) = fi(0) = 0 and then apply the procedure

to each fi and substitute back. The result is that

f(u1, ..., un) =
n∑

i,j=1

uiujh
ij(u1, ..., un) (3.2)

for some functions hij with the property that hij() is nonsingular at and there-
fore near 0. Next we symmetrize (hij) by replacing it with 1

2 (hij + hji) if nec-
essary. This leaves the expression 3.2 untouched. Now the index of the matrix
(hij(0)) is i and this remains true in a neighborhood of 0. The trick is to find
a matrix C(x) for each x in the neighborhood that effects the diagonalization
guaranteed by Sylvester’s theorem: D = C(x)h(x)C(x)−1. The remaining de-
tails, including the fact that the matrix C(x) may be chosen to depend smoothly
on x, is left to the reader.

3.5 Problems.

1. Show that a submersion always maps open set to open set (it is an open
mapping). Further show that if M is compact and N connected then a
submersion f : M → N must be surjective.

2. Prove Theorem 3.3.

3. Define a function s : Rn+1\{0} → RPn by the rule that s(x) is the line
through x. Show that s is a submersion.
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4. Given a smooth surjection f : M → N , define a local section of f over
an open U ⊂ N to be a smooth map σ : U → M such that f ◦ σ = idN .
Show that f is a submersion if and only if for each p ∈ M there is a local
section σ whose range contains p.

5. Show that if p(x) = p(x1, ..., xn) is a homogeneous polynomial so that for
some m ∈ Z+

p(tx1, ..., txn) = tmp(x1, ..., xn)

then as long as c 6= 0 the set p−1(c) is a n− 1 dimensional submanifold of
Rn.

6. Suppose that g : M → N is transverse to a submanifold W ⊂ N . For
another smooth map f : Y → M show that f t g−1(N) if and only if
(g ◦ f) t W.

7. Suppose that c : [a, b] → M is a smooth map. Show that given any
compact subset C ⊂ (a, b) and any ε > 0 there is an immersion γ :
(a, b) → M that agrees with c on the set C and such that

|γ(t)− c(t)| ≤ ε for all t ∈ (a, b).

8. Show that there is a continuous map f : R2 → R2 such that f(B(0, 1)) ⊂
f(B(0, 1)), f(R2\B(0, 1)) ⊂ f(R2\B(0, 1)) and f∂B(0,1) = id∂B(0,1) and
with the properties that f is C∞ on B(0, 1) and on R2\B(0, 1) while f is
not C∞ on R2.

9. Construct an embedding of R× Sn into Rn+1

10. Construct an embedding of G(n, k) into G(n, k + l) for each l ≥ 1.

11. Show that the map f : P2 → R3 defined by f([x, y, z]) = (yz, xz, xy) is an
immersion at all but six points p ∈ P2.

12. Let h : M → Rn be smooth and let N ⊂ Rn a regular submanifold. Prove
that for each ε > 0 there exists a v ∈ Rn, with |v| < ε, so that the map
p 7→ h(p) + v is transverse to N . (Think about the map M × N → Rn

given by (p, y) 7→ y − f(p).)

13. Define φ : S1 → R by eiθ 7→ θ for 0 ≤ θ < 2π. Define λ : R→S1 by
θ 7→ eiθ. Show that λ is an immersion, that λ ◦ φ is smooth but that φ is
not differentiable (it isn’t even continuous).
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Chapter 4

Lie Groups I

4.1 Definitions and Examples

One approach to geometry is to view geometry as the study of invariance and
symmetry. In our case, we are interested in studying symmetries of smooth
manifolds, Riemannian manifolds, symplectic manifolds etc. Now the usual
way to talk about symmetry in mathematics is by the use of the notion of a
transformation group. The wonderful thing for us is that the groups that arise
in the study of geometric symmetries are often themselves smooth manifolds.
Such “group manifolds” are called Lie groups.

In physics, Lie groups play a big role in connection with physical symmetries
and conservation laws (Noether’s theorem). Within physics, perhaps the most
celebrated role played by Lie groups is in particle physics and gauge theory. In
mathematics, Lie groups play a prominent role in Harmonic analysis (generalized
Fourier theory), group representations and in virtually every branch of geometry
including Riemannian geometry, Cartan geometry, algebraic geometry, Kähler
geometry, and symplectic geometry.

Definition 4.1 A smooth manifold G is called a Lie group if it is a group
(abstract group) such that the multiplication map µ : G × G → G and the
inverse map ν : G → G given respectively by µ(g, h) = gh and ν(g) = g−1 are
C∞ maps. If the group is abelian we sometimes opt to use the additive notation
g + h for the group operation.

Example 4.1 R is a one-dimensional (abelian) Lie group were the group mul-
tiplication is the usual addition +. Similarly, any real or complex vector space
is a Lie group under vector addition.

Example 4.2 The circle S1 = {z ∈ C : |z|2 = 1} is a 1-dimensional (abelian)
Lie group under complex multiplication. It is also traditional to denote this
group by U(1).

123
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Exercise 4.1 Let g ∈ G (a Lie group). Show that each of the following maps
G → G is a diffeomorphism:

1) Lg : x 7→ gx (left translation)
2) Rg : x 7→ xg (right translation)
3) Cg : x 7→ gxg−1 (conjugation).
4) inv : x 7→ x−1 (inversion)

If G and H are Lie groups then so is the product manifold G × H where
multiplication is (g1, h1) · (g2, h2) = (g1g2, h1h2). G×H is called the product
Lie group.

Definition 4.2 Let H be an abstract subgroup of a Lie group G. If H is a Lie
group such that the inclusion map H ↪→ G is an immersion then we say that H
is a Lie subgroup of G.

Proposition 4.1 If H is an abstract subgroup of a Lie group G that is also a
regular submanifold then H is a closed Lie subgroup.

Proof. The multiplication and inversion maps, H × H → H and H → H
are the restrictions of the multiplication and inversion maps on G and since H
is a regular submanifold we obtain the needed smoothness of these maps. The
harder part is to show that H is closed. So let x0 ∈ H be arbitrary. Let (U, x)
be a chart adapted to H whose domain contains e. Let δ : G × G → G be the
map δ(g1, g2) = g−1

1 g2 and choose an open set V such that e ∈ V ⊂ V ⊂ U .
By continuity of the map δ we can find an open neighborhood O of the identity
element such that O × O ⊂ δ−1(V ). Now if hi is a sequence in H converging
to x0 ∈ H then x−1

0 hi → e and x−1
0 hi ∈ O for all sufficiently large i. Since

h−1
j hi =

(
x−1

0 hj

)−1
x−1

0 hi we have that h−1
j hi ∈ V for sufficiently large i, j.

Now for any sufficiently large fixed j we have

lim
i→∞

h−1
j hi = h−1

j x0 ∈ V ⊂ U

Each h−1
j hi is in H and since U∩H is closed in U we see that h−1

j x0 ∈ U∩H ⊂ H
for all sufficiently large j. This shows that x0 ∈ H and since x0 was arbitrary
we are done.

By a closed Lie subgroup we shall always mean one that is a regular
submanifold as in the previous theorem. It is a nontrivial fact that an abstract
subgroup of a Lie group that is also a closed subset is automatically a closed
Lie subgroup in this sense (see 4.5).

Example 4.3 The product group S1×S1 is called the 2-torus. More generally,
the torus groups are defined by Tn = S1 × . . .× S1

n-times
.

Example 4.4 S1 embedded as S1×{1} in the torus S1×S1 is a closed subgroup.
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4.2 Linear Lie Groups

The group Aut(V) of all linear automorphisms of a vector space V over a field
F (= R or C) is an open submanifold of the vector space End(V) (the space of
linear maps V → V). This group is easily seen to be a Lie group and in that
context it is usually denoted by Gl(V) and referred to as the general linear
group of V. In case V = Rn, the group is usually identified with the group of
invertible n× n real matrices and is denoted Gl(n,R) (or by Gl(n)). Similarly,
if V = Rn, the group Gl(Cn) is identified with the invertible n × n complex
matrices denoted Gl(n,C). Lie groups which are subgroups of Gl(V) for some
vector space V are referred to as linear Lie groups are usually realized as
matrix groups. These are the linear Lie groups and by choosing a basis we
always have the associated group of matrices.

Recall that the determinant of a linear transformation from a vector space
to itself is defined independent of any choice of basis.

Theorem 4.1 Let V be an n−dimensional vector space over the field F which
we take to be either R or C. Let β be a nondegenerate R−bilinear form on V.
Each of the following groups is a closed (Lie) subgroup of Gl(V):
1. Sl(V) := {A ∈ Gl(V) : det(A) = 1}

2. Aut(V, β) := {A ∈ Gl(V) : β(Av,Aw) = β(v, w) for all v, w ∈ V}

3. SAut(V, β) = Aut(V, β) ∩ Sl(V)

Proof. They are clearly closed subgroups. The fact that they are Lie
subgroups follows from theorem 4.5 from the sequel. However, as we shall
see most of the specific cases arising from various choices of β can be proved
to be Lie groups by direct argument. That they are Lie subgroups follows
from proposition 4.1 once we show that they are regular submanifolds of the
appropriate group Gl(V,F). We will return to this later once we have introduced
another powerful theorem that will allow us to verify this without the use of the
theorem 4.5.

Notice that even in the case that F = C, we have specified that β may
only be R-linear. There reason for this is that we wish to include the case
that β is a Hermitian form (also called a sesquilinear form). Here, β satisfies
β(v, w) = β(w, v) and is required to be linear in one slot and conjugate linear in
the other slot: β(av, w) = āβ(v, w) for a ∈ C. Depending on whether F = C or
R and on whether β is symmetric, Hermitian, or skewsymmetric, the notation
for the linear groups takes on a special conventional forms. Also, when choosing
a basis in order to represent the group in its matrix version, it is usually the
case that one uses a basis under which the matrix which represents β takes on
a canonical form. Let us look at the usual examples. Let dim V = n.

Example 4.5 After choosing a basis the groups Gl(V,F) and Sl(V,F) become
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the matrix groups

Gl(n,F) := {A ∈ Mn×n(F) : det A 6= 0}
Sl(n,F) := {A ∈ Mn×n(F) : det A = 1}

Example 4.6 (The (semi) Orthogonal Groups) Here we consider the case
where V is a real vector space and where the bilinear form β is symmetric and
nondegenerate. Then (V, β) is a general scalar product space. In this case
we write Aut(V, β) as O(V, β) and refer to it as the semi-orthogonal group
associated to β. By Sylvester’s law of inertia we may choose a basis so that β
is represented by a diagonal matrix of the form

ηp,q =




1 0 · · · · · · 0

0
. . . 0

...
... 0 1

. . .
. . . −1 0

...
... 0

. . . 0
0 · · · · · · 0 −1




where there are p ones and q minus ones down the diagonal. The group of
matrices arising from O(V, β) with such a choice of basis is denoted O(p, q) and
consists exactly of the real matrices A satisfying Aηp,qA

t = ηp,q. These are
called the semi-orthogonal matrix groups. With such an orthonormal choice of
basis as above, the bilinear form (scalar product) is given as a canonical form
on Rn (p + q = n) :

〈x, y〉 :=
p∑

i=1

xiyi −
n∑

i=p+1

xiyi

and we have the alternative description

O(p, q) = {Q ∈ Gl(n) : 〈Qx, Qy〉 = 〈x, y〉 for all x, y ∈ Rn}

We write O(n, 0) as O(n) and refer to it as the (real) orthogonal (matrix)
group.

Example 4.7 There are also complex orthogonal groups (not to be con-
fused with unitary groups). In matrix representation we have O(n,C) := {Q ∈
Gl(n,C) : QtQ = I}.

Example 4.8 In this example we consider the situation where F = C and where
β is complex linear in one argument (say the first one) and conjugate linear in
the other. Thus β is a sesquilinear form and (V, β) is a complex scalar product
space. In this case we write Aut(V, β,F) as U(V, β) and refer to it as the semi-
unitary group associated to the sesquilinear form β. If β is positive definite,
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then we call it a unitary group. Again we may choose a basis for V such that
β is represented by the canonical sesquilinear form on Cn

〈x, y〉 :=
p∑

i=1

x̄iyi −
p+q=n∑

i=p+1

x̄iyi

We then obtain the semi-unitary matrix group

U(p, q) = {A ∈ Gl(n,C) : 〈Ax,Ay〉 = 〈x, y〉 for all x, y ∈ Rn}

We write U(n, 0) as U(n) and refer to it as the unitary (matrix) group.

In particular, U(1) = S1 = {z ∈ C : |z| = 1}.

Example 4.9 (Symplectic groups) We will describe both the real and the
complex symplectic groups. Suppose now that β is a skewsymmetric C−bilinear
(resp. R−bilinear) form on a 2n dimensional complex (resp. real) vector space
V. The group Aut(V, β) (resp. Aut(V, β)) is called the complex (resp. real)
symplectic group and denoted by Sp(V,C) (resp. Sp(V,R)). There exists a
basis {fi} for V such that β is represented in canonical form by

(v, w) =
n∑

i=1

viwn+i −
n∑

j=1

vn+jwj .

and the symplectic matrix groups are given by

Sp(2n,C)={A ∈ M2n×2n(C) : (Av,Aw) = (v, w)}
Sp(2n,R)={A ∈ M2n×2n(R) : (Av,Aw) = (v, w)}

Exercise 4.2 For F = C or R, show that A ∈ Sp(2n,F) if and only if AtJA = J
where

J =
(

0 id
−id 0

)

The groups of the form SAut(V, b,F) = Aut(V, b,F) ∩ Sl(V,F) are usually
designated by use of the word “special”. We have the special orthogonal and
special semi-orthogonal groups SO(n) and SO(p, q), the special unitary
and special semi-unitary groups SU(n)and SU(p, q) etc.

Exercise 4.3 Show that SU(2) is simply connected.

Much of the above can be generalized somewhat more. Recall that the
algebra of quaternions H is a copy of R4 endowed with a multiplication described
as follows: First let a generic elements of R4 be denoted by x = (x0, x1, x2, x3),
y = (y0, y1, y2, y3) etc. Thus we are using {0, 1, 2, 3} as our index set. Let the
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standard basis be denoted by 1, i, j,k. We define a multiplication by taking
these basis elements as generators and insisting on the following relations

i2 = j2 = k2 = −1

ij = −ji = k

jk = −kj = i

ki = −ik = j

Of course, H is a vector space over R since it is just R4 with some extra structure.
It is common to identify the R-linear span of 1 with R and correspondingly
write 1 as 1. As a ring, H is a division algebra which is very much like a field
lacking only the property of commutativity. In particular, we shall see that every
nonzero element of H has a multiplicative inverse. As we said, elements of the
form a1 for a ∈ R are identified with the corresponding real numbers and such
quaternions are called real quaternions. By analogy with complex numbers
the set of all quaternions of the form x1i + x2j + x3k are called imaginary
quaternions. For a given quaternion x = x01 + x1i + x2j + x3k the quaternion
x1i + x2j + x3k is called the imaginary part of x and x01 =x0 is called the real
part of x. We also have a conjugation defined by

x 7→ x̄ := x01− x1i− x2j− x3k

Notice that xx̄ = x̄x is real and equal to
(
x0

)2 +
(
x1

)2 +
(
x2

)2 +
(
x3

)2. We
denote the positive square root of this by |x| so that x̄x = |x|2.
Exercise 4.4 Verify the following for x, y ∈ H and a, b ∈ R

ax + by = ax̄ + bȳ (x̄) = x
|xy| = |x| |y| |x̄| = |x|

xy = ȳx̄

Now we can write down the inverse of a nonzero x ∈ H:

x−1 =
1
|x|2 x̄

Notice the strong the analogy with complex number arithmetic.

Example 4.10 The set of unit quaternions is U(1,H) := {|x| = 1}. This set
is closed under multiplication. As a manifold it is (diffeomorphic to) S3. With
quaternionic multiplication S3 = U(1,H) is a compact Lie group. Compare this
to Example 4.2 where we saw that U(1,C) = S1. For the future, we unify things
by letting U(1,R) := Z2 = S0 ⊂ R. In other words, we take the 0-sphere to be
the subset {−1, 1} with its natural structure as a multiplicative group.

U(1,H) = S3

U(1,C) = S1

U(1,R) := Z2 = S0
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Exercise 4.5 Prove the assertions in the last example.

We now consider the n−fold product Hn which as a real vector space (and
smooth manifold) is R4n. However, let us think of elements of Hn as column
vectors with quaternion entries. We want to treat Hn as a vector space over H
with addition defined just as for Rn and Cn but since H is not commutative we
are not properly dealing with a vector space. In particular, we should decide
whether scalars should multiply column vectors on the right or on the left. We
choose to multiply on the right and this could take some getting used to but
there is a good reason for our choice. This puts us into the category of right
H-modules were elements of H are the “scalars”. The reader should have no
trouble catching on and so we do not make formal definitions at this time (see
Appendix D). For v, w ∈ Hn and a, b ∈ H we have

v(a + b) = va + vb

(v + w)a = va + wa

(va) b = v (ab) .

A map A : Hn → Hn is said to be H-linear if A(va) = A(v)a for all v ∈ Hn

and a ∈ H. There is no problem with doing matrix algebra with matrices with
quaternion entries as long as one respects the noncommutativity of H. For
example, if A = (ai

j) and B = (bi
j) are matrices with quaternion entries then

writing C = AB we have
ci
j =

∑
ai

kbk
j

but we can not expect that
∑

ai
kbk

j =
∑

bk
j ai

k. For any A = (ai
j) the map

Hn → Hn defined by v 7→ Av is H-linear since A (va) = (Av) a.

Definition 4.3 The set of all m×n matrices with quaternion entries is denoted
Mm×n(H). The subset Gl(n,H) is defined as the set of all Q ∈ Mm×n(H) such
that the map v 7→ Qv is a bijection.

We will now see that Gl(n,H) is a Lie group isomorphic to a subgroup of
Gl(2n,C). First we defined a map ι : C2→ H as follows: For (z1, z2) ∈ C with
z1 = x0 + x1i and z2 = x2 + x3i, we let ι(z1, z2) = (x0 + x1i) +

(
x2 + x3i

)
j

where on the right hand side we interpret i as a quaternion. Note that (x0 +
x1i) +

(
x2 + x3i

)
j = x0 + x1i + x2j + x3k . It is easily shown that this map is

an R-linear bijection and we use this map to identify C2 with H. Another way
of looking at this is that we identify C with the span of 1 and i in H and then
every quaternion has a unique representation as z1 + z2j for (z1, z2) ∈ C ⊂ H.
Now we extend this idea to square quaternionic matrices; we can write every
Q ∈ Mm×n(H) in the form A + Bj for A, B ∈ Cm×n in a unique way. Now
this representation makes it clear that Mm×n(H) has a natural complex vector
space structure where the scalar multiplication is z(A + Bj) =zA + zBj. Direct
computation shows that

(A + Bj) (C + Dj) = (AC −BD̄) + (AD + BC̄)j
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for A+Bj ∈Mm×n(H) and C +Dj ∈Mn×k(H) and where we have used the fact
that for Q ∈ Mm×n(H) we have Qj = jQ̄. From this it is not hard to show that
the map ϑm×n : Mm×n(H) → M2m×2n(C) given by

ϑm×n : A + Bj 7−→
(

A B
−B̄ Ā

)

is an injective R−linear map which respects matrix multiplication and thus is
an R−algebra isomorphism onto its image. We may identify Mm×n(H) with

the subspace of M2m×2n(C) consisting of all matrices of the form
(

A B
−B̄ Ā

)

where A,B ∈ Cm×n. In particular, if m = n the we obtain an injective R−linear
algebra homomorphism ϑn×n : Mn×n(H) → M2n×2n(C) and thus the image of
this map in M2n×2n(C) is another realization of the matrix algebra Mn×n(H).
If we specialize to the case of n = 1 we get a realization of H as the set of all

2× 2 complex matrices of the form
(

z w
−w̄ z̄

)
. This set of matrices is closed

under multiplication and forms an algebra over the field R. Let us denote this
algebra of matrices by the symbol R4 since it is diffeomorphic with H ∼= R4.
We now have an algebra isomorphism ϑ : H→ R4 under which the quaternions
1 i, j, and k correspond to the matrices

(
1 0
0 1

)
,

(
i 0
0 −i

)
,

(
0 1
−1 0

)
and

(
0 i
i 0

)

respectively. Since H is a division algebra, each of its nonzero elements has a
multiplicative inverse. Thus R4 must contain the matrix inverse of each of its
nonzero elements. This can be seen directly:

(
z w
−w̄ z̄

)−1

=
1

|z|2 + |w|2
(

z̄ −w
w̄ z

)

Here we have used the easily verified fact that

det
(

z w
−w̄ z̄

)
= |z|2 + |w|2

Consider again the group of unit quaternions U(1,H). We have already seen
that as a smooth manifold U(1,H) is S3. However, under the isomorphism
H → R4 ⊂ M2×2(C) just mentioned U(1,H) manifests itself as SU(2). We
record this as

Proposition 4.2 S3 = U(1,H) ∼= SU(2). The second isomorphism is given by

x = z + wj 7→
(

z w
−w̄ z̄

)

where x = x0 + x1i + x2j + x3k and z = x0 + x1j and w = x2 + x3j.
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Proof. The first equality has already been easily established. Notice that
then

|x|2 = |z|2 + |w|2 = det
(

z w
−w̄ z̄

)

and so x ∈ U(1,H) if and only if
(

z w
−w̄ z̄

)
has determinant one. On the

other hand if det
(

z w
−w̄ z̄

)
= 1 then

(
z w
−w̄ z̄

)−1

=
(

z̄ −w
w̄ z

)
=

(
z w
−w̄ z̄

)t

and so
(

z w
−w̄ z̄

)
∈ SU(2).

Exercise 4.6 Show that Q ∈ Gl(n,H) if and only if det(ϑn×n(Q)) 6= 0.

The set of all elements of Gl(2n,C) which are of the form
(

A B
−B̄ Ā

)

is a subgroup of Gl(2n,C) and in fact a Lie group. Using this last exercise
we see that we may identify Gl(n,H) as a Lie group with this subgroup of
Gl(2n,C). We want to find a quaternionic analogue of U(n,C) and so we define
b : Hn ×Hn → H by

b(v, w) = v̄tw.

Explicitly, if

v =




v1

...
vn


 and w =




w1

...
wn




then

b(v, w) =
[

v1 · · · vn
]



w1

...
wn




=
∑

v̄iwi

Note that while b is obviously R-bilinear, if a ∈ H then we have b(va, w) =
b(v, w)ā and b(v, w) = b(v, w)a. Notice that we consistently use right multi-
plication by quaternionic scalars. Thus b is the quaternionic analogue of an
Hermitian scalar product.

Definition 4.4 We define U(n,H):

U(n,H) := {Q ∈ Gl(n,H) : b(Qv, Qw) = b(v, w) for all v, w ∈ Hn}
U(n,H) is called the quaternionic unitary group.
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U(n,H) is is sometimes called the symplectic group and denoted Sp(n) but
we will avoid this since we want no confusion with the symplectic groups we
have already defined.

U(n,H) is in fact a group since we may consider Hn a real vector space and
b a nondegenerate R-binear form with some special properties. Then U(n,H)
is just the group of linear maps which preserve this bilinear from. The image
of U(n,H) under the isomorphism ϑn×n : Mn×n(H) → ϑn×n(Mn×n(H)) is de-
noted USp(2n,C). Since it is easily established that ϑn×n|U(n,H) is a group
homomorphism, the image USp(2n,C) is a subgroup of Gl(2n,C).

Exercise 4.7 Show that ϑn×n(Āt) =
(
ϑn×n(A)

)t

.

Exercise 4.8 Show that USp(2n,C) is a Lie subgroup of Gl(2n,C).

Exercise 4.9 Show that USp(2n,C) = U(2n) ∩ Sp(2n,C). Hint: Show that

ϑn×n(Mn×n(H)) =
{
A ∈ Gl(2n,C) : JAJ−1 = Ā

}

where J =
(

0 id
−id 0

)
. Next show that if A ∈ U(2n) then JAJ−1 = Ā if and

only if AtJA = J .

4.3 Lie Group Homomorphisms

Definition 4.5 A smooth map f : G → H is called a Lie group homomor-
phism if

f(g1g2) = f(g1)f(g2) for all g1, g2 ∈ G and

f(g−1) = f(g)−1 for all g ∈ G.

and a Lie group isomorphism in case it has an inverse that is also a Lie
group homomorphism. A Lie group isomorphism G → G is called a Lie group
automorphism.

Example 4.11 The inclusion SO(n,R) ↪→ Gl(n,R) is a Lie group homomor-
phism.

Example 4.12 The circle S1 ⊂ C is a Lie group under complex multiplication
and the map

z = eiθ →



cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0

0 0 In−2




is a Lie group homomorphism of S1 into SO(n).
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Example 4.13 The conjugation map Cg : G → G is a Lie group automor-
phism.

Exercise 4.10 (*) Show that the multiplication map µ : G ×G → G has tan-
gent map at (e, e) ∈ G×G given as T(e,e)µ(v, w) = v+w. Recall that we identify
T(e,e)(G×G) with TeG× TeG.

Exercise 4.11 Gl(n,R) is an open subset of the vector space of all n× n ma-
trices Mn×n(R). Using the natural identification of TeGl(n,R) with Mn×n(R)
show that as a map Mn×n(R) → Mn×n(R) we have

TeCg : x 7→ gxg−1

where g ∈ Gl(n,R) and x ∈ Mn×n(R).

Example 4.14 The map t 7→ eit is a Lie group homomorphism from R to
S1 ⊂ C.

Remark 4.1 It is an unfortunate fact that in this setting a map itself is some-
times referred to as a “subgroup”. The term “one-parameter subgroup” from the
next definition is such a case.

Definition 4.6 A homomorphism from the additive group R into a Lie group
is called a one-parameter subgroup.

Example 4.15 We have seen that the torus S1×S1 is a Lie group under multi-
plication given by (eiτ1 , eiθ1)(eiτ2 , eiθ2) = (ei(τ1+τ2), ei(θ1+θ2)). Every homomor-
phism of R into S1×S1, that is, every one parameter subgroup of S1×S1 is of
the form t 7→ (etai, etbi) for some pair of real numbers a, b ∈ R.

Example 4.16 The map R : R→ SO(3) given by

θ 7→



cos θ − sin θ 0
sin θ cos θ 0

0 0 1




is a one parameter subgroup.

Recall that an n × n complex matrix A is called Hermitian (resp. skew-
Hermitian) if Āt = A (resp. Āt = −A).

Example 4.17 Given an element g of the group SU(2) we define the map Adg :
su(2) → su(2) by Adg : x 7→ gxg−1. Now the skew-Hermitian matrices of zero
trace can be identified with R3 by using the following matrices as a basis:

(
0 −i
−i 0

)
,

(
0 −1
1 0

)
,

( −i 0
0 i

)
.
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These are just −i times the Pauli matrices σ1, σ2, σ3 and so the corre-
spondence su(2) → R3 is given by −xiσ1 − yiσ2 − izσ3 7→ (x, y, z). Un-
der this correspondence the inner product on R3 becomes the inner product
(A,B) = trace(AB). But then

(AdgA,AdgB) = trace(gAgg−1Bg−1)
= trace(AB) = (A,B)

so Adg can be thought of as an element of O(3). More is true; Adg acts as an
element of SO(3) and the map g 7→ Adg is then a homomorphism from SU(2)
to SO(su(2)) ∼= SO(3). This is a special case of the adjoint map studied later.

Definition 4.7 If a Lie group homomorphism ℘ : G̃ → G is also a covering
map then we say that G̃ is a covering group and ℘ is a covering homomorphism.
If G̃ is simply connected then G̃ (resp. ℘) is called the universal covering group
(resp. universal covering homomorphism) of G.

Exercise 4.12 Show that if ℘ : M̃ → G is a smooth covering map and G is a
Lie group then M̃ can be given a unique Lie group structure such that ℘ becomes
a covering homomorphism.

Example 4.18 The group Mob of transformations of the complex plane given

by TA : z 7→ az+b
cz+d for A =

(
a b
c d

)
∈ Sl(2,C) can be given the structure of

a Lie group. The map ℘ : Sl(2,C) → Mob given by ℘ : A 7→ TA is onto but
not injective. In fact, it is a (two fold) covering homomorphism. When do two
elements of Sl(2,C) map to the same element of Mob?

4.4 The Lie algebra

Definition 4.8 A vector field X ∈ X(G) is called left invariant if and only if
(Lg)∗X = X for all g ∈ G. A vector field X ∈ X(G) is called right invariant
if and only if (Rg)∗X = X for all g ∈ G. The set of left invariant (resp. right
invariant) vectors Fields is denoted L(G) or XL(G) (resp. R(G) or XR(G)).

Recall that by definition (Lg)∗X = TLg ◦ X ◦ L−1
g and so left invariance

means that TLg ◦X ◦ L−1
g = X or that TLg ◦X = X ◦ Lg. Thus X ∈ X(G) is

left invariant if and only if the following diagram commutes for every g ∈ G.

TG
TLg−→ TG

X ↑ ↑ X

G
Lg−→ G

There is a similar diagram for right invariance.

Remark 4.2 As we mentioned previously, Lg∗ is sometimes used to mean TLg

and so left invariance of X would then amount to the requirement that for any
fixed p ∈ G we have Lg∗Xp = Xgp for all g ∈ G.
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Lemma 4.1 XL(G) is closed under the Lie bracket operation.

Proof. Suppose that X, Y ∈ XL(G). Then by Proposition 2.5 we have

(Lg)∗[X, Y ] = (Lg)∗(LXY ) = LLg∗XLg∗Y

= [Lg∗X, Lg∗Y ] = [X, Y ]

Corollary 4.1 XL(G) is an n-dimensional Lie algebra under the bracket of
vector fields (see definition 2.20).

Given a vector v ∈ TeG we can define a smooth left (resp. right) invariant
vector field Lv (resp. Rv) such that Lv(e) = v (resp. Rv(e) = v) by the simple
prescription

Lv(g) = TLg · v
(resp. Rv(g) = TRg · v)

Furthermore, the map v 7→ Lv (resp. v 7→ Rv) is a linear isomorphism from
TeG onto XL(G) (resp.XR(G)) . The proof that this prescription gives smooth
invariant vector fields is left to the reader (see Problem 3) . We now restrict
attention to the the left invariant fields but keep in mind that essentially all of
what we say for this case has analogies in the right invariant case. In any case
we will discover a conduit (the adjoint map) between the two cases.

The linear isomorphism TeG ∼= XL(G) just discovered shows that XL(G) is,
in fact, a finite dimensional vector space and using this isomorphism we can
transfer the Lie algebra structure to TeG. This is the content of the following

Definition 4.9 For a Lie group G, define the bracket of any two elements
v, w ∈ TeG by

[v, w] := [Lv, Lw](e).

With this bracket, the vector space TeG becomes a Lie algebra (see definition
2.21) and so we now have two Lie algebras, XL(G) and TeG which are isomorphic
by construction. The abstract Lie algebra isomorphic the either/both of them
is often referred to as the Lie algebra of the Lie group G and denoted variously
by L(G), Lie(G) or g. Of course, we are implying that Lie(H) is denoted h and
Lie(K) by k etc. In some computations we will have to use a specific realization
of g. Our default convention will be that g = Lie(G) := TeG with the bracket
defined above and then occasionally identify this with the left invariant fields
XL(G) under the vector field Lie bracket.

Definition 4.10 Given two Lie algebras over a field F, say (a, [, ]a) and (b, [, ]b),
an F-linear map σ is called a Lie algebra homomorphism if and only if

σ([v, w]a) = [σv, σw]b

for all v, w ∈ a. A Lie algebra isomorphism is defined in the obvious way. A
Lie algebra isomorphism g → g is called an automorphism of g.
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It is not hard to show that the set of all automorphisms of g, denoted Aut(g),
forms a Lie group (actually a Lie subgroup of Gl(g)).

Recall that if V is a finite dimensional vector space then each tangent space
TxV is naturally isomorphic to V. Now Gl(n) is an open subset of the vector
space of n × n real matrices Mn×n and so we obtain natural vector space iso-
morphisms T gGl(n) ∼=Mn×n for all g ∈ Gl(n). To move to the level of bundles
we reconstitute these isomorphisms to get maps TgGl(n) → {g} ×Mn×n which
we can then bundle together to get a trivialization T Gl(n) → Gl(n) ×Mn×n

(recall definition 2.15). One could use this trivialization to identify T Gl(n)
with Gl(n) ×Mn×n and this trivialization is just a special case of the general
situation: When U is an open subset of a vector space V, we have a trivial-
ization TU ∼= U × V. Further on, we introduce two more trivializations of
T Gl(n) ∼= Gl(n) ×Mn×n defined using the (left or right) Maurer-Cartan form
defined below. This will work for general Lie groups. Since these trivializations
could also be used as identifying isomorphisms we had better introduce a bit
of nonstandard terminology. Let us refer to the identification of T Gl(n) with
Gl(n)×Mn×n , or more generally TU with U×V, as the canonical identification.

Let us explicitly recall one way to describe the isomorphism TgGl(n) ∼=
Mn×n. If vg ∈ TgG then there is some curve (of matrices) cg : t 7→ c(t) such
that cg(0) = g and ċg(0) = vg ∈ TgG. By definition ċg(0) := T0c

g · d
dt

∣∣
0

which
is based at g. If we just take the ordinary derivative we get the matrix that
represents vg: If c(t) is given by

c(t) =




g1
1(t) g2

1(t) · · ·
g1
2(t)

. . .
... gn

n(t)




then ċ(0) = vg is identified with the matrix

a :=




d
dt

∣∣
t=0

g1
1

d
dt

∣∣
t=0

g2
1 · · ·

d
dt

∣∣
t=0

g1
2

. . .
... d

dt

∣∣
t=0

gn
n


 .

As a particular case, we have a vector space isomorphism gl(n) = T IGl(n) ∼=
Mn×n where I is the identity matrix in Gl(n). This we want to use to identify
gl(n) with Mn×n. Now gl(n) = TIGl(n) has a Lie algebra structure and we
would like to transfer the Lie bracket from gl(n) to Mn×n is such a way that
this isomorphism becomes a Lie algebra isomorphism. Below we discover that
the Lie bracket that we end up with forMn×n is the commutator bracket defined
by [A,B] := AB − BA. This is so natural that we can safely identify the Lie
algebra gl(n) with Mn×n. Along these lines we will also be able to identify the
Lie algebras of subgroups of Gl(n) (or Gl(n,C)) with linear subspaces of Mn×n

(or Mn×n(C)).
Initially, the Lie algebra of Gl(n) is given as the space of left invariant

vectors fields on GL(n). The bracket is the bracket of vector fields that we met
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earlier. This bracket is transferred to TIGl(n) according to the isomorphism of
X(GL(n)) with TIGL(n) given in this case by X 7→ X(I). The situation is that
we have two Lie algebra isomorphisms

X(Gl(n)) ∼= TIGl(n) ∼=Mn×n

and the origin of all of the Lie algebra structure is X(Gl(n)). The plan is then
to figure out what is the left invariant vector field that corresponds to a given
matrix from Mn×n. This gives a direct route between X(Gl(n)) and Mn×n

allowing us to see what the correct bracket on Mn×n should be. Note that a
global coordinate system for Gl(n) is given by the maps xk

l which are defined
by the requirement that xk

l (A) = ak
l whenever A = (ai

j). Thus any vector fields
X, Y ∈ X(Gl(n)) can be written

X = f i
j

∂

∂xi
j

Y = gi
j

∂

∂xi
j

for some functions f i
j and gi

j . Now let (ai
j) = A ∈ Mn×n. The corresponding

element of T IGl(n) can be written AI = ai
j

∂
∂xi

j

∣∣∣
I
. Corresponding to AI there

is a left invariant vector field XA which is given by XA(x) = TILx · vA which
in turn corresponds to the matrix d

dt

∣∣
0
xc(t) = xA. Thus XA is given by

X = f i
j

∂
∂xi

j
where f i

j(x) = xA =
(
xi

kak
j

)
. Similarly, let B be another matrix

with corresponding left invariant vector field XB . The bracket [XA, XB ] can
now be computed as follows:

[XA, XB ] = (f i
j

∂gk
l

∂xi
j

− gi
j

∂fk
l

∂xi
j

)
∂

∂xk
l

=

(
xi

ra
r
j

∂(xk
sbs

l )
∂xi

j

− xi
rb

r
j

∂(xk
sas

l )
∂xi

j

)
∂

∂xk
l

=
(
xk

rar
sb

s
l − xk

rbr
sa

s
l

) ∂

∂xk
l

Evaluating at I = (δi
i) we have

[XA, XB ](I) =
(
δk
r ar

sb
s
l − δk

r br
sa

s
l

) ∂

∂xk
l

∣∣∣∣
I

=
(
ak

sbs
l − bk

sas
l

) ∂

∂xk
l

∣∣∣∣
I

which corresponds to the matrix AB −BA. Thus the proper Lie algebra struc-
ture on Mn×n is given by the commutator [A,B] = AB −BA. In summary, we
have
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Proposition 4.3 Under the canonical of identification of gl(n) = TIGl(n) with
Mn×n the Lie bracket is the commutator bracket

[A, B] = AB −BA

Similarly, under the identification of TidGl(V) with End(V) the bracket is

[A, B] = A ◦B −B ◦A.

If G ⊂ Gl(n) is some matrix group then TIG may be identified with a linear
subspace of Mn×n and it turns out that this linear subspace will be closed
under the commutator bracket and so we actually have an identification of Lie
algebras: g is identified with a subspace of Mn×n. It is often the case that G
is defined by some matrix equation(s). By differentiating this equation we find
the defining equation(s) for g (the subspace of Mn×n). We first prove a general
result for Lie algebras of closed subgroups and then we apply his to some matrix
groups. Recall that if N is a submanifold of M and ι : N ↪→ M is the inclusion
map, then we identify TpN with Tpι(TpN) and Tpι is an inclusion. Now if H is
a closed Lie subgroup of a Lie group G and v ∈ h = TeH then v corresponds to
a left invariant vector field on G which is obtained by using the left translation
in G but also to a left invariant vector field on H obtain from left translation
in H. The notation we have been using so far is not sensitive to the distinction
so let us introduce an alternative notation.

Notation 4.1 For a Lie group G we have the alternative notation vG for the
left invariant vector field whose value at e is v. If H is a closed Lie subgroup of
G and v ∈ TeH then vG ∈ XL(G) while vH ∈ XL(H).

Proposition 4.4 Let H be a closed Lie subgroup of a Lie group G. Let

X̃L(H) := {X ∈ XL(G) : X(e) ∈ TeH}

then then the restriction of elements of X̃L(H) to the submanifold H are ele-
ments of XL(H). This induces an isomorphism of Lie algebras of vector fields
X̃L(H) ∼= XL(H). For v, w ∈ h we have

[v, w]h = [vH , wH ]e = [vG, wG]e = [v, w]g

and so h is a Lie subalgebra of g; the bracket on h is the same as that inherited
from g.

Proof. The Lie bracket on h = TeH is given by [v, w] := [vH , wH ](e).
Notice that if H is a closed Lie subgroup of a Lie group G then for h ∈ H we
have left translation by h as a map G → G and also as a map H → H. The
latter is the restriction of the former. To avoid notational clutter let us denote
Lh|H by lh. If ι : H ↪→ G is the inclusion then we have ι ◦ lh = Lh ◦ ι and so
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Tι ◦ T lh = TLh ◦ Tι. Now if vH ∈ XL(H) then we have

Thι
(
vH(h)

)
= Thι(Telh(v)) = Tι ◦ T lh(v)
= TLh ◦ Tι(v) = TeLh (Teι(v))

= TeLh (v) = vG(h) =
(
vG ◦ ι

)
(h)

so that vH and vG are ι-related for any v ∈ TeH ⊂ TeG. Thus for v, w ∈ TeH
we have

[v, w]h = [vH , wH ]e = [vG, wG]e = [v, w]g

which is the formula we wanted. Next, notice that if we take Thι as an inclusion
so that Thι

(
vH(h)

)
= vH(h) for all h then we have really shown that if v ∈ TeH

then vH is the restriction of vG to H. Also it is easy to see that

X̃L(H) = {vG : v ∈ TeH}

and so the restrictions of elements of X̃L(H) are none other than the elements
of XL(H) and from what we have shown, the restriction map X̃L(H) → XL(H)
is given by vG 7−→ vH and is a surjective Lie algebra homomorphism. It also
has kernel zero since if vH is the zero vector field then v = 0 which implies that
vG is the zero vector field.

Because [v, w]h = [v, w]g, the inclusion h ↪→ g is a Lie algebra homomor-
phism. Examining the details of the previous proof we see that we have a
commutative diagram

X̃L(H)
∼=−→ XL(H)

↖ ↗
h

of Lie algebra homomorphisms where the top horizontal map is restriction to H,
the left diagonal map is v 7−→ vG and the right diagonal map is v 7−→ vH . In
practice, what this last proposition shows is that in order to find the Lie algebra
of a closed subgroup H ⊂ G we only need to find the subspace h = TeH since
the bracket on h is just the restriction of the bracket on g. The following is also
easily seen to be a commutative diagram of Lie algebra homomorphisms:

X̃L(H) ↪→ XL(G)
↑ ↑
h ↪→ g

where both vertical maps are v 7−→ vG.
Now since the Lie algebra of Gl(n) is the set of all square matrices with the

commutator bracket and since we have just shown that the bracket for the Lie
algebra of a subgroup is just the restriction of the bracket on the containing
group we see that the bracket on matrix subgroups can also be taken to be the
commutator bracket.
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Example 4.19 Consider the orthogonal group O(n) ⊂ Gl(n). Given a curve
of orthogonal matrices Q(t) with Q(0) = I and d

dt

∣∣
t=0

Q(0) = A we compute by
differentiating the defining equation I = QtQ.

0 =
d

dt

∣∣∣∣
t=0

QtQ

=
(

d

dt

∣∣∣∣
t=0

Q

)t

Q(0) + Qt(0)
(

d

dt

∣∣∣∣
t=0

Q

)

= At + A

So that the space of skewsymmetric matrices is contained in the tangent space
TIO(n). But both TIO(n) and the space of skewsymmetric matrices have dimen-
sion n(n−1)

2 so they are equal. This means that we can identify o(n) with the
space of skewsymmetric matrices with the commutator bracket (inherited from
Gl(n)). One can easily check that the commutator bracket of two such matrices
is skewsymmetric as expected.

We have considered matrix groups as subgroups of Gl(n) but it is often more
convenient to consider subgroups of Gl(n,C). Since Gl(n,C) can be identified
with a subgroup of Gl(2n) this is only a slight change in viewpoint. The essential
parts of our discussion go through for Gl(n,C) without any essential change.

Example 4.20 Consider the unitary group U(n) ⊂ Gl(n,C). Given a curve
of unitary matrices Q(t) with Q(0) = I and d

dt

∣∣
t=0

Q(0) = A we compute by
differentiating the defining equation I = Q̄tQ.

0 =
d

dt

∣∣∣∣
t=0

Q̄tQ

=
(

d

dt

∣∣∣∣
t=0

Q̄

)t

Q(0) + Q̄t(0)
(

d

dt

∣∣∣∣
t=0

Q

)

= Āt + A

examining dimensions as before we see that we can identify u(n) with the space
of skewhermitian matrices (Āt = −A) under the commutator bracket.

We would now like to relate Lie group homomorphisms to Lie algebra ho-
momorphisms.

Proposition 4.5 Let h : G1 → G2 be a Lie group homomorphism. The map
Teh : g1 → g2 is a Lie algebra homomorphism called the Lie differential which
is denoted in this context by dh : g1 → g2 or by Lh : g1 → g2.
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Proof. For v ∈ g1 and x ∈ G we have

Txh · Lv(x) = Txh · (TeLx · v)
= Te(h ◦ Lx) · v
= Te(Lh(x) ◦ h) · v
= TeLh(x)(Teh · v)

= Ldh(v)(h(x))

so Lv vh Ldh(v). Thus by 2.5 we have for any v, w ∈ g1 that L[v,w] vh

[Ldh(v), Ldh(w)] or in other words, [Ldh(v), Ldh(w)] ◦ h = Th ◦ L[v,w] which at e
gives

[dh(v), dh(w)] = [v, w].

Theorem 4.2 Invariant vector fields are complete. The integral curves through
the identity element are the one-parameter subgroups.

Proof. Let X be a left invariant vector field and c : (a, b) → G be the integral
curve of X with ċ(0) = X(p). Let a < t1 < t2 < b and choose an element g ∈ G
such that gc(t1) = c(t2). Let ∆t = t2 − t1 and define c̄ : (a + ∆t, b + ∆t) → G
by c̄(t) = gc(t−∆t). Then we have

c̄′(t) = TLg · c′(t−∆t) = TLg ·X(c(t−∆t))
= X(gc(t−∆t)) = X(c̄(t))

and so c̄ is also an integral curve of X. Now on the intersection (a + ∆t, b) of
their domains, c and c̄ are equal since they are both integral curve of the same
field and since c̄(t2) = gc(t1) = c(t2). Thus we can concatenate the curves to get
a new integral curve defined on the larger domain (a, b + ∆t). Since this exten-
sion can be done again for the same fixed ∆t, we see that c can be extended to
(a,∞). A similar argument shows that we can extend in the negative direction
to get the needed extension of c to (−∞,∞).

Next assume that c is the integral curve with c(0) = e. The proof that
c(s+ t) = c(s)c(t) proceeds by considering γ(t) = c(s)−1c(s+ t). Then γ(0) = e
and also

γ′(t) = TLc(s)−1 · c′(s + t) = TLc(s)−1 ·X(c(s + t))

= X(c(s)−1c(s + t)) = X(γ(t)).

By the uniqueness of integral curves we must have c(s)−1c(s + t) = c(t) which
implies the result. Conversely, suppose c : R→ G is a one parameter subgroup
and let Xe = ċ(0). There is a left invariant vector field X such that X(e) = Xe,
namely, X = LXe . We must show that the integral curve through e of the field
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X is exactly c. But for this we only need that ċ(t) = X(c(t)) for all t. Now
c(t + s) = c(t)c(s) or c(t + s) = Lc(t)c(s). Thus

ċ(t) =
d

ds

∣∣∣∣
0

c(t + s) = (Tc(t)L) · ċ(0) = X(c(t))

and we are done.

Lemma 4.2 Let v ∈ g = TeG and the corresponding left invariant field Lv.
Then with ϕv(t) := ϕLv

t (e) we have that

ϕv(st) = ϕsv(t) (4.1)

A similar statement holds with Rv replacing Lv.

Proof. Letu = st. We have that d
dt

∣∣
t=0

ϕv(st) = du
dt

d
du

∣∣
t=0

ϕv(u)du
dt = sv

and so by uniqueness ϕv(st) = ϕsv(t).

Theorem 4.3 Let G be a Lie group. For a smooth curve c : R → G with
c(0) = e and ċ(0) = v, the following are all equivalent:

1. c(t) = ϕLv

t (e) for all t.

2. c(t) = ϕRv

t (e) for all t.

3. c is a one parameter subgroup with c(0) = v.

4. ϕLv

t = Rc(t) for all t.

5. ϕRv

t = Lc(t) for all t.

Proof. By definition ϕLv

t (e) = exp(tv). We have already shown that 1
implies 3. The proof that 2 implies 3 would be analogous. We have also already
shown that 3 implies 1.

Also, 4 implies 1 since then ϕLv

t (e) = Rc(t)(e) = c(t). Now assuming 1 we
have

c(t) = ϕLv

t (e)

d

dt

∣∣∣∣
0

c(t) = Lv(e)

d

dt

∣∣∣∣
0

gc(t) =
d

dt

∣∣∣∣
0

Lg(c(t))

= TLgv = Lv(g) for any g

d

dt

∣∣∣∣
0

Rc(t)g = Lv(g) for any g

Rc(t) = ϕLv

t

The rest is left to the reader.
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Definition 4.11 (The Exponential Map) For any v ∈ g = TeG we have the
corresponding left invariant field Lv which has an integral curve through e that
we denote by exp(tv). Thus the map t → exp(tv) is a Lie group homomorphism
from R into G that is a one-parameter subgroup. The map v 7→ exp(1v) =
expG(v) is referred to as the exponential map expG : g → G.

Lemma 4.3 The map expG : g → G is smooth.

Proof. Consider the map R × G × g → G × g given by (t, g, v) 7→ (g ·
expG(tv), v). This map is easily seen to be the flow on G× g of the vector field
X̃ : (g, v) 7→ (Lv(g), 0) and so is smooth. Now the restriction of this smooth
flow to the submanifold {1} × {e} × g is (1, e, v) 7→ (expG(v), v) is also smooth,
which clearly implies that expG(v) is smooth also.

Note that expG(0) = e. In the following theorem we use the canonical
identification of the tangent space of TeG at the zero element (that is T0(TeG))
with TeG itself.

Theorem 4.4 The tangent map of the exponential map expG : g → G is the
identity at 0 ∈ TeG = g and exp is a diffeomorphism of some neighborhood of
the origin onto its image in G.

Te exp = id : TeG → TeG

Proof. By lemma 4.3 we know that expG : g → G is a smooth map. Also,
d
dt

∣∣
0
expG(tv) = v which means the tangent map is v 7→ v. If the reader thinks

through the definitions carefully, he or she will discover that we have here used
the identification of g with T0g.

Remark 4.3 The “one-parameter subgroup” expG(tv) corresponding to a vec-
tor v ∈ g is actually a homomorphism rather than a subgroup but the terminology
is conventional. It is also an immersion whose image is an initial submanifold.

From the definitions and Theorem 4.3 we have

ϕLv

t (p) = p exp tv

ϕLv

t (p) = (exp tv) p

for all v ∈ g, all t ∈ R and all p ∈ G.

Proposition 4.6 For a (Lie group) homomorphism h : G1 → G2 the following
diagram commutes:

g1
dh→ g2

expG1 ↓ expG2 ↓
G1

h→ G2
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Proof. The curve t 7→ h(expG1(tv)) is clearly a one parameter subgroup.
Also,

d

dt

∣∣∣∣
0

h(expG1(tv)) = dh(v)

so by uniqueness of integral curves h(expG1(tv)) = expG2(tdh(v)).

Remark 4.4 We will usually not index the maps and shall just write exp for
the exponential map of any Lie group.

If H is a Lie subgroup of G, then the inclusion ι : H ↪→ G is an injective
homomorphism and the above Proposition 4.6 tell us that the exponential map
on h ⊂ g is the restriction of the exponential map on g. Thus, to understand the
exponential map for linear Lie groups, we must understand the exponential map
for the general linear group. Let V be a finite dimensional vector space.It will
be convenient to pick an inner product 〈., .〉 on V and define the norm of v ∈ V
by ‖v‖ :=

√
〈v, v〉. In case V is a complex vector space we use an hermitian

inner product. We put a norm on set of linear transformations L(V;V) by

‖A‖ = sup
‖v‖6=0

‖Av‖
‖v‖

We have ‖A ◦B‖ ≤ ‖A‖ ‖B‖ which implies that
∥∥Ak

∥∥ ≤ ‖A‖k. If we use the
identification of gl(V) with the (or equivalently the identification of gl(n,R)
with the linear space of n× n matrices), then the exponential map is given by
a power series

A 7→ exp(A) =
∞∑

k=0

1
k!

Ak

The sequence of partial sums sN :=
∑N

k=0
1
k!A

k is a Cauchy sequence in the
normed space gl(V).

∥∥∥∥∥
N∑

k=0

1
k!

Ak −
M∑

k=0

1
k!

Ak

∥∥∥∥∥ ≤
∥∥∥∥∥

N∑

k=M

1
k!

Ak

∥∥∥∥∥

≤
N∑

k=M

1
k!
‖A‖k

From this we see that

lim
M,N→∞

∥∥∥∥∥
N∑

k=0

1
k!

Ak −
M∑

k=0

1
k!

Ak

∥∥∥∥∥ = 0

and so {sN} is a Cauchy sequence. Since gl(V) together with the given norm is
known to be a Banach space we see that

∑∞
k=0

1
k!A

k converges. Now for a fixed
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A the gl(V) function α : t 7→ α(t) = exp(tA) is the unique solution of the initial
value problem

α′(t) = Aα(t)
α(0) = A

This can be seen by differentiating term by term

d

dt
exp(tA) =

∞∑

k=0

1
k!

tkAk =
∞∑

k=1

1
(k − 1)!

tk−1Ak

= A

∞∑

k=1

1
(k − 1)!

tk−1Ak−1 = A exp(tA)

So under our identifications, this says that α is the integral curve corresponding
to the left invariant vector field determined by A. Thus we have a concrete real-
ization of the exponential map for gl(V) and, by restriction, each Lie subgroup of
gl(V). Applying what we know about exponential maps in the abstract setting a
general Lie group we have in this concrete case exp((s + t)A) = exp(sA) exp(tA)
and exp(−tA) = (exp(tA))−1. Let A,B ∈ gl(V). Then

exp(A) exp(B) =




∞∑

j=0

1
j!

tjAj




( ∞∑

k=0

1
k!

tkBk

)

=
∞∑

k=0

1
j!k!

tj+kAjBk

On the other hand, suppose that A ◦B = B ◦A. Then we have

exp(A + B) =
∞∑

m=0

1
m!

tm (A + B)m =
∞∑

m=0

1
m!




∞∑

j+k=m

m!
j!k!

AjBk




=
∞∑

k=0

1
j!k!

tj+kAjBk

Thus in case A commutes with B, we have

exp(A + B) = exp(A) exp(B)

The Lie algebra of a Lie group and the group itself are closely related in
many ways. One observation is the following:

Proposition 4.7 If G is a connected Lie group then for any open neighborhood
V ⊂ g of 0 the group generated by exp(V ) is all of G.

sketch of proof. Since Te exp = id we have that exp is an open map near
0. The subgroup H generated by exp(V ) is a subgroup containing an open
neighborhood of e. The complement is also open by exercise 4.13 below. Thus
H is a connected component of G which contains the identity.
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Exercise 4.13 Let H be a subgroup of G and consider the cosets gH. Recall
that we have a disjoint union G = ∪gH. Show that if H is open then so are
all the cosets. Conclude that the complement Hc is also open and hence H is
closed..

Since most Lie groups of interest in practice are linear Lie groups, it will pay
to understand the exponential map a bit better in this case. Let V be a finite
dimensional vector space equiped with an inner product as before and also take
the induced norm on gl(V). By Problem 13 we can define a map log : U → gl(V)
where

U = {B ∈ Gl(V) : ‖B‖ < 1}
by using power series:

log B :=
∞∑

k=0

(−1)k

k
(B − I)k

If we compute formally, then for A ∈ gl(V)

log(exp A) =
(

A +
1
2!

A2

)
− 1

2

(
A +

1
2!

A2

)2

+
1
3

(
A +

1
2!

A2

)3

+ · · ·

= A +
(

1
2!

A2 − 1
2
A2

)
+

(
1
3!

A3 − 1
2
A3 +

1
3
A3

)
+ · · ·

We will argue that the above makes sense if ‖A‖ < log 2 and that there must
be cancelations in the last line so that log(exp A) = A. In fact, ‖expA− I‖ ≤
e‖A‖ − 1 and so the double series on the first line for log(exp A) must converge
absolutely if e‖A‖ − 1 < 1 or if ‖A‖ < log 2. This means that we may free
rearrange terms and expect the same cancelations as we find for the analogous
calculation of log(exp z) for complex z with |z| < log 2. But since log(exp z) = z
for such z we have the desired conclusion. Similarly one may argue that

exp(log B) = B if ‖B − I‖ < 1

This last argument appeals to what is sometimes called the substitution princi-
ple:

Proposition 4.8 (Substitution Principle) Let V be a finite dimensional normed
space and let L(V, V) be endowed with the induced norm. Let F (x) and G(x)
formal power series with real or complex coefficients. Then one may compute
the formal power series (F + G) (x), (FG) (x) and assuming G(0) = 0 we may
also compute the composition formal power series (F ◦G) (x). Consider the
coresponding real or complex power series for F and G and suppose that the
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radii of convergence for F (x) and G(x) are r1 and r2 respectively. Then for
A ∈ L(V, V) we have

(F + G) (A) = F (A) + G(A) for ‖A‖ < min{r1, r2}
(FG) (A) = F (A)G(A) for ‖A‖ < min{r1, r2}

(F ◦G) (A) = F (G(A)) for ‖A‖ < r1 and G(A) < r2

Now we prove a remarkable theorem that shows how an algebraic assump-
tion can have implications in the differentiable category. First we need some
notation.

Notation 4.2 If S is any subset of a Lie group G then we define

S−1 = {s−1 : s ∈ S}
and for any x ∈ G we define

xS = {xs : s ∈ S}.
Theorem 4.5 An abstract subgroup H of a Lie group G is a (regular) subman-
ifold if and only if H is a closed set in G. If follows that H is a (regular) Lie
subgroup of G.

Proof. First suppose that H is a (regular) submanifold. Then H is locally
closed. That is, every point x ∈ H has an open neighborhood U such that
U ∩ H is a relatively closed set in H. Let U be such a neighborhood of the
identity element e. We seek to show that H is closed in G. Let y ∈ H and
x ∈ yU−1 ∩H. Thus x ∈ H and y ∈ xU. Now this means that y ∈ H ∩ xU, and
hence x−1y ∈ H ∩ U = H ∩ U. So y ∈ H and we have shown that H is closed.

Now conversely, let us suppose that H is a closed abstract subgroup of G.
Since we can always use the diffeomorphism to translate any point to the iden-
tity, it suffices to find a neighborhood U of e such that U ∩H is a submanifold.
The strategy is to find out what Lie(H) = h is likely to be and then exponentiate
a neighborhood of e ∈ h.

First we will need to have an inner product on TeG so choose any such.
Then norms of vectors in TeG makes sense. Choose a small neighborhood Ũ of
0 ∈ TeG = g on which exp is a diffeomorphism, say exp : Ũ → U , with inverse
denoted by logU . Define the set H̃ in Ũ by H̃ = logU (H ∩ U).

Claim 4.1 If hn is a sequence in H̃ converging to zero and such that un =
hn/ |hn| converges to v ∈ g then exp(tv) ∈ H for all t ∈ R.

Proof of claim: Note that thn/ |hn| → tv while |hn| converges to zero. But
since |hn| → 0 we must be able to find a sequence k(n) ∈ Z such that k(n) |hn| →
t. From this we have exp(k(n)hn) = exp(k(n) |hn| hn

|hn| ) → exp(tv). But by the
properties of exp proved previously, we have exp(k(n)hn) = (exp(hn))k(n). But
exp(hn) ∈ H ∩U ⊂ H and so (exp(hn))k(n) ∈ H. But since H is closed we have
exp(tv) = limn→∞(exp(hn))k(n) ∈ H.
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Claim 4.2 The set W of all tv where v can be obtained as a limit hn/ |hn| → v

with hn ∈ H̃ is a vector space.
Proof of claim: It is enough to show that if hn/ |hn| → v and h′n/ |h′n| → w

with h′n, hn ∈ H̃ then there is a sequence of elements h′′n from H̃ with

h′′n/ |h′′n| →
v + w

|v + w| .

This will follow from the observation that

h(t) = logU (exp(tv) exp(tw))

is in H̃ and by exercise 4.10 we have that

lim
t↓0

h(t)/t = v + w

and so
h(t)/t

|h(t)/t| →
v + w

|v + w| .

The proof of the next claim will finish the proof of the theorem.

Claim 4.3 Let W be the set from the last claim. Then exp(W ) contains an
open neighborhood of e in H. Let W⊥ be the orthogonal compliment of W with
respect to the inner product chosen above. Then we have TeG = W⊥⊕W . It is
not difficult to show that the map Σ : W ⊕W⊥ → G defined by

v + w 7→ exp(v) exp(w)

is a diffeomorphism in a neighborhood of the origin in TeG. Now suppose that
exp(W ) does not contain an open neighborhood of e in H. Then we can choose
a sequence (vn, wn) ∈ W ⊕ W⊥ with (vn, wn) → 0 and exp(vn) exp(wn) ∈ H
and yet wn 6= 0. The space W⊥ is closed and the unit sphere in W⊥ is compact
so after passing to a subsequence we may assume that wn/ |wn| → w ∈ W⊥ and
of course |w| = 1. Since exp(vn) ∈ H and H is at least an algebraic subgroup
we see that since exp(vn) exp(wn) ∈ H, it must be that exp(wn) ∈ H also. But
then by the definition of W we have that w ∈ W which contradicts the fact that
|w| = 1 and w ∈ W⊥.

4.5 The Adjoint Representation of a Lie group

Definition 4.12 Fix an element g ∈ G. The map Cg : G → G defined by
Cg(x) = gxg−1 is a Lie group automorphism called the conjugation map and
the tangent map TeCg : g → g, denoted Adg, is called the adjoint map.

Exercise 4.14 Cg : G → G is a Lie group homomorphism. The proof is easy.
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Proposition 4.9 The map C : g 7→ Cg is a Lie group homomorphism G →
Aut(G).

The image of the map C inside Aut(G) is a subgroup called the group of
inner automorphisms and is denoted by Inn(G).

Using proposition 4.5 we get the following

Corollary 4.2 Adg : g → g is Lie algebra homomorphism.

Proposition 4.10 The map Ad : g 7→ Adg is a homomorphism G → Gl(g)
which is called the adjoint representation of G.

Proof. We have

Ad(g1g2) = TeCg1g2 = Te(Cg1 ◦ Cg2)
= TeCg1 ◦ TeCg2 = Adg1 ◦Adg2

which shows that Ad is a group homomorphism. The smoothness follows from
the following lemma applied to the map C : (g, x) 7→ Cg(x).

Lemma 4.4 Let f : M ×N → N be a smooth map and define the partial map
at x ∈ M by fx(y) = f(x, y). Suppose that for every x ∈ M the point y0 is fixed
by fx:

fx(y0) = y0 for all x.

The the map Ay0 : x 7→ Ty0fx is a smooth map from M to Gl(Ty0N).

Proof. It suffices to show that Ay0 composed with an arbitrary coordinate
function from some atlas of charts on Gl(Ty0N) is smooth. But Gl(Ty0N) has
an atlas consisting of a single chart. Namely, choose a basis v1, v2, ..., vn of Ty0N
and let υ1, υ2, ..., υn the dual basis of T ∗y0

N , then χi
j : A 7→ υi(Avj) is a typical

coordinate function. Now we compose;

χi
j ◦Ay0(x) = υi(Ay0(x)vj)

= υi(Ty0fx · vj).

Now it is enough to show that Ty0fx · vj is smooth in x. But this is just the
composition the smooth maps M → TM × TN ∼= T (M ×N) → T (N) given by

x 7→ ((x, 0), (y0, vj)) 7→ (∂1f) (x, y0) · 0 + (∂2f) (x, y0) · vj

= Ty0fx · vj .

(The reader might wish to review the discussion leading up to Lemma 2.2).

Recall that for v ∈ g we have the associated left invariant vector field Lv as
well as the right invariant field Rv. Using this notation we have

Lemma 4.5 Let v ∈ g. Then Lv(x) = RAdx v.
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Proof. Lv(x) = Te(Lx) · v = T (Rx)T (Rx−1)Te(Lx) · v = T (Rx)T (Rx−1 ◦
Lx) · v = RAd(x)v.

We now go one step further and take the differential of Ad.

Definition 4.13 For a Lie group G with Lie algebra g define the adjoint rep-
resentation of g, a map ad : g → gl(g) by

ad = Te Ad = d (Ad)

Proposition 4.11 ad(v)w = [v, w] for all v, w ∈ g .

Proof. Let v1, ..., vn be a basis for g so that Ad(x)w =
∑

ai(x)vi for some
functions ai. Then we have

ad(v)w = Te(Ad(.)w)v

= d(
∑

ai(.)vi)v

=
∑

(dai|e v)vi

=
∑

(Lvai)(e)vi

On the other hand, by lemma 4.5

Lw(x) = RAd(x)w = R(
∑

ai(x)vi)

=
∑

ai(x)Rvi

(x)

Then we have

[Lv, Lw] = [Lv,
∑

ai()Rvi

()] = 0 +
∑

Lv(ai)Rvi

.

Finally, we have

[w, v] = [Lw, Lv](e)

=
∑

Lv(ai)(e)Rvi

(e) =
∑

Lv(ai)(e)vi

ad(v)w.

The map ad : g →gl(g) = End(TeG) is given as the tangent map at the
identity of Ad which is a Lie algebra homomorphism. Thus by Proposition 4.5
we have obtain

Proposition 4.12 ad : g →gl(g) is a Lie algebra homomorphism.

Since ad is defined as the Lie differential of Ad, Proposition 4.6 tells us that the
following diagram commutes for any Lie group G:

g
ad→ gl(g)

exp ↓ ↓ exp
G

Ad→ Gl(g)
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On the other hand, for any g ∈ G, the map Cg : x 7→ gxg−1 is also a homomor-
phism and so Proposition 4.6 applies again giving the following commutative
diagram:

g
Adg→ g

exp ↓ ↓ exp

G
Cg→ G

In other words,
exp (tAdgv) = g exp(tv)g−1

for any g ∈ G, v ∈ g and t ∈ R.
In the case of linear Lie groups G ⊂ Gl(V) we have identified g with a

subspace of gl(V) which is in turn identified with L(V,V). In this case the
exponential map is given by the power series as explained above. It is easy to
show from the power series that B ◦ exp(tA) ◦B−1 = exp(tB ◦A ◦B−1) for any
A ∈ gl(V) and B ∈ Gl(V). In this special set of circumstances we have

AdBA = B ◦A ◦B−1

This is seen as follows:

AdBA =
d

dt

∣∣∣∣
t=0

B ◦ exp(tA) ◦B−1

=
d

dt

∣∣∣∣
t=0

exp(tB ◦A ◦B−1) = B ◦A ◦B−1

Earlier we noted that for a general Lie group we always have Ad◦ exp = exp ◦ad.
In the current context of linear Lie groups this can be written as

exp(A) ◦B ◦ exp(−A) =
∞∑

k=0

1
k!

(ad(A))kB

for any A ∈ gl(V) and any B ∈ Gl(V).
We have already defined the group Aut(G) and the subgroup Inn(G). We

have also defined Aut(g) as the space of Lie algebra automorphisms of g. The
image of ad : g → gl(g) is denoted Inn(g) and elements of Inn(g) are referred to
as inner automorphisms of the Lie algebra g.

4.6 The Maurer-Cartan Form

Define the maps ωG : TG → g (resp. ωright
G : TG → g) by

ωG(Xg) = TLg−1 ·Xg

(resp. ωright
G (Xg) = TRg−1 ·Xg).

ωG is a g valued 1-form called the (left-) Maurer-Cartan form. We will call
ωright

G the right Maurer-Cartan form but we will not be using it to the extent
of ωG.



152 CHAPTER 4. LIE GROUPS I

As we have seen, Gl(n) is an open set in a vector space and so its tangent
bundle is trivial TGl(n) ∼= Gl(n) ×Mn×n. A general abstract Lie group G is
not an open subset of a vector space but we are still able to show that TG
is trivial. There are two such trivializations obtained from the Maurer-Cartan
forms. These are trivL : TG → G× g and trivR : TG → G× g and defined by

trivL(vg) = (g, ωG(vg))

trivR(vg) = (g, ωright
G (vg))

for vg ∈ TgG. These maps are both trivializations. Thus we have the following:

Proposition 4.13 The tangent bundle of a Lie group is trivial: TG ∼= G× g.

Proof. It is easy to check that trivL and trivR are trivializations in the
sense of definition 2.15.

We will refer to trivL and trivR as the (left and right) Maurer-Cartan
trivializations. How do these two trivializations compare? There is no special
reason to prefer right multiplication. We could have used right invariant vector
fields as our means of producing the Lie algebra and the whole theory would
work ‘on the other side’ so to speak. What is the relation between left and right
in this context? The bridge between left and right is the adjoint map.

Lemma 4.6 (Left-right lemma) For any v ∈ g the map g 7→ triv−1
L (g, v) is

a left invariant vector field on G while g 7→ triv−1
R (g, v) is right invariant. Also,

trivR ◦ triv−1
L (g, v) = (g, Adg(v)).

Proof. The invariance is easy to check and is left as an exercise. Now the
second statement is also easy:

trivR ◦ triv−1
L (g, v)

= (g, TRg−1TLgv) = (g, T (Rg−1Lg) · v)
= (g, Adg(v)).

It is often convenient to actually identify the tangent bundle TG of a Lie
group G with G× g. Of course we must specify which of the two trivializations
described above is being invoked. Unless indicated otherwise we shall use the
“left version” described above: vg 7→ (g, ωG(vg)) = (g, TL−1

g (vg)).
Warning: It must be realized that we now have three natural ways to

trivialize the tangent bundle of the general linear group. In fact, the usual one
which we introduced earlier is actually the restriction to TGl(n) of the Maurer-
Cartan trivialization of the abelian Lie group (Mn×n, +).

In order to use the (left) Maurer-Cartan trivialization as an identification
effectively, we need to find out how a few basic operations look when this iden-
tification is imposed.

The picture obtained from using the trivialization produced by the
left Maurer-Cartan form:
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1. The tangent map of left translation TLg : TG → TG takes the form
“TLg” : (x, v) 7→ (gx, v). Indeed, the following diagram commutes:

TG
TLg−→ TG

↓ ↓
G× g

“TLg”−→ G× g

where elementwise we have

vx
TLg //

²²

TLg · vx

²²
(x, TL−1

x vx)
= (x, v)

// (gx, TL−1
x vx)

= (gx, v)

2. The tangent map of multiplication: This time we will invoke two iden-
tifications. First, group multiplication is a map µ : G × G → G and
so on the tangent level we have a map T (G × G) → G. Now recall
that we have a natural isomorphism T (G × G) ∼= TG × TG given by
Tπ1 × Tπ2 : (v(x,y)) 7→ (Tπ1 · v(x,y), Tπ2 · v(x,y)). If we also identify TG
with G × g then TG × TG ∼= (G × g) × (G × g) and we end up with the
following “version” of Tµ:

“Tµ” : (G× g)× (G× g) → G× g

“Tµ” : ((x, v), (y, w)) 7→ (xy, TRyv + TLxw)

(See exercise 4.15).

3. The (left) Maurer-Cartan form is a map ωG : TG → TeG = g and so there
must be a “version”, “ωG”, that uses the identification TG ∼= G × g. In
fact, the map we seek is just projection:

“ωG” : (x, v) 7→ v

4. The right Maurer-Cartan form is a little more complicated since we are
using the isomorphism TG ∼= G×g obtained from the left Maurer-Cartan
form. The result follows from the “left-right lemma 4.6:

“ωright
G ” : (x, v) 7→ Adg(v)

The adjoint map is nearly the same thing as the right Maurer-Cartan
form once we decide to use the (left) trivialization TG ∼= G × g as an
identification.
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5. A vector field X ∈ X(G) should correspond to a section of the product
bundle G×g →G which must have the form

←→
X : x 7→ (x, FX(x)) for some

smooth g-valued function FX ∈ C∞(G; g). It is an easy consequence of the
definitions that FX(x) = ωG(X(x)) = TL−1

x ·X(x). We ought to be able
to identify how

←→
X acts on C∞(G). We have (

←→
X f)(x) = (x, FX(x))f =

(TLx · FX(x))f . Under this identification, a left invariant vector field
becomes a constant section of G × g. For example, if X is left invariant
then the corresponding constant section is x 7→ (x,X(e)).

Exercise 4.15 Refer to 2. Show that the map “Tµ” defined so that the diagram
below commutes is ((x, v), (y, w)) 7→ (xy, TRyv + TLxw).

T (G×G)
∼= TG× TG

Tµ→ TG

↓ ↓
(G× g)× (G× g)

“Tµ”→ G× g

4.7 Spinors and rotation

The matrix Lie group SO(3) is the group of orientation preserving rotations of
R3 acting by matrix multiplication on column vectors. The group SU(2) is the
group of complex 2× 2 unitary matrices of determinant 1. We shall now expose
an interesting relation between these groups. First recall the Pauli matrices:

σ0 =
(

1 0
0 1

)
, σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)

The real vector space spanned by σ1, σ2, σ3 is the space of traceless Hermi-
tian matrices. Let us temporarily denote the latter by R̂3. We have a linear
isomorphism R3 → R̂3 given by (x1, x2, x3) 7→ x1σ1 + x2σ2 + x3σ3 which we
abbreviate to ~x 7→ x̂. Now it is easy to check that det(x̂) is just − |~x|2. In
fact, if introduce an inner product on R̂3 by the formula 〈x̂, ŷ〉 := − 1

2 tr(x̂ŷ)
then the map ~x 7→ x̂ is an isometry. Next we notice that SU(2) acts on R̂3 by
(g, x̂) 7→ gx̂g−1 = gx̂g∗ thus giving a representation ρ of SU(2) in R̂3. It is easy
to see that 〈ρ(g)x̂, ρ(g)ŷ〉 = 〈x̂, ŷ〉 and so under the identification R3 ↔ R̂3 we
see that SU(2) act on R3 as an element of O(3).

Exercise 4.16 Show that in fact, the map SU(2) → O(3) has image SO(3)
and is actually a covering homomorphism onto SO(3) with kernel {±I} ∼= Z2.

Exercise 4.17 Show that the algebra generated by the matrices σ0,−iσ1,−iσ2,−iσ3

is isomorphic to the quaternion algebra and that the set of matrices −iσ1,−iσ2,−iσ3

span a real vector space which is equal as a set to the traceless skew Hermitian
matrices su(2).
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Let I = −iσ1, J = −iσ2 and −iσ3 = K. One can redo the above analysis
using the isometry R3 → su(2) given by

(x1, x2, x3) 7→ x1I + x2J + x3K

~x 7→ x̃

where this time 〈x̃, ỹ〉 := 1
2 tr(x̃ỹ∗) = − 1

2 tr(x̃ỹ). Notice that su(2) = span{I, J,K}
is the Lie algebra of SU(2) the action (g, x̂) 7→ gx̂g−1 = gx̂g∗ is just the adjoint
action to be defined in a more general setting below. Anticipating this, let us
write Ad(g) : x̂ 7→ gx̂g∗. This gives the map g 7→ Ad(g); a Lie group homomor-
phism SU(2) → SO(su(2), 〈, 〉). Once again we get the same map SU(2) → O(3)
which is a Lie group homomorphism and has kernel {±I} ∼= Z2. In fact, we
have the following commutative diagram:

SU(2) = SU(2)
ρ ↓ Ad ↓

SO(3) ∼= SO(su(2), 〈, 〉)
Exercise 4.18 Check the details here!

What is the differential of the map ρ : SU(2) → O(3) at the identity?
Let g(t) be a curve in SU(2) with d

dt

∣∣
t=0

g = g′. We have d
dt (g(t)Ag∗(t)) =

( d
dtg(t))Ag∗(t) + g(t)A( d

dtg(t))∗ and so the map ad : g′ 7→ g′A + Ag′∗ = [g′, A]

d

dt
〈gx̂, gŷ〉 =

d

dt

1
2
tr(gx̃(gỹ)∗)

1
2
tr([g′, x̃], (ỹ)∗) +

1
2
tr(x̃, ([g′, ỹ])∗)

==
1
2
tr([g′, x̃], (ỹ)∗)− 1

2
tr(x̃, [g′, ỹ])

= 〈[g′, x̃], ỹ〉 − 〈x̃, [g′, ỹ]〉
= .〈ad(g′)x̃, ỹ〉 − 〈x̃, ad(g′)ỹ〉

From this is follows that the differential of the map SU(2) → O(3) takes su(2)
isomorphically onto the space so(3). We have

su(2) = su(2)
dρ ↓ ad ↓
so(3) ∼= so(su(2), 〈, 〉)

where so(su(2), 〈, 〉) denotes the linear maps su(2) → su(2) skew-symmetric with
respect to the inner product 〈x̃, ỹ〉 := 1

2 tr(x̃ỹ∗).

4.8 Lie Group Actions

The basic definitions for group actions were given earlier in definition 1.24 and
1.25. As before we give most of our definitions and results for left actions and
ask the reader to notice that analogous statements can be made for right actions.
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Definition 4.14 Let l : G ×M → M be a left action where G is a Lie group
and M a smooth manifold. If l is a smooth map then we say that l is a (smooth)
Lie group action.

As before, we also use either of the notations gx or lg(p) for l(g, p). For
right actions r : M × G → M we write pg = rg(p) = r(p, g). A right action
corresponds to a left action by the rule gp := pg−1. Recall that for p ∈ M the
orbit of p is denoted Gp and we call the action transitive if Gp = M .

Definition 4.15 Let l be a Lie group action as above. For a fixed p ∈ M the
isotropy group of p is defined to be

Gp := {g ∈ G : gp = p}

The isotropy group of p is also called the stabilizer of p.

Exercise 4.19 Show that Gp is a closed subset and abstract subgroup of G.
This means that Gp is a closed Lie subgroup.

Recalling the definition of a free action, it is easy to see that an action is
free if and only if the isotropy subgroup of every point is the trivial subgroup
consisting of the identity element alone.

Definition 4.16 Suppose that we have Lie group action of G on M . If N is
a subset of M and gx ∈ x for all x ∈ N then we say that N is an invariant
subset. If N is also a submanifold then it is called an invariant submanifold.

In this definition we include the possibility that N is an open submanifold.
If N is an invariant subset of N then it is easy to set that gN = N where
gN = lg(N) for any g. Furthermore, if N is a submanifold then the action
restricts to a Lie group action G×N → N .

If G is zero dimensional then by definition it is just a group with discrete
topology and we recover the definition of discrete group action. We have already
seen several examples of discrete group actions and now we list a few examples
of more general Lie group actions.

Example 4.21 In case M = Rn then the Lie group GL(n,R) acts on Rn by
matrix multiplication. Similarly, GL(n,C) acts on Cn. More abstractly, GL(V )
acts on the vector space V . This action is smooth since Ax depends smoothly
(polynomially) on the components of A and on the components of x ∈ Rn.

Example 4.22 Any Lie subgroup of GL(n,R) acts on Rn also by matrix mul-
tiplication. For example, O(n,R) acts on Rn. For every x ∈ Rn the orbit of x is
the sphere of radius ‖x‖. This is trivially true if ‖x‖ = 0. In general, if ‖x‖ 6= 0
then, ‖gx‖ = ‖x‖ for any g ∈ O(n,R). On the other hand, if x, y ∈ Rn and
‖x‖ = ‖y‖ = r then let x̂ := x/r and ŷ := y/r. Extend to orthonormal bases
(x̂ = e1, ..., en) and (ŷ = f1, ..., fn). Then there exists an orthogonal matrix S
such that Sei = fi for i = 1, ..., n. In particular, Sx̂ = ŷ and so Sx = y.
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Exercise 4.20 From the last example we can restrict the action of O(n,R) to a
transitive action on Sn−1. Now SO(n,R) also acts on Rn and by restriction on
Sn−1. From the last example we know that O(n,R) acts transitively on Sn−1.
Show that the same is true for SO(n,R) as long as n > 1.

A Lie group acts on itself in an obvious way:

Definition 4.17 For a Lie group G and a fixed element g ∈ G, the maps Lg :
G → G and Rg : G → G are defined by

Lgx = gx for x ∈ G

Rgx = xg for x ∈ G

and are called left translation and right translation (by g) respectively.

The maps G×G → G given by (g, x) 7→ Lgx and (g, x) 7→ Rgx are Lie group
actions.

Example 4.23 If H is a Lie subgroup of a Lie group G then we can consider
Lh for any h ∈ H and thereby obtain an action of H on G.

Recall that a subgroup H of a group G is called a normal subgroup if gkg−1 ∈
K for any k ∈ H and all g ∈ G. In other word, H is normal if gHg−1 ⊂ H for
all all g ∈ G and it is easy to see that in this case we always have gHg−1 = H.

Example 4.24 If H is a normal Lie subgroup of G, then G acts on H by
conjugation:

Cgh = ghg−1

Suppose now that a Lie group G acts on smooth manifolds M and N . For
simplicity we take both actions to be left action which we denote by l and λ
respectively. A map Φ : M → N such that Φ ◦ lg = λg ◦ Φ for all g ∈ G, is said
to be an equivariant map (equivariant with respect to the given actions). This
means that for all g the following diagram commutes:

M
Φ→ N

lg ↓ ↓ λg

M
Φ→ N

If Φ is also a diffeomorphism then we have an equivalence of Lie group actions.

Example 4.25 If φ : G → H is a Lie group homomorphism then we can define
an action of G on H by λ(g, g1) = λg(h) = Lφ(g)h. We leave it to the reader to
verify that this is indeed a Lie group action. In this situation φ is equivariant
with respect to the actions λ and L (left translation).
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Example 4.26 Let Tn = S1 × · · · × S1 be the n−torus where we identify S1

with the complex numbers of unit modulus. Fix k = (k1, ..., kn) ∈ Rn.Then R
acts on Rn by τk(t, x) = t · x := x + tk. On the other hand, R acts on Tn by
t · (z1, ..., zn) = (eitk1z1, ..., eitknzn). The map Rn → Tn given by (x1, ..., xn) 7→
(eix1

, ..., eixn

) is equivariant with respect to these actions.

Theorem 4.6 (Equivariant Rank Theorem) Suppose that f : M → N is
smooth and that a Lie group G acts on both M and N with the action on M
being transitive. If f is equivariant then it has constant rank. In particular,
each level set of f is a closed regular submanifold.

Proof. Let the actions on M and N be denoted by l and λ respectively as
before. Pick any two points p1, p2 ∈ M . Since G acts transitively on M there is
a g with lgp1 = p2. By hypothesis, we have the following commutative diagram

M
f→ N

lg ↓ ↓ λg

M
f→ N

which, upon application of the tangent functor gives the commutative diagram

M
Tp1f→ N

Tp1 lg ↓ ↓ Tf(p1)λg

M
Tp2f→ N

Since the maps Tp1 lg and Tf(p1)λg are linear isomorphisms we see that Tp1f
must have the same rank as Tp1f . Since p1 and p2 were arbitrary we see that
the rank of f is constant on M .

There are several corollaries of this neat theorem. For example, we know
that O(n,R) is the level set f−1(I) where f : GL(n,R) → gl(n,R) =M(n,R)
is given by f(A) = AT A. The group O(n,R) acts on itself via left translation
and we also let O(n,R) act on gl(n,R) by Q · A := QT AQ (adjoint action).
One checks easily that f is equivariant with respect to these actions and since
the first action (left translation) is certainly transitive we see that O(n,R) is
a closed regular submanifold of GL(n,R). It follows from proposition 4.1 that
O(n,R) is a closed Lie subgroup of GL(n,R). Similar arguments apply for
U(n,C) ⊂ GL(n,C) and other linear Lie groups. In fact we have the following
general corollary to Theorem 4.6 above.

Corollary 4.3 If φ : G → H is a Lie group homomorphism then the kernel
Ker(h) is a closed Lie subgroup of G.

Proof. Let G act on itself and on H as in example 4.25. Then φ is equiv-
ariant and φ−1(e) = Ker(h) is a closed Lie subgroup by Theorem 4.6 and
Proposition 4.1.

We also have use for the
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Corollary 4.4 Let l : G×M → M be a Lie group action and Gp the isotropy
subgroup of some p ∈ M . Then Gp is a closed Lie subgroup of G.

Proof. The orbit map θp : G → M given by θp(g) = gp is an equivariant
with respect to left translation on G and the given action on M . Thus by
the equivariant rank theorem, Gp is a regular submanifold of G an then by
Proposition 4.1 it is a closed Lie subgroup.

4.8.1 Proper Lie Group Actions

Definition 4.18 Let l : G×M → M be a smooth (or merely continuous) group
action. If the the map P : G×M → M ×M given by (g, p) 7→ (lgp, p) is proper
we say that the action is a proper action.

It is important to notice that a proper action is not defined to be an action
such that the defining map l : G×M → M is proper.

We now give a useful characterization of a proper action. For any subset
K ⊂ M, let g ·K := {gx : x ∈ K}.

Proposition 4.14 Let l : G × M → M be a smooth (or merely continuous)
group action. Then l is a proper action if and only if the set

GK := {g ∈ G : (g ·K) ∩K 6= ∅}

is compact whenever K is compact.

Proof. We follow the proof from [Lee, John];
Suppose that l is proper so that the map P is a proper map. Let πG be the

first factor projection G×M → G. Then

GK = {g : there exists a x ∈ K such that gx ∈ K}
= {g : there exists a x ∈ M such that P (g, x) ∈ K ×K}
= πG(P−1(K ×K))

and so GK is compact.
Next we assume that GK is compact for all compact K. If C ⊂ M ×M is

compact then letting K = π1(C) ∩ π2(C) where π1 and π2 are first and second
factor projections M ×M → M respectively we have

P−1(C) ⊂ P−1(K ×K) ⊂ {(g, x) : gp ∈ K}
⊂ GK ×K.

Since P−1(C) is a closed subset of the compact set GK ×K it is compact. This
means that P is proper since C was an arbitrary compact subset of M ×M .

Using this proposition, one can show that definition 1.29 for discrete actions
is consistent with definition 4.18 above.



160 CHAPTER 4. LIE GROUPS I

Proposition 4.15 If G is compact then any smooth action l : G×M → M is
proper.

Proof. Let K ⊂ M ×M be compact. We find compact C ⊂ M such that
K ⊂ C × C as in the proof of proposition 4.14.

Claim: P−1(K) is compact. Indeed,

P−1(K) ⊂ P−1(C × C) = ∪c∈CP−1(C × {c})
= ∪c∈C{(g, p) : (gp, p) ∈ C × {c}}
= ∪c∈C{(g, c) : gp ∈ C}
⊂ ∪c∈C (G× {c}) = G× C

Thus P−1(K) is a closed subset of the compact set G × C and hence is
compact.

Exercise 4.21 Prove the following
i) If l : G×M → M is a proper action and H ⊂ G is a closed subgroup then

the restricted action H ×M → M is proper.
ii) If N is an invariant submanifold for a proper action l : G×M → M then

the restricted action G×N → N is also proper.

Let us now consider a Lie group action l : G×M → M that is both proper
and free. The map orbit map at p is the map θp : G → M given by θp(g) = g ·p.
It is easily seen to be smooth and its image is obviously G · p. In fact, if the
action is free then each orbit map is injective. Also, θp is equivariant with
respect to the left action of G on itself and the action l :

θp(gx) = (gx) · p = g · (x · p)
= g · θp(x)

for all x, g ∈ G. It now follows from Theorem 4.6 (the equivariant rank theorem)
that θp has constant rank and since it is injective it must be an immersion. Not
only that, but it is a proper map. Indeed, for any compact K ⊂ M the set
θ−1

p (K) is a closed subset of the set GK∪{p} and since the later set is compact
by Theorem 4.14, θ−1

p (K) is compact. Now by exercise 3.3 obtain the result
that θp is an embedding and each orbit is a regular submanifold of M .

It will be very convenient to have charts on M which fit the action of G in
a nice way. See figure 4.1.

Definition 4.19 Let M be an n-manifold and G a Lie group of dimension k.
If l : G×M → M is a Lie group action then an action-adapted chart on M
is a chart (U, x) such that

i) x(U) is a product open set V1 × V1 ⊂ Rk × Rn−k = Rn

ii) if an orbit has nonempty intersection with U then that intersection has the
form

{xk+1 = c1, ...., xn = cn−k}
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G

p

p.

Figure 4.1: Action-adapted chart

for some constants c1, ..., cn−k.

Theorem 4.7 If l : G×M → M is a free and proper Lie group action then for
every p ∈ M there is an action-adapted chart centered at p.

Proof. Let p ∈ M be given. Since G · p is a regular submanifold we may
choose a regular submanifold chart (W, y) centered at p so that (G · p) ∩W is
exactly given by yk+1 = ... = yn = 0 in W . Let S be the complementary slice
in W given by y1 = ... = yk = 0. Note that S is a regular submanifold. The
tangent space TpM decomposes as

TpM = Tp (G · p)⊕ TpS

Let ϕ : G× S → M be the restriction of the action l to the set G× S. Also, let
ip : G → G× S be the insertion map g 7→ (g, p) and let je : S → G× S be the
insertion map s 7→ (e, s). These insertion maps are embeddings and we have
θp = ϕ◦ip and also ϕ◦je = ι where ι is the inclusion S ↪→ M . Now Teθp(TeG) =
Tp(G · p) since θp is an embedding. On the other hand, Tθp = Tϕ ◦ Tip and
so the image of T(e,p)ϕ must contain Tp(G · p). Similarly, from the composition
ϕ ◦ je = ι we see that the image of T(e,p)ϕ must contain TpS. It follows that
T(e,p)ϕ : T(e,p)(G × S) → TpM is surjective and since T(e,p)(G × S) and TpM
have the same dimension it is also injective.
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By the inverse function theorem, there is neighborhood O of (e, p) such that
ϕ|O is a diffeomorphism. By shrinking O further if necessary we may assume
that ϕ(O) ⊂ W . We may also arrange that O has the form of a product
O = A × B for A open in G and B open in S. In fact, we can assume that
there are diffeomorphisms α : Ik → A and β : In−k → B where Ik and In−k

are the open cubes in Rk and Rn−k given respectively by Ik = (−1, 1)k and
In−k = (−1, 1)n−k and where α(e) = 0 ∈ Rk and β(p) = 0 ∈ Rn−k. Let
U := ϕ (A×B). The map ϕ ◦ (α× β) : Ik × In−k → U is a diffeomorphism
and so its inverse is a chart. We must make one more adjustment. We must
show that B can be chosen small enough that the intersection of each orbit
with B is either empty or a single point. If this were not true then there would
be a sequence of open sets Bi with compact closure (and with corresponding
diffeomorphisms βi : Ik → Bi as above) such that for every i there is a pair of
distinct points pi, p

′
i ∈ Bi with gipi = p′i for some sequence {gi} ⊂ G. Since

manifolds are first countable and normal, we may assume that the sequence
{Bi} is a nested neighborhood basis which means that Bi+1 ⊂ Bi for all i
and for each neighborhood V of p, we have Bi ⊂ V for large enough i. This
forces both pi, and p′i = gipi to converge to p. From this we see that the
set K = {(gipi, pi), (p, p)} ⊂ M × M is compact. Recall that by definition
the map P : (g, x) 7−→ (gx, x) is proper. Since (gi, pi) = P−1(gipi, pi) we see
that {(gi, pi)} is a subset of the compact set P−1(K). Thus after passing to
a subsequence we have that (gi, pi) converges to (g, p) for some g and hence
gi → g and gipi → gp. But this means we have

gp = lim
i→∞

gipi = lim
i→∞

p′i = p

and since the action is free we conclude that g = e. But this is impossible since
it would mean that for large enough i we would have gi ∈ A and in turn this
would imply that

ϕ(gi, pi) = lgi(pi) = p′i = le(p′i) = ϕ(e, p′i)

contradicting the injectivity of ϕ on A × B. Thus after shrinking B we may
assume that the intersection of each orbit with B is either empty or a single
point. We leave it to the reader to check that with x := (ϕ ◦ (α× β))−1 : U →
Ik × In−k ⊂ Rn we obtain a chart (U, x) with the desired properties.

For the next lemma we continue with the convention that I is the interval
(−1, 1).

Lemma 4.7 Let x := (ϕ ◦ (α× β))−1 : U → Ik × In−k = In ⊂ Rn be an
action-adapted chart map obtained as in the proof of Theorem 4.7 above. Then
given any p1 ∈ U, there exists a diffeomorphism ψ : In → In such that ψ ◦ x is
an action-adapted chart centered at p1.

Proof. Clearly all we need to do is show that for any a ∈ In there is a
diffeomorphism ψ : In → In such that ψ(a) = 0. Let ai be the i−th component
of a. Let ψi : I → I be defined by

ψi := φ ◦ t−φ(ai) ◦ φ
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where t−c(x) := x− c and φ : (−1, 1) → R is the useful diffeomorphism φ : x 7→
tan(π

2 x). The diffeomorphism we want is now ψ(x) = (ψ1(x1), ..., ψ1(xn)).

4.8.2 Quotients

If l : G × M → M is a Lie group action, then there is a natural equivalence
relation on M whereby the equivalence classes are exactly the orbits of the
action. The quotient space space (or orbit space) is denoted G\M and we have
the quotient map π : M → G\M . We put the quotient topology on G\M so
that A ⊂ G\M is open if and only if π−1 (A) is open in M . The quotient map
is also open. Indeed, let U ⊂ M be open. We want to show that π(U) is open
and for this it suffices to show that π−1 (π(U)) is open. But π−1 (π(U)) is the
union ∪glg(U) and this is open since each lg(U) is open.

Lemma 4.8 G\M is a Hausdorff space if the set Γ := {(gp, p) : g ∈ G, p ∈ M}
is a closed subset of M ×M .

Proof. Let p, q ∈ G\M with π(p) = p and π(q) = q. If p 6= q then p and q
are not in the same orbit. This means that (p, q) /∈ Γ and so there must be a
product open set U×V such that (p, q) ∈ U×V and U×V disjoint from Γ. This
means that π (U) and π (V ) are disjoint neighborhoods of p and q respectively

Proposition 4.16 If l : G×M → M is a free and proper action then G\M is
Hausdorff and paracompact.
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Proof. To show that G\M is Hausdorff we use the previous lemma. We
must show that Γ is closed. But Γ = P (G×M) is closed since P is proper.

To show that G\M is paracompact it suffices to show that each connected
component of G\M is second countable. This reduces the situation to the case
where G\M is connected. In this case we can see that if {Ui} is a countable
basis for the topology on M then {π (Ui)} is a countable basis for the topology
on G\M .

We will shortly show that if the action is free and proper then G\M has a
smooth structure which makes the quotient map π : M → G\M a submersion.
Before coming to this lets us note that if such a smooth structure exists then
it is unique. Indeed, if (G\M)A is G\M with a smooth structure given by
maximal atlas A and similarly for (G\M)B for another atlas B then we have
the following commutative diagram:

M
π ↙ ↘ π

(G\M)A
id−→ (G\M)B

Since π is a surjective submersion, Proposition 3.5applies to show that (G\M)A
id−→

(G\M)B is smooth as is its inverse. This means that A = B.

Theorem 4.8 If l : G × M → M is a free and proper Lie group action then
there is a unique smooth structure on the quotient G\M such that

(i) the induced topology is the quotient topology and hence G\M is a smooth
manifold,

(ii) the projection π : M → G\M is a submersion,

(iii) dim(G\M) = dim(M)− dim(G).

Proof. Let dim(M) = n and dim(G) = k. We have already show that G\M
is a paracompact Hausdorff space. All that is left is to exhibit an atlas such that
the charts are homeomorphisms with respect to this quotient topology. Let q ∈
G\M and choose p with π(p) = q. Let (U, x) be an action-adapted chart centered
at p and constructed exactly as in Theorem 4.7. Let π(U) = V ⊂ G\M and let
B be the slice x1 = · · · = xk = 0. By construction π|B : B → V is a bijection
and in fact it is easy to check that π|B is a homeomorphism and σ := (π|B)−1

is the corresponding local section. Consider the map y = π2 ◦ x ◦ σ where π2 is
the second factor projection π2 : Rk×Rn−k → Rn−k. This is a homeomorphism
since (π2 ◦ x)|B is a homeomorphsim and π2 ◦ x ◦ σ = (π2 ◦ x)|B ◦ σ. We now
have chart (V, y).

Given two such charts (V, y) and (V̄ , ȳ) we must show that ȳ−1 ◦ y−1 is
smooth. The (V, y) and (V̄ , ȳ) are constructed from associated action adapted
charts (U, x) and (Ū , x̄) on M . Let q ∈ V ∩ V̄ . As in the proof of Lemma 4.7 we
may find diffeormorphsims ψ and ψ̄ so that (U,ψ ◦ x) and (Ū , ψ̄ ◦ x̄) are action
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adapted charts centered at points p1 ∈ π−1(q) and p2 ∈ π−1(q) respectively.
Corresponding to this modifications the charts (V, y) and (V̄ , ȳ) are modified to
charts (V, yψ) and (V̄ , ȳψ̄) centered at q where

yψ := π2 ◦ ψ ◦ x ◦ σ

ȳψ̄ := π2 ◦ ψ̄ ◦ x̄ ◦ σ

One checks yψ ◦ y−1 = π2 ◦ ψ and similarly for ȳψ̄ ◦ ȳ−1. From this it follows
that the overlap map ȳ−1

ψ̄
◦yψ will be smooth if and only if ȳ−1 ◦y−1 is smooth.

Thus we have reduced to the case where (U, x) and (Ū , x̄) are centered at p1 ∈
π−1(q) and p2 ∈ π−1(q) respectively. This entails that both (V, y) and (V̄ , ȳ)
are centered at q ∈ V ∩ V̄ . Now if we choose a g ∈ G such that lg(p1) = p2

then by composing with the diffeomorphism lg we can reduce further to the
case where p1 = p2. Here we use the fact that lg takes the set of orbits to the
set of orbits in a bijective manner and the special nature of our adapted charts
with respect to these orbits. In this case the overlap map x̄ ◦ x−1 must have the
form (a, b) 7→ (f(a, b), g(b)) for some smooth functions f and g. It follows that
ȳ−1 ◦ y−1 has the form b 7→ g(b).

Similar results hold for right actions. In fact, some of the most important
examples of proper actions are usually presented as right actions (the right
action associated to a principal bundle). In fact, we shall see situations where
there is both a right and a left action in play.

Example 4.27 Consider S2n−1 as the subset of Cn given by S2n−1 = {ξ ∈
Cn : |ξ| = 1}. Here ξ = (z1, ..., zn) and |ξ| =

∑
z̄izi. Now we let S1 act on

S2n−1 by (a, ξ) 7−→ aξ = (az1, ..., azn). This action is free and proper. The
quotient is the complex projective space CPn−1.

S2n−1

↓
CPn−1

These maps (one for each n) are called the Hopf maps. In this context S1 is
usually denoted by U(1).
In the sequel we will be considering the similar right action Sn × U(1) → Sn.
In this case we think of Cn+1 as consisting of column vector and the action is
given by (ξ, a) 7−→ ξa. Of course, since U(1) is abelian this makes essentially no
difference but in the next example we consider the quaternionic analogue where
keeping track of order is important.

The quaternionic projective HPn−1 space is defined by analogy with CPn−1.
The elements of HPn−1 as 1-dimensional subspaces of the the right H-vector
space Hn. Lets use called these H-lines for clarity. Each of these are of real
dimension 4. Each element of Hn\{0} determines an H-line and the H-line
determined by (ξ1, ..., ξn)t will be the same as that determined (ξ̃1, ..., ξ̃n)t if
and only if there is a nonzero element a ∈ H so that (ξ̃1, ..., ξ̃n)t = (ξ1, ..., ξn)ta =
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(ξ1a, ..., ξna)t. This defines an equivalence relation ∼ on Hn\{0} and thus we
may also think of HPn−1 as (Hn\{0}) / ∼. The element of HPn−1 determined
by (ξ1, ..., ξn)t is denoted by [ξ1, ..., ξn]. Notice that the subset {ξ ∈ Hn : |ξ| = 1}
is S4n−1. Just as for the complex projective spaces we observe that all such H-
lines contain points of S4n−1 and two points ξ, ζ ∈ S4n−1 determine the same
H-line if and only if ξ = ζa for some a with |a| = 1. Thus we can think of HPn−1

as a quotient of S4n−1. When viewed in this way, we also denote the equivalence
class of ξ = (ξ1, ..., ξn)t ∈ S4n−1 by [ξ] = [ξ1, ..., ξn]. The equivalence classes
are clearly the orbits of an action as described in the following example.

Example 4.28 Consider S4n−1 considered as the subset of Hn given by S4n−1 =
{ξ ∈ Hn : |ξ| = 1}. Here ξ = (ξ1, ..., ξn)t and |ξ| =

∑
ξ̄iξi. Now we define a

right action of U(1,H) on S4n−1 by (ξ, a) 7−→ ξa = (ξ1a, ..., ξna)t. This action
is free and proper. The quotient is the quaternionic projective space HPn−1 and
we have the quotient map denoted by ℘

S4n−1

℘ ↓
HPn−1

This map is also referred to as an Hopf map. Recall that Z2 = {1,−1}
acts on Sn−1 = Rn on the right (or left) by multiplication and the action is
a (discrete) proper and free action with quotient RPn−1 and so the above two
examples generalize this.

For completeness we describe an atlas for HPn−1. View HPn−1 as the
quotient S4n−1/ ∼ described above. Let

Uk := {[ξ] ∈ S4n−1 ⊂ Hn : ξk 6= 0}
and define ϕk : Uk → Hn−1 ∼= R4n−1 by

ϕk([ξ]) = (ϕi([ξ1, ..., ξn]) = (ξ1ξ
−1
1 , ..., 1̂, ..., ξnξ−1

n )

where as for the real and complex cases the caret symbol ˆ indicates that we
have omitted the 1 in the i-th slot so as to obtain an element of Hn−1. Notice
that we insist that the ξ−1

i in this expression multiply from the right. The
general pattern for the overlap maps become clear from the example ϕ3 ◦ ϕ−1

2 .
Here have

ϕ3 ◦ ϕ−1
2 (y1, y3, ..., yn) = ϕ3([y1, 1, y3, ..., yn])

=
(
y1y

−1
3 , y−1

3 , y4y
−1
3 , ..., yny−1

3

)

In the special case n = 1, we have an atlas of just two charts {(U1, ϕ1), (U2, ϕ2)}
and in close analogy with the complex case we have U1 ∩ U2 = H\{0} and
ϕ1 ◦ ϕ−1

2 (y) = ȳ−1 = ϕ2 ◦ ϕ−1
1 (y) for y ∈ H\{0}.

Exercise 4.22 Show that by identifying H with R4 and modifying the stereo-
graphic charts on S3 ⊂ R4 we can obtain an atlas for S3 with overlap maps of
the same form as for HP 1 given above. Use this to show that HP 1 ∼= S3.
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Combining the last exercise with previous results we have

RP 1 ∼= S0 = Z2

CP 1 ∼= S1

HP 1 ∼= S3

4.9 Homogeneous Spaces

Let H be a closed Lie subgroup of a Lie group G. The we have a right action of
H on G given by right multiplication r : G ×H → G. The orbits of this right
action are exactly the left cosets of the quotient G/H. The action is clearly free
and we would like to show that it is also proper. Since we are now talking about
a right action and G is the manifold on which we are acting, we need to show
that the map Pright : G×H → G×G given by (p, h) 7→ (p, ph) is a proper map.
The characterization of proper action becomes

HK := {h ∈ H : (K · h) ∩K 6= ∅}
is compact whenever K is compact. To this end let K be any compact subset
of G. It will suffice to show that HK is sequentially compact and to this end let
{hi}i∈Z+ be a sequence in HK . Then there must be a sequences {ai} and {bi} in
K such that aihi = bi. Since K is compact and hence sequentially compact, we
can pass to subsequences {ai(j)}j∈Z+ and {bi(j)}j∈Z+ so that limj→∞ ai(j) = a
and limj→∞ bi(j) = b. Here i 7→ i(j) is a monotonic map on positive integers;
Z+ → Z+. This means that limj→∞ hi(j) = limj→∞ a−1

i(j)bi(j) = a−1b. Thus
the original sequence {hi} is shown to have a convergent subsequence and we
conclude that the right action is proper. Using Theorem 4.8 (or its analogue for
right actions) we obtain

Proposition 4.17 Let H be a closed Lie subgroup of a Lie group G then
i) the right action G×H → G is free and proper
ii) the orbit space is the left coset space G/H and this has a unique smooth
manifold structure such that the quotient map π : G → G/H is a surjection.
Furthermore, dim(G/H) = dim(G)− dim(H).

If K is a normal Lie subgroup of G then the quotient is a group with multi-
plication given by [g1][g2] = (g1K)(g2K) = g1g2K. The normality of K is what
makes this definition well defined. In this case, we may ask whether G/K is
a Lie group. If K is closed then we know from the considerations above that
G/K is a smooth manifold and that the quotient map is smooth. In fact, we
have the following

Proposition 4.18 (Quotient Lie Groups) If K is closed normal subgroup
of a Lie group G then G/K is a Lie group and the quotient map G → G/K
is a Lie group homomorphism. Furthermore, if h : G → H is a surjective Lie
group homomorphism then ker(h) is a closed normal subgroup and the induced
map h̃ : G/ ker(h) → H is a Lie group isomorphism.
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Proof. We have already observed that G/K is a smooth manifold and that
the quotient map is smooth. After taking into account what we know from
standard group theory the only this we need to prove for the first part is that
the multiplication and inversion in the quotient are smooth. it is an easy exercise
using corollary 3.3 to show that both of these maps are smooth.

Consider a Lie group homomorphism h as in the hypothesis of the proposi-
tion. It is standard that ker(h) is a normal subgroup and it is clearly closed. It
is also easy to verify fact that the induced h̃ map is an isomorphism. One can
then use Corollary 3.3 to show that the induced map h̃ is smooth.

If a group G acts transitively on M (on the right or left) then M is called
a homogeneous space with respect to that action. Of course it is possible
that a single group G may act on M in more than one way and so M may be a
homogeneous space in more than one way. We will give a few concrete examples
shortly but we already have an abstract example on hand.

Theorem 4.9 If H is a closed Lie subgroup of a Lie group G then the map
G × G/H → G given by l : (g, g1H) → gg1H is a transitive Lie group action.
Thus G/H is a homogeneous space with respect to this action.

Proof. The fact that l is well defined follows since if g1H = g2H g−1
2 g1 ∈ H

and so gg2H = gg2g
−1
2 g1H = gg1H. We already know that G/H is a smooth

manifold and π : G → G/H is a surjective submersion. We can form another
submersion idG×π : G×G → G×G/H making the following diagram commute:

G×G //

idG×π

²² %%KKKKKKKKKK G

π

²²
G×G/H // G/H

Here the upper horizontal map is group multiplication and the lower hori-
zontal map is the action l. Since the diagonal map is smooth, it follows from
Proposition 3.5 that l is smooth. We see that l is transitive by observing that
if g1H, g2H ∈ G/H then

lg2g−1
1

(g1H) = g2H

It turns out that up to appropriate equivalence, the examples of the above
type account for all homogeneous spaces. Before proving this let us look at some
concrete examples.

Example 4.29 Let M = Rn and G = Euc(n,R) the group of Euclidean mo-
tions. We realize Euc(n,R) as a matrix group

Euc(n,R) =
{[

1 0
v Q

]
: v ∈ Rn and Q ∈ O(n)

}

The action of Euc(n,R) on Rn is given by the rule
[

1 0
v Q

]
· x = Qx + v
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where x is written as a column vector. Notice that this action is not given by a
matrix multiplication but one can use the trick of representing the points x of Rn

by the (n + 1) × 1 column vectors
[

1
x

]
and then we have

[
1 0
v Q

] [
1
x

]
=

[
1

Qx + v

]
. The action is easily seen to be transitive.

Example 4.30 As in the previous example we take M = Rn but this time the
group acting is the affine group Aff(n,R) which we realize as a matrix group:

Aff(n,R) =
{[

1 0
v A

]
: v ∈ Rn and A ∈ GL(n,R)

}

The action is [
1 0
v A

]
· x = Ax + v

and this is again a transitive action.

Comparing these first two examples we see that we have made Rn into a
homogeneous space in two different ways. It is sometime desirable to give dif-
ferent names and/or notations for Rn to distinguish how we are acting on the
space. In the first example we might denote En (Euclidean space) and in the
second case by An and refer to it as affine space. Note that, roughly speaking
the action by Euc(n,R) preserves all metric properties of figures such as curves
defined in En. On the other hand, Aff(n,R) always sends lines to lines, planes
to planes etc.

Example 4.31 Let M = H := {z ∈ C : Im z > 0}. This is the upper half
complex plane. The group acting on H will be Sl(2,R) and the action is given
by (

a b
c d

)
· z =

az + b

cz + d
.

This action is transitive.

Example 4.32 We have already seen in Example 4.20 that both O(n) and
SO(n) act transitively on the sphere Sn−1 ⊂ Rn so Sn−1 is a homogeneous
space in at least two (slightly) different ways. Also, both SU(n) and U(n) act
transitively S2n−1 ⊂ Cn.

Example 4.33 Let V ′
n,k denote the set of all k-frames for Rn where by a k-

frame we mean an ordered set of k linearly independent vectors. Thus an
n−frame is just an ordered basis for Rn. This set can easily be given a smooth
manifold structure. This manifold is called the (real) Stiefel manifold of k-
frames. The Lie group GL(n,R) acts (smoothly) on V ′

n,k by g · (e1, ..., ek) =
(ge1, ..., gek). To see that this action is transitive let (e1, ..., ek) and (f1, ..., fk) be
two k-frames. Extend each to n−frames (e1, ..., ek, ..., en) and (f1, ..., fk, ..., fn)
since we consider elements of Rn as column vectors these two n−frames can be
viewed as invertible n × n matrices E and F . The if we let g := EF−1 then
gE = F which entails g · (e1, ..., ek) = (ge1, ..., gek) = (f1, ..., fk).
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Example 4.34 Let Vn,k denote the set of all orthonormal k-frames for Rn

where by an orthonormal k-frame we mean an ordered set of k orthonormal vec-
tors. Thus an orthonormal n−frame is just an orthonormal basis for Rn. This
set can easily be given a smooth manifold structure and is called the Stiefel
manifold of orthonormal k-frames. The group O(n,R) act transitively on
Vn,k for reasons similar to those given in the last example.

Theorem 4.10 Let M be a homogeneous space via the transitive action l :
G × M → M and let Gp the isotropy subgroup of a point p ∈ M . Recall that
G acts on G/Gp. If G/Gp is second countable (in particular if G is second
countable) then there is an equivariant diffeomorphism φ : G/Gp → M such
that φ(gGp) = g · p.

Proof. We want to define φ by the rule φ(gGp) = g·p but we must show that
this is well defined. This is a standard group theory argument; if g1Gp = g2Gp

then g−1
1 g2 ∈ Gp so that

(
g−1
1 g2

) ·p = p or g1 ·p = g2 ·p. This map is a surjective
by the transitivity of the action l. It is also injective since if φ(g1Gp) = φ(g2Gp)
then g1 ·p = g2 ·p or

(
g−1
1 g2

) ·p which by definition means that g−1
1 g2 ∈ Gp and

then g1Gp = g2Gp. Notice that the following diagram commutes:

G

²²

θp

""EE
EE

EE
EE

E

G/Gp
φ // M

From Corollary 3.3 we see that φ is smooth.
To show that φ is a diffeomorphism it suffices to show that the rank of φ

is equal to dim M or in other words that φ is a submersion. Since φ(gg1Gp) =
(gg1) · p = gφ(g1Gp) the map φ is equivariant and so has constant rank. By
Lemma 3.2 φ is a submersion and hence in the present case a diffeomorphism.

Without the technical assumption on second countability, the proof shows
that we still have that φ : G/Gp → M is a smooth equivariant bijection.

Exercise 4.23 Show that if instead of the hypothesis of second countability in
the last theorem we assume instead that θp has full rank at the identity then
φ : G/Gp → M is a diffeomorphism.

We now look again at some of our examples of homogeneous spaces and
apply this theorem.

Example 4.35 Consider again Example 4.29. The isotropy group of the origin
in Rn is the subgroup consisting of matrices of the form

(
1 0
0 Q

)
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where Q ∈ O(n). This group is clearly isomorphic to O(n,R) and so by the
above theorem we have an equivariant diffeomorphism

Rn ∼= Euc(n,R)
O(n,R)

Example 4.36 Consider again Example 4.30. The isotropy group of the origin
in Rn is the subgroup consisting of matrices of the form

(
1 0
0 A

)

where A ∈ Gl(n,R). This group is clearly isomorphic to Gl(n,R) and so by the
above theorem we have an equivariant diffeomorphism

Rn ∼= Aff(n,R)
Gl(n,R)

It is important to realize that there is an implied action on Rn which is different
from that in the previous example.

Example 4.37 Now consider the action of Sl(2,R) on the upper half complex
plane as in Example 4.31. Let us determine the isotropy subgroup for the point

i =
√−1 . If A =

(
a b
c d

)
is in this subgroup then

ai + b

ci + d
= i

so that bc − ad = 1 and bd + ac = 0. Thus A ∈ SO(2,R) (which is isomor-
phic as a Lie group to the circle S1 = U(1,C)). Thus we have an equivariant
diffeomorphism

H = C+
∼= Sl(2,R)

SO(2,R)

Example 4.38 From example 4.32 we obtain

Sn−1 ∼= O(n)
O(n− 1)

Sn−1 ∼= SO(n)
SO(n− 1)

S2n−1 ∼= U(n)
U(n− 1)

S2n−1 ∼= SU(n)
SU(n− 1)
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Example 4.39 Let (e1, ..., en) be the standard basis for Rn. Under the action
of GL(n,R) on V ′

n,k given in Example 4.33, the isotropy group of the point which
is the k-plane e = (ek+1, ..., en) is the subgroup of Gl(n,R) of the form

(
A 0
0 id

)
for A ∈ Gl(n− k,R)

We identify this group with Gl(n− k,R) and then we obtain

V ′
n,k

∼= Gl(n,R)
Gl(n− k,R)

Example 4.40 A similar analysis leads to an equivariant diffeomorphism

Vn,k
∼= O(n,R)

O(n− k,R)

where Vn,k is the Stiefel manifold of orthonormal k-planes of Example 4.34.
Notice that taking k = 1 we recover Example 4.35.

Exercise 4.24 Show that if k < n then we have Vn,k
∼= SO(n,R)

SO(n−k,R) .

Next we introduce a couple of standard results concerning connectivity.

Proposition 4.19 Let G be a Lie group acting freely and properly on a smooth
manifold M . Let the action be a left (reps. right) action. If both G and M\G
(resp. M/G) are connected then M is connected.

Proof. Assume for concreteness that the action is a left action and that G
and M\G. Suppose by way of contradiction that M is not connected. Then
there are disjoint open set U and V whose union is M. Each orbit G · p is the
image of the connected space G under the orbit map g 7→ g·p and so is connected.
this means that each orbit must be contained in one and only one of U and V .
Now since the quotient map π is an open map, π(U) and π(V ) are open from
what we have just observe they must be disjoint and π(U)∪π(V ) = M\G. This
contradict the assumption that M\G is connected.

Corollary 4.5 Let H be a closed Lie subgroup of G. Then if both H and G/H
are connected then G is connected.

Corollary 4.6 For each n ≥ 1 then groups SO(n), SU(n) and U(n) are con-
nected while the group O(n) has exactly two components.

Proof. SO(1) and SU(1) are both connected since they each contain only
one element. U(1) is the circle and so it too is connected. We use induction.
Suppose that SO(k), SU(k) are connected for 1 ≤ k ≤ n − 1. We show that
this implies that SO(n), SU(n) and U(n) are connected. From example 4.38 we
know that Sn−1 = SO(n)/SO(n− 1). Since Sn−1 and SO(n− 1) are connected
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(the second one by the induction hypothesis) we see that SO(n) is connected.
The same argument works for SU(n) and U(n).

Every element of O(n) has either determinant 1 or −1. The subset SO(n) ⊂
O(n) since it is exactly {g ∈ O(n) : det g 6= 1}. If we fix an element a0 with
det a0 = −1 then SO(n) and a0SO(n) are disjoint, open and both connected
since g 7→ a0g is a diffeomorphism which maps the first to the second. It is easy
to show that SO(n) ∪ a0SO(n) = O(n).

We close this chapter by relating the notion of a Lie group action with that
of a Lie group representation. We given just a few basic definitions, some of
which will be used in the next chapter.

Definition 4.20 A representation of a Lie group G in a finite dimensional
vector space V is a left Lie group action λ : G×V → V such that for each g ∈ G
the the map λg : v 7→ λ(g, v) is linear. Thus a representation is a linear action.

The map G → Gl(V) given by g 7→ λ(g) := λg is a Lie group homomorphism
and will be denoted by the same letter λ as the action so that λ(g)v := λ(g, v).
In fact, given a Lie group homomorphism λ : G → Gl(V) we obtain a linear
action by letting λ(g, v) := λ(g)v. Thus a representation is basically the same
thing as a Lie group homomorphism into Gl(V) and is often defined as such. The
kernel of the action is the kernel of the associated homomorphism. A faithful
representation is one that acts effectively and this means that the associated
homomorphism has trivial kernel.

Exercise 4.25 Show that if λ : G×V → V is a map such that λg : v 7→ λ(g, v)
is linear for all g, then λ is smooth if and only if λg : G → Gl(V) is smooth for
every g ∈ G. (Assume V is finite dimensional as usual).

We have already seen one important example of a Lie group representation.
Namely, the adjoint representation. The adjoint representation came from first
considering the action of G on itself given by conjugation which leaves the
identity element fixed. The idea can be generalized:

Theorem 4.11 Let l : G×M → M be a (left) Lie group action. Suppose that
p0 ∈ M is a fixed point of the action (lg(p0) = p0 for all g). The map

l(p0) : G → Gl(Tp0M)

given by
l(p0)(g) := Tp0 lg

is a Lie group representation.

Proof. Since

l(p0)(g1g2) = Tp0(lg1g2) = Tp0(lg1 ◦ lg2)
= Tp0 lg1 ◦ Tp0 lg2 = l(p0)(g1)l(p0)(g2)
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we see that l(p0) is a homomorphism. We must show that l′ is smooth. By
Exercise 4.25 this implies that the map G × Tp0M → Tp0M given by (g, v) 7→
Tp0 lg · v is smooth. It will be enough to show that g 7→ α(Tp0 lg · v) is smooth
for any v ∈ Tp0M and any α ∈ T ∗p0

M . This will follow if we can show that for
fixed v0 ∈ Tp0M, the map G → TM given by g 7→ Tp0 lg · v0 is smooth. This
map is a composition

G → TG× TM ∼= T (G×M) Tl→ TM

where the first map is g 7→ (0g, v0) which is clearly smooth.

Definition 4.21 For a Lie group action l : G×M → M with fixed point p0 the
representation l(p0) from the last theorem is called the isotropy representation
for the fixed point.

Suppose that V is an F-vector space let B = {v1, ..., vn} be a basis for V.
Then denote the matrix representative of λg with respect to B by [λg]B we obtain
a homomorphism G → Gl(n,F) given by g 7→ [λg]B. In general, a Lie group
homomorphism of a Lie group G into Gl(n,F) is called a matrix representation
of G. Notice that any Lie subgroup G of Gl(V) acts on V in the obvious was
simply by employing the definition of Gl(V) as a set of linear transformation
of V. We call this the standard action of linear Lie subgroup of Gl(V) on V
and the corresponding homomorphism is just the inclusion map G ↪→ Gl(n,F).
Choosing a basis, the subgroup corresponds to a matrix group and the standard
action becomes matrix multiplication on the left of Fn where the later is viewed
as a space of column vectors. This action of a matrix group on column vectors
is also referred to as a standard action.

Given a representation λ of G in a vector space V we have a representation
λ∗ of G in the dual space V∗ by defining λ∗(g) := λ(g−1)t : V∗ → V∗. Here
we have by definition

〈
λ(g−1)tv, w

〉
=

〈
λ(g−1)v, w

〉
for all v, w ∈ V and where

〈., .〉 : V∗ × V → F is the natural bilinear pairing which defines the dual. This
dual representation is also sometimes called the contragradient representation
(especially when F = R).

Now let λV and λW be representations of a lie group G in F-vector spaces V
and W respectively. We can then form the direct product representation λV⊕λW

by
(
λV ⊕ λW

)
g

:= λV
g ⊕ λW

g for g ∈ G and where we have
(
λV

g ⊕ λW
g

)
(v, w) =

(λV
g v, λWw).
One can also form the tensor product of representations. The definitions and

basic facts about tensor products are given in the more general context of module
theory in Appendix D. Here we given a quick recounting of the notion of a tensor
product of vector spaces and then we defined tensor products of representations.
Given to vector spaces V1 and V2 over some field F. Consider the space CV1×V2

consisting of all bilinear maps V1 × V2 → W where W varies over all F-vector
spaces but V1 and V2 are fixed. A morphism from, say µ1 : V1 × V2 → W1 to
µ2 : V1 ×V2 → W2 is defined to be a map ` : W1 → W2 such that the diagram
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W1

`

²²

V1 ×V2

µ1

::uuuuuuuuu

µ2 $$IIIIIIIII

W2

commutes.
That there exists vector space TV1,V2 together with a bilinear map ⊗ :

V1×V2 → TV1,V2 that has the following universal property: For every bilinear
map µ : V1 × V2 → W there is a unique linear map µ̃ : TV1,V2 → W such that
the following diagram commutes:

V1 ×V2

⊗
²²

µ // W

TV1,V2

µ̃

;;wwwwwwwww

If such a pair (TV1,V2 ,⊗) exists with this property then it is unique up to
isomorphism in CV1×V2 . In other words, if ⊗̂ : V1 × V2 → T̂V1,V2 is another
object with this universal property then there is a linear isomorphism TV1,V2

∼=
T̂V1,V2 such that the following diagram commutes:

TV1,V2

∼=

²²

V1 ×V2

⊗
99ssssssssss

b⊗ %%JJJJJJJJJ

T̂V1,V2

We refer to any such universal object as a tensor product of V1 and V2. We will
indicate the construction of a specific tensor product that we denote by V1⊗V2

with corresponding map ⊗ : V1 × V2 → V1 ⊗ V2. The idea is simple: We let
V1 ⊗V2 be the set of all linear combinations of symbols of the form v1 ⊗ v2 for
v1 ∈ V1 and v2 ∈ V2, subject to the relations

(v1 + v2)⊗ v = v1 ⊗ v + v2 ⊗ v

v ⊗ (v1 + v2) = v ⊗ v1 + v ⊗ v2

r (v1 ⊗ v2) = rv1 ⊗ v2 = v1 ⊗ rv2

The map ⊗ is then simply ⊗ : (v1, v2) → v1⊗v2. A somewhat more pedantically,
let F (V1 ×V2) denote the free vector space generated by the set V1 ×Vk (the
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elements of V1 × Vk are treated as a basis for the space and so the free space
has dimension equal to the cardinality of the set V1 × V2). Next we define an
equivalence relation “∼” F (V1 ×V2) generated by the relations

(av1, v2) ∼ a(v1, v2)
(v1, av2) ∼ a(v1, v2)

(v + w, v2) ∼ (v, v2) + (w, v2)
(v1, v + w) ∼ (v1, v) + (v1, w)

for v1, v ∈ V1, v2, w ∈ V2 and a ∈ F. Then we let V1 ⊗ V2 := F (V1 × Vk)/ ∼
and denote the equivalence class of (v1, v2) by v1 ⊗ v2.

Tensor products of several vector spaces at a time are constructed similarly
to be a universal space in a category of multilinear maps. We may also form the
tensor products two at a time and then use the easily proved fact (V ⊗W) ⊗
U ∼= V ⊗ (W ⊗ U) which is then denoted by V ⊗W ⊗ U. Again the reader is
referred to Appendix D for more about tensor products.

Elements of the form v1 ⊗ v2 generate V1 ⊗ V2 and in fact, if {e1, ..., er} is
a basis for V1 and {f1, ..., fs} is a basis for V2 then set

{ei ⊗ fj : 1 ≤ i ≤ r, 1 ≤ j ≤ s}

is a basis for V1 ⊗V2 which therefore has dimension rs = dim V1 dimV2.
One more observation: If A : V1 → W1 is linear and B : V2 → W2 is linear

then can define a linear map A ⊗ B : V1 ⊗ V2 → W1 ⊗ W2. It is enough to
define A⊗B on element of the form v1 ⊗ v2 and then extend linearly:

A⊗B(v1 ⊗ v2) = Av1 ⊗Bv2

Notice that if A and B are invertible then A⊗B is invertible with (A⊗B)−1(v1⊗
v2) = A−1v1 ⊗B−1v2. Pick bases for V1 and V2 as above and bases {e′1, ..., e′r}
and {f ′1, ..., f ′s} for W1 and W2 respectively. The for τ ∈ V1 ⊗V2 we can write
τ = τ ijei ⊗ fj using the Einstein summation convention. We have

A⊗B(τ) = A⊗B(τ ijei ⊗ fj)

= τ ijAei ⊗Bfj

= τ ijAk
i e′k ⊗Bl

jf
′
l

= τ ijAk
i Bl

j (e′k ⊗ f ′l )

so that the matrix of A⊗B is given by (A⊗B)kl
ij = Ak

i Bl
j .

Now let λV and λW be representations of a lie group G in F-vector spaces V
and W respectively. We can form a representation of G in the tensor product
space by letting

(
λV ⊗ λW

)
g

:= λV
g ⊗ λW

g for all g ∈ G. There is a variation on
the tensor product that is useful when we have two groups involved. If λV is a
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representation of a lie group G1 in F-vector space V and λW is representation of
a lie group G2 in the F-vector space W, then we can form a representation of a
the Lie group G1×G2 also called the tensor product representation and denoted
λV ⊗ λW as before. In this case the definition is

(
λV ⊗ λW

)
(g1,g2)

:= λV
g1
⊗ λW

g2
.

Of course if it happens that G1 = G2 then have an ambiguity since λV ⊗ λW

could be a representation of G or of G × G. One usually determines which
version is meant from the context. Alternatively one can use pairs to denote
actions so for example that an action λ : G×V → V is denoted (G, λ). Then the
two tensor product representations would be (G×G,λV⊗λW) and (G,λV⊗λW)
respectively.

4.10 Problems

1. Show that Sl(2,C) is simply connected and that ℘ : Sl(2,C) → Mob is a
universal covering homomorphism. See example 4.18.

2. Show that if we consider Sl(2,R) as a subset of Sl(2,C) in the obvious
way then Sl(2,R) is a Lie subgroup of Sl(2,C) and ℘(Sl(2,R)) is a Lie
subgroup of Mob. Show that if T ∈ ℘(Sl(2,R)) then T maps the upper
half plane of C onto itself (bijectively).

3. Show that for v ∈ TeG, the field defined by g 7→ Lv(g) := TLg · v is
automatically smooth.

4. Determine explicitly the map TI inv : TIGl(n,R) →TIGl(n,R) where inv :
A 7→ A−1.

5. Let H be the set of real 3× 3 matrices of the form

A =




1 a b
0 1 c
0 0 1


 .

Find a global chart for H and show that this and the usual matrix multi-
plication gives H the structure of a Lie group.

6. If G is a connected Lie group and h : G → H is a Lie group homomorphism
with discrete kernel K then K ⊂ Z(G) where Z(G) = {x ∈ G : xg = gx
for all g ∈ G} is the center of G.

7. Show that for a Lie group G, the conjugation map Cg : G → G defined
by x 7→ gxg−1 is a Lie group isomorphism. Show that the map C : g →
Diff(G) is a group homomorphism. Note that we have not defined any
Lie group structure on Diff(G).

8. Consider that map TeCg : TeG → TeG. Show that g 7→ TeCg is a Lie
group homomorphism from G into GL(TeG).
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9. Let A ∈ gl(V) = L(V, V) for some finite dimensional vector space V.
Show that if A has eigenvalues {λi}i=1,...,n then ad(A) has eigenvalues
{λj − λk}j,k=1,...,n. Hint: Choose a basis for V such that A is represented
by an unper triangular matrix. Show that this induces a basis for gl(V)
such that with the aapropriate ordering, ad(A) is upper triangular.

10. Fix a nonzero vector w ∈ R3 with length θ = ‖w‖. Let Lw : R3 → R3

denote the linear transformation v 7→ w×v where × is the cross product.
Show that for any right handed orthonormal basis {e1, e2, e3} we have

exp(Lw)e1 = cos θ e1 + sin θ e2

exp(Lw)e2 = − sin θ e1 + cos θ e2

exp(Lw)e3 = e3

11. Let Lw be as in the previous problem. Show that

exp Lw = I +
sin θ

θ
Lw +

1− cos θ

θ2
L2

w

where sin θ
θ and 1−cos θ

θ2 are defined in the obvious way using power series.

12. Let A,B ∈ gl(V) where V is a finite dimensional vector space over the
field F = R or C and show that the following statments are equivalent:

a) [A,B] = 0.

b) exp sA and exp tB commute for all s, t ∈ F.

c) exp (sA + tB) = exp (sA) exp (tB) for all s, t ∈ F.

13. Let V be a finite dimensional normed space over the field R (resp. C).
Show that if

∑∞
n=0 anxn is an absolutely convergent real (resp. complex)

power series with radius of convergence R, then

∞∑
n=0

anAn

converges (absolutely) in the normed space gl(V) for ‖A‖ < R.



Chapter 5

Fiber Bundles

5.1 General Fiber Bundles

Definition 5.1 Let F,M and E be Cr manifolds and let π : E → M be a Cr

map. The quadruple (E, π, M,F ) is called a (locally trivial) Cr fiber bundle if
for each point p ∈ M there is an open set U containing p and a Cr diffeomor-
phism φ : π−1(U) → U × F such that the following diagram commutes:

π−1(U)

π
##FF

FF
FF

FF
F

φ // U × F

pr1
||yy

yy
yy

yy
y

U

In differential geometry attention is usually focused on C∞ fiber bundles
(smooth fiber bundles) but the continuous case is also of interest. We will
restrict ourselves to the smooth case but the reader should realize that most
of the definitions and theorems have analogous C0 versions where the spaces
are assumed merely to be Hausdorff topological spaces and the maps are only
assumed to be continuous. The reader is asked to keep this in mind when
reading through this chapter. From this point on, all maps and spaces will be
smooth unless otherwise indicated.

Definition 5.2 If (E, π, M, F ) is a smooth fiber bundle then E is called the
total space, π is called the bundle projection, M is called the base space
and F is called the typical fiber. For each p ∈ M , the set Ep := π−1(p) is
called the fiber over p.

Because the quadruple notation is cumbersome, it is common to denote a
fiber bundle by a single symbol. For example, we could write ξ = (E, π, M, F ).
In the literature, it is common to see E refer both to the total space and to the
fiber bundle itself (an abuse of notation). The map π is also a common way to
reference the fiber bundle.

179
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Figure 5.1: Circle bundle. Schematic for fiber bundle.

Example 5.1 For smooth manifolds M and F we have the projections pr1 :
M × F → M and pr2 : M × F → F . Then (M × F, pr1,M, F ) is a fiber bundle
called the trivial bundle.

Exercise 5.1 Show that if ξ = (E, π, M, F ) is a (smooth) fiber bundle then
π : E → M is a submersion and each fiber π−1{p} is a regular submanifold
which is diffeomorphic to F .

Exercise 5.2 Show that if ξ = (E, π,M,F ) is a fiber bundle and both F and
M are connected then E is connected.

Definition 5.3 A (global) smooth section of a fiber bundle ξ = (E, π, M, F )
is a smooth map σ : M → E such that π ◦ σ = idM . A local smooth section
over an open set U is a smooth map σ : U → E such that π ◦ σ = idU . The set
of smooth sections of ξ is denoted Γ(ξ) or sometimes by Γ(E) or Γ(π).

A very important point is that a fiber bundle may not have any global
smooth sections.

There are various categories of bundles with corresponding notions of mor-
phism. We give two very general definitions and modify them as needed.

Definition 5.4 (Bundle Morphism (type I)) Let ξ1 = (E1, π1,M, F1) and
ξ2 = (E2, π2,M, F2 be smooth fiber bundles with the same base space M . A
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bundle morphism over M from ξ1 to ξ2 is a smooth map h : E1 → E2 such
that the following diagram commutes:

E1

π1 ÃÃB
BB

BB
BB

B
h // E2

π2~~||
||

||
||

M

This type of morphism is also called an M−morphism or a morphism over M .
If h is also a diffeomorphism, then h is called a bundle isomorphism over M and
in this case the bundles are said to be isomorphic (over M) or equivalent. A
bundle isomorphism from a bundle to itself is called a bundle automorphism.

Definition 5.5 (Bundle Morphism (type II)) Let ξ1 = (E1, π1,M1, F1) and
ξ2 = (E2, π2,M2, F2) be smooth fiber bundles. A bundle morphism from ξ1 to

ξ2 is a pair of smooth maps f̂ : E1 → E2 and f : M1 → M2 such that the
following diagram commutes:

E1

bf−→ E2

π1 ↓ ↓ π2

M1
f−→ M1

We write (f̂ , f) : ξ1 → ξ2. If both f̂ and f are diffeomorphisms then we call
(f̂ , f) a bundle isomorphism. In this case we say the bundles are isomorphic
over f and write ξ1

∼= ξ2.

Note that f̂ determines f and so it is also proper to refer to f̂ as the bundle
morphism and we sometimes say that f̂ is a bundle morphism along (or over)
f .

A bundle chart essentially gives a local bundle isomorphism which is of type
I but it is sometimes more natural to consider charts which are local type II
isomorphisms. We will call these type II bundle charts. These are of the form
(φ,x) where φ : π−1U → V × F and x : U → V are smooth diffeomorphisms
such that the following diagram commutes:

π−1U
φ→ V × F

↓ ↓
U

x→ V

Usually, the pair (U ,x) is a chart on the base manifold. The two types of
bundle charts are equivalent since one may always compose a type II chart with
(x−1, idF ) to obtain a type I bundle chart.

More restricted notions of bundle morphism can be obtained by making
requirements such as that the induced maps on fibers f̂

∣∣∣
π−1
1 (p)

: π−1
1 (p) →
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π−1
2 (p) are smooth-diffeomorphisms. In this case we are restricting to a class of

bundles whose typical fibers are all the same (or all diffeomorphic).
If two bundles are equivalent, via a bundle isomorphism h (of type I), then

there is a natural bijection between the spaces of sections given by σ 7→ h◦σ and
this means that one quick way to conclude that two bundles are not equivalent
is by showing that one bundle has global sections while the other does not.

The maps φ : π−1(U) → U×F occurring in the definition are said to be local
trivializations of the bundle. It is easy to see that such a local trivialization
must be a map of the form φ = (π, Φ) where Φ : π−1(U) → F is a smooth map
with the property that Φ|Ep

: Ep → F is a diffeomorphism. This second factor
map Φ, is called the principal part of the local trivialization. A pair (U, φ) where
φ is a local trivialization over U ⊂ M is called a bundle charts. (Clearly, a
local trivialization and a bundle chart are essentially the same thing). A family
{(Uα, φα)}α∈A of bundle charts such that the family {Uα} covers M is said to
be a bundle atlas and the existence of such an atlas is enough to give the
bundle structure. Given two such bundle charts (Uα, φα) and (Uβ , φβ) we have
φα = (π,Φα) : π−1(Uα) → Uα × F and φβ = (π, Φβ) : π−1(Uβ) → Uβ × F . If
Uα ∩ Uβ is not empty then π−1(Uα) ∩ π−1(Uβ) = π−1(Uα ∩ Uβ) is not empty
and we have overlap maps

φα ◦ φ−1
β : (Uα ∩ Uβ)× F → (Uα ∩ Uβ)× F

With the notation Ep := π−1(p) one can check that Φα|Ep
: Ep → F is a

diffeomorphism for each p ∈ Uα and hence Φα|Ep
◦ Φβ |−1

Ep
: F → F is a diffeo-

morphism for all p ∈ Uα ∩Uβ . We then obtain a map Φαβ : Uα ∩Uβ → Diff(F )
defined by

Φαβ(p) = Φα|Ep
◦ Φβ |−1

Ep

If follows that
φα ◦ φ−1

β (p, s) = (s, Φαβ(p)(s))

The functions Φαβ : Uα ∩ Uβ → Diff(F ) are called transition maps or tran-
sition functions. Given a bundle atlas, the corresponding transition functions
clearly satisfy the following “cocycle conditions”:

Φαα(p) = e for p ∈ Uα

Φαβ(p) = Φ−1
βα(p) for p ∈ Uα ∩ Uβ

Φαβ(p) ◦ Φβγ(p) ◦ Φγα(p) = e for p ∈ Uα ∩ Uβ ∩ Uγ

Notation 5.1 We will often denote Φαβ(p) (s) by Φαβ |p (s) which is, in many
contexts, more transparent.

Diff(F ) is a group and we have a group action (φ, s) 7→ φ(s). However,
Diff(F ) too big for our purposes and we have certainly not attempted to give
Diff(F ) a Lie group structure. Even if we were to somehow extend the notion
of Lie group sufficiently to include Diff(F ), it would be infinite dimensional and
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thereby take us out of the circle of ideas we have been developing. Because of
this, the transition functions Φαβ above which could be called “raw transition
functions”, might not be appropriate for our needs. We remedy this below
by bringing Lie groups into the picture. First we give a simple example of a
nontrivial bundle.

Example 5.2 The circle S1 can be considered as a quotient R/ ∼ where x is
equivalent to y if and only if x− y is an integer multiple of 2π. For this exam-
ple we put an equivalence relation on R × (−1, 1) according to the prescription
(x, t) ∼ (x + 2πn, (−1)nt) for any integer n. The quotient (R× (−1, 1)) / ∼
can easily be seen to be a smooth manifold and is none other than the familiar
Mobius band which we denote by MB. Define a map π : MB → R/ ∼= S1 by
π([x, t]) = [x]. We show that this is a fiber bundle by exhibiting an atlas consist-
ing of three bundle charts. We use three bundle charts instead of two in order
that the overlaps be connected sets. Let U1 = {[x] ∈ R/ ∼: −2π/3 < x < 2π/3}
and U2 = {[x] ∈ R/ ∼: 0 < x < 4π/3} and U3 = {[x] ∈ R/ ∼: 2π/3 < x < 2π}.
Then U1 ∪ U2 = R/ ∼= S1. Now for i = 2, 3 define φi : π−1(Ui) → Ui × S1 by

φi([x, t]) = ([x], t)

where (x, t) is the unique representative of [x, t] in the set (0, 2π)× (−1, 1). For
φ1 : π−1(U1) → U1 × S1 we define φ1([x, t]) = ([x], t) where (x, t) is the unique
representative of [x, t] in the set (−2π/3, 2π/3) × (−1, 1). One can check that
φ2 ◦ φ−1

3 = φ3 ◦ φ−1
2 = id on the overlap π−1(U2) ∩ π−1(U3). Now consider the

overlap π−1(U1)∩π−1(U2). If [x, t] ∈ π−1(U1)∩π−1(U2), then [x, t] is uniquely
represented by some (x, t) ∈ (0, 2π/3)× (−1, 1) and in view of the definitions we
see that φ2 ◦ φ−1

3 = id also. Finally we consider φ1 ◦ φ−1
3 . If [x, t] ∈ π−1(U1) ∩

π−1(U3) then it has a unique representative (x, t) in (4π/3, 2π) × (−1, 1) and
then φ−1

3 ([x], t) = [x, t]. Now for φ1 we need to represent [x, t] properly. We
use the fact that [x, t] = [x + 2π,−t] and (x− 2π,−t) ∈ (−2π/3, 0) × (−1, 1)
so that φ1([x + 2π,−t]) = ([x + 2π],−t) = ([x],−t). In short we have φ1 ◦
φ−1

3 ([x, t]) = ([x],−t). From these considerations and the fact that in general
φ1 ◦ φ−1

3 (p, s) = (p, Φαβ (p) (s)) we see that

Φ12(p) = id(−1,1) ∈ Diff(−1, 1) for p ∈ U1 ∩ U2

Φ23(p) = id(−1,1) ∈ Diff(−1, 1) for p ∈ U2 ∩ U3

Φ13(p) = −id(−1,1) ∈ Diff(−1, 1) for p ∈ U1 ∩ U3

A “twist” occurs on the overlap π−1(U1) ∩ π−1(U3). There is no way to con-
struct an atlas for this bundle without having such a twist on at least one of the
overlaps.

Notice that if we define an action λ of Z2 = {1,−1} on the interval (−1, 1) by
λ(g, x) 7→ gx then we can describe the transition functions in the last example
by

Φαβ(p)(s) = λ(gαβ(p), x)
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Twist

Start

where gαβ : Uα ∩ Uβ → Z2 is given by

g12 = 1 on U1 ∩ U2

g23 = 1 on U2 ∩ U3

g13 = −1 on U1 ∩ U3

and in this case the gαβ satisfy a cocycle condition like the Φαβ . Now this is
convenient since we understand Z2 very well. It is a zero dimensional Lie group.
Inspired by this we now seek to get Lie groups into the formalism which will
alleviate our concerns about the group Diff(F ) mentioned above.

Definition 5.6 Let {Uα} be an open cover of a smooth manifold M and let
G be a Lie group. A G-cocyle on {Uα} is the assignment of a smooth map
gαβ : Uα ∩ Uβ → G to every nonempty intersection Uα ∩ Uβ such that the
cocycle conditions hold:

gαα(p) = e for p ∈ Uα

gαβ(p) = (gβα(p))−1 for p ∈ Uα ∩ Uβ

gαβ(p)gβγ(p)gγα(p) = e for p ∈ Uα ∩ Uβ ∩ Uγ

The idea that we wish to pursue is that of representing the action of the raw
transition maps by using Lie group actions. There is a subtle point here that
the reader should not miss. Consider the following fact: If λ : G × F → F is
a group action, then by letting K = {g : λg(p) = p for all p ∈ F} (the kernel
of the action) we obtain an effective action of G/K on F . Things are not so
simple on the global level of bundles and this is related to the notion of spin
structure. The best way to explain what is at stake is by the use of the notion of
a principal bundle which we introduce later. Even before we get to that point,
we will mention some things that will provide some idea as to why we need to
be careful about ineffective actions.
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We start out assuming that the action is effective:

Definition 5.7 Let ξ = (E, π,M,F ) be a fiber bundle and G a Lie group.

Suppose that we have an effective left action λ : G× F → F . Let {(φα, Uα)} be
a bundle atlas for ξ. Suppose that for every nonempty intersection Uα∩Uβ there
exists a smooth map gαβ : Uα ∩ Uβ → G such that λ(gαβ(p), s) = Φαβ |p (s) for
all p ∈ Uα ∩Uβ and s ∈ F . Then the atlas {(φα, Uα)} is called a (G,λ)-bundle
atlas. If the action λ is understood or standard in some way, one also speaks
of a G−bundle atlas.

Because the action λ in the above definition is assumed effective, it follows
that the family {gαβ} satisfies the cocycle conditions of definition 5.6. Notice
that if we had not assumed the action to be effective, then the maps gαβ would
not be unique and may not satisfy a cocycle condition (although they would do
so modulo the kernel of the action). Thus if we had not assumed effectiveness
then we would have had to make the requirement that {gαβ} be a cocycle part of
the definition (see [Mich]). For example, we might choose to call the larger family
{(φα, Uα), gαβ , λ} a (G, λ)-bundle atlas. Indeed, for an ineffective action it is
conceivable that there could be a different cocycle {g′αβ} such that λ(g′αβ(p), s) =
Φαβ |p (s) for all s ∈ F . Then {(φα, Uα), gαβ , λ} and {(φα, Uα), g′αβ , λ} would
be different (but possibly equivalent) (G,λ)-bundle atlases.

Definition 5.8 Let ξ = (E, π,M,F ) be a fiber bundle and G a Lie group.
Suppose that we have an effective left action λ : G×F → F . Two (G,λ)-bundle
atlas for ξ, say {(φα, Uα)} and {(φ′α, U ′

α)}, are strictly equivalent if the union
of the atlases is also a (G,λ)-bundle atlas. A strict equivalence class of atlases
is referred to as an effective (G,λ)-structure on ξ and we say that ξ together
with this (G,λ)-structure is an effective (G,λ)-bundle. Again, if the action is
standard or understood then it is common to speak of a G-structure and refer
to ξ is a G-bundle

If there is no chance of confusion we will drop the adjective “effective”.
Readers familiar with the notion of a spin structure may be worried that we
have lost something important by excluding ineffective actions but we assure the
reader that we will be able to recover an appropriate notion of ineffective (G,λ)-
structure once we introduce the notions of principal and associated bundle.
The reader is warned that some standard expositions on fiber bundles allow
ineffective actions right from the start but in some cases assertions are made
which would only be true in the effective case! It is interesting to note that in his
famous book on the subject, [St], Norman Steenrod restricts himself to effective
left actions although he does this in one sentence early in the book which could
easily be overlooked. For an exposition that does not assume effective actions
but seems to be careful about the issues we have raised, see [Mich].

Notice that an alternative way to say that λ(gαβ(p), s) = Φαβ |p (s) is φα ◦
φ−1

β (p, s) = (p, λ(gαβ(p), s)). The maps gαβ are also called transition func-
tions or transition cocycles for the (G,λ)-bundle atlas. Let us describe ways
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in which a (G, λ)−bundle atlas can come about. First, it could be that we may
find a bundle atlas {(Uα, φα)} such that all of the transition maps are elements
of a subgroup G ⊂ Diff(F ). Also, G may already be a Lie group and it may
be that the map Diff(F ) × F → F given by (Φ, s) 7→ Φ(s) when restricted to
G × F → F , is already known to be a (necessarily effective) Lie group action.
Denoting this restricted action by λ we have λ(Φαβ(p), s) = Φαβ |p (s) so in this
case we just have gαβ = Φαβ .

Since the action is effective, the corresponding homomorphism G → Diff(F )
given by g 7→ λg is injective and so the reader my feel that the group G can be
replaced by its image in Diff(F ). Indeed, by transferring the Lie group structure
by brute force onto this image one may indeed replace G by its image. However,
it is not always desirable nor is it always convenient to do so.

Theorem 5.1 (Fiber Bundle Construction Theorem)Let M and F be
smooth manifolds and G a Lie group. Let {Uα}α∈A be a cover of M and {gαβ}
a G−cocycle {gαβ} for the cover. For every action λ : G × F → F , there
exists a fiber bundle with bundle-atlas {(Uα, φα)} satisfying φα ◦ φ−1

β (p, s) =
(p, λ(gαβ(p), s)) on nonempty overlaps Uα ∩ Uβ.

Proof. On the union Σ :=
⋃

α{α} × Uα × F define an equivalence relation
such that

(α, p, s) ∈ {α} × Uα × F

is equivalent to (β, p′, s′) ∈ {β}×Uβ×F if and only if p = p′ and s′ = gαβ(p) ·s.
Notice that p = p′ is possible only in case Uα ∩ Uβ 6= ∅. The the first member
of the triple is only needed to make the union above disjoint. The cocycle
conditions ensure that the equivalence relation is well defined.

The total space of our bundle is then E := Σ/ ∼. The set Σ is essentially
the disjoint union of the product spaces Uα×F and so has an obvious topology.
We then give E := Σ/ ∼ the quotient topology. The bundle projection π is
induced by (α, p, v) 7→ p. To get our trivializations we define

φα(e) := (p, y) for e ∈ π−1(Uα)

where (p, y) is the unique member of Uα × F such that (α, p, y) ∈ e. The
point here is that (α, p1, y1) ∼ (α, p2, y2) only if (p1, y1) = (p2, y2) . Now
suppose Uα ∩ Uβ 6= ∅. Then for p ∈ Uα ∩ Uβ the element φ−1

β (p, y) is in
π−1(Uα ∩ Uβ) = π−1(Uα) ∩ π−1(Uβ) and so φ−1

β (p, y) = [(β, p, y1)]. But since
φ−1

β (p, y) is in π−1(Uα) it must be equal to [(α, q, y2)] for some y2. This means
that p = q and y2 = gαβ(x) · y1 = λ(gαβ(x), y1). From this it is not hard to see
that

φα ◦ φ−1
β (p, y) = (p, gαβ(p) · y))

We leave the routine verification of the regularity of these maps and the existence
of the smooth structure to the reader.

Notice that the previous theorem is true even without the assumption that
the action is effective.
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Definition 5.9 Let ξ = (E, π,M,F ) be a smooth fiber bundle and f : N → M
be a smooth map. The pull-back bundle f∗ξ = (f∗E, f∗π, M, F ) (or induced
bundle) is defined as follows: The total space f∗E is the set {(q, e) ∈ N × E
such that f(q) = π(e)}. Then we define f∗π as the restriction to f∗E of the
projection pr1 : N × E → N .

Notice that the second factor projection map N ×E → E restricts to a map
f̃ : f∗E → E which is a bundle morphism over the map f :

f∗E
ef→ E

↓ ↓
N

f→ M

Definition 5.10 Let ξ = (E, π, M, F ) be a smooth fiber bundle and f : N → M
be a smooth map. A section of ξ along f is a map σ : N → E such that
π ◦ σ = f .

If σ : N → E is a section of ξ along f then the map σ′ : N → f∗E given by
p 7→ (p, σ(p)) is a section of the pull-back bundle f∗ξ. Conversely it is not hard
to show that all sections of f∗ξ have this form.

If φ = (π, Φ) is a trivialization of the bundle ξ over the open set U then
(f∗π, Φ◦pr2) is a trivialization of f∗ξ over the open set f−1(U). Thus a bundle
atlas on ξ induces a bundle atlas on f∗ξ.

5.2 Vector Bundles

The tangent and cotangent bundles are examples of a general type of fiber
bundle called a vector bundle. Roughly speaking, a vector bundle is a param-
eterized family of vector spaces. We shall need both complex vector bundles
and real vector bundles and so to facilitate definitions we let F denote either R
or C. Let V be a finite dimensional F-vector space. The simplest examples of
vector bundles over a manifold M are the product bundles which consist of
a Cartesian product M × V together with the projection onto the first factor
pr1 : M ×V → M . Each set of the form {x}×V ⊂ M ×V inherits an F-vector
space structure from that of V in the obvious way. We think of M ×V as copies
of V parameterized by M .

Definition 5.11 Let V be a finite dimensional F-vector space. A smooth F−vector
bundle with typical fiber V is a fiber bundle (E, π,M,V) such that for each
x ∈ M the set Ex := π−1{x} has the structure of a vector space over the field F
isomorphic to the fixed vector space V and such that every p ∈ M is in the do-
main of a bundle chart (U, φ) such that for each x ∈ U the map Φ|Ex

: Ex → V
is a vector space isomorphism.

Definition 5.12 (Terminology) We refer to a vector bundle as a complex vector
bundle (resp. real vector bundle) if F = C (resp.F = R)
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A bundle chart of the sort described in the definition is called a vector
bundle chart (VB-chart). A family {(Uα, φα)} of vector bundle charts such
that {Uα} is an open cover of M is called a vector bundle atlas for π : E → M .
The definition of a vector bundle guarantees that such an atlas exist. The
dimension of the typical fiber V is called the rank of the vector bundle. Note
that if we have a surjection π : E → M and a VB-atlas then we certainly have a
vector bundle so in practice, if one is trying to show that a surjection is a vector
bundle then one just exhibits a VB-atlas.

Remark 5.1 By choosing a basis for V one gets an isomorphism with Ck or
Rk as the case may be. Composing with this isomorphism we can convert the V-
valued VB-charts into Ck or Rk valued VB-charts. Thus we could have assumed
from the start that we were dealing with one of these standard vector spaces but
it is not alway natural to do so since our vector space may arise in a specific
way ( it could be a Lie algebra or perhaps a space of algebraic tensors) and may
not have a prefered choice of basis.

The simplest example of a vector bundle is a trivial product bundle of the
form pr1 : M × V → M where the linear structure on the fibers is the obvious
one: a(p, v) + b(p, w) := (p, av + bw).

Exercise 5.3 Show that the tangent and cotangent bundles over an n−manifold
are vector bundles with typical fiber Rk. (The cotangent bundle may be viewed
as having typical fiber

(
Rk

)∗)

Definition 5.13 Let ξ1 and ξ2 be F-vector bundles. A bundle morphism (f̂ , f) :
ξ1 → ξ2 is called a vector bundle morphism if the restrictions to fibers;
f̂
∣∣∣
π−1
1 (p)

π−1
1 (p) → π−1

2 (f(p)) are F−linear. If ξ1 and ξ2 have the same base

space M, then we obtain the definition of a vector bundle morphism over M by
specializing to the case f = idM . We then also have the corresponding notions
of vector bundle isomorphism and automorphism (for both type I and II bundle
morphisms).

A vector bundle is said to be trivial if it is vector bundle isomorphic to a
product bundle pr1 : M ×V → M .

Definition 5.14 Let π : E → M be a rank k vector bundle modeled on V and
fix an l-dimensional subspace V′ of V. If E′ ⊂ E is a submanifold with the
property that for every p ∈ M there is a VB-chart (U, φ) such that

φ(π−1(U) ∩ E′) = U ×V′ ⊂ U ×V

then (E′, π|E′ ,M, V′) is called called a rank l vector subbundle of (E, π, M, V).
Charts with this property are said to be adapted to the subbundle.

The triple (E′, π|E′ ,M, V′) is in fact a vector bundle and every adapted
VB- chart (U, φ) on E gives rise to a chart on (E′, π|E′ ,M, V′). Namely, (U, φ′)
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where φ′ is the resptriction of φ to π−1(U)∩E′ = π|−1
E′ (U). By picking a a basis

for V′ and extending to a basis for V one may take V to be Rk and V′ to be Rl

embedded in Rk as Rl × {0} ⊂ Rk. If h : E1 → E2 is a bundle homomorphism
over M then

kerh := ∪p∈M ker h|E1p

is a subset of E1. This subset is not necessarily (the total space of) a subbundle
but if the rank l of h|E1p

is independent of p then we say that the bundle map
has rank l and in this case kerh is a vector subbundle. Similarly if h has constant
rank in this sense, then the image Imh is a vector subbundle of E2. Both of
these facts follow from

Proposition 5.1 Suppose that h : E1 → E2 is a bundle homomorphism over M
of constant rank r that E1 and E2 have typical fibers V1 and V2 repectively. Fix
a rank r linear map A : V1 → V2. Then for every p ∈ M the is a chart (U, φ) for
E1 with p ∈ U and a chart (U,ψ) for E2 such that ψ◦h◦φ−1 : U×V1 → U×V2

has the form
(p, v) 7→ (p,Av)

It follows that kerh is a vector subbundle with typical fiber kerA and Imh is a
vector subbundle of E2 with typical fiber ImA.

Before we prove this let us first make an observation. Notice that only the
rank of the linear map A : V1 → V2 in this last proposition is important and we
may replace A by any linear map of the same rank. The reason for this that if
B : V1 → V2 is any other linear map with the same rank as A then there exist
linear isomorphisms α and β such that B = βAα−1. In particular if one has
choosen bases and identified V1 with Rk1 and V2 with Rk2 then we may take A
to be a map of the form

(x1, ..., xk1) 7→ (x1, ..., xr, 0, ..., 0)

so that ker A is a copy of Rk1−r and Im h is a copy of Rr.
Proof. Using the fact that what we need to prove is entirely local we can

assume that our task is to show that for any smooth map h : U×Fk1 → U×Fk2

of the form (p, v) → (p, hpv) with Ap a linear map of rank r and where p 7→ Ap

is smooth, we may find maps ψ and φ such that ψ ◦ h ◦ φ−1 : U × Fk1 →
U × Fk2 is given by (p, x1, ..., xk1) 7→ (p, x1, ..., xr, 0, ..., 0). There exists linear
isomorphisms α : Fk1 → Fk1 and β : Fk2 → Fk2 such that β ◦ hp ◦ α−1 is given
by a k2 × k1 matrix of the form

[
A11(p) A12(p)
A21(p) A22(p)

]

were by A11(p) is an r × r matrix depending on p which is rank r and hence
invertible at some fixed p0. By shrinking U if needed we may assume that A11(p)
is invertible for all p ∈ U . Thus we may as well assume from the start that hp
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is represented by a matrix of this form. Now consider the map φp : Fk1 → Fk1

whose matrix is given by
[

A11(p) A12(p)
0 id(k1−r)×(k1−r)

]

k1×k1

Then hp ◦ φ−1
p has a matrix of the form

[
idr×r 0

A21(p)A−1
11 (p) C

]

k2×k1

and since this matrix must have rank r we see that C = 0. Let Mp :=
A21(p)A−1

11 (p) and let ψp be the linear map Rk2 → Rk2 with matrix

[
idr×r 0
−Mp id(k2−r)×(k2−r)

]

Then ψp ◦ hp ◦ φ−1
p has matrix of the form

[
idr×r 0

0 0

]
. Now define φ(p, v) =

(p, φpv), h(p, x) := (p, hpx) and ψ(p, v) := (p, ψpv) for p ∈ U and x ∈ Fk1 and
v ∈ Fk2 . Notice that ψp, hp and φ−1

p each depend smoothly on p. The map
ψ ◦ h ◦ φ−1 has the required form.

Proposition 5.2 Let ρ0 : Gl(V)× V → V be the standard action of Gl(V) on
the F-vector space V. A fiber bundle with typical fiber V is an F-vector bundle
if and only if it admits a ρ0-bundle atlas (a Gl(V)-bundle atlas). Furthermore,
if ρ : Gl(V) × V → V is any effective action which acts linearly then any fiber
bundle (E, π, M, V) that has a ρ-atlas is a vector bundle.

Proof. That a vector bundle has a Gl(V)-structure follows directly from the
definition. All that remains to show is the second part of the theorem since this
will imply the remainder of the first part. Let ρ : G × V → V be any effective
Lie group action which acts linearly and suppose that (E, π, M, V) that has
a ρ-structure. Let (Uα, φα) and (Uβ , φβ) be ρ-compatible bundle charts and
φ1 = (π, Φα) and φ2 = (π, Φβ). Fix p ∈ Uα ∩ Uβ . For v, w ∈ V and a, b ∈ F we
have

Φαβ(p)(av + bw) = ρ(gαβ(p), av + bw)
= aρ(gαβ(p), v) + bρ(gαβ(p), w)
aΦαβ(p)(v) + bΦαβ(p)(w)

which shows that Φαβ(p) ∈ Gl(V) for all p ∈ Uα ∩ Uβ . We transfer the vector
space structure from V to Ep via Φα|−1

Ep
and note that this is well defined by

Proposition 2.1. With this linear structure on the fibers it is now easy to verify
that (E, π, M, V) is a vector bundle.
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Theorem 5.2 (Vector Bundle Construction Theorem) Let {Uα}α∈A be a
cover of M and let {gαβ} be a G−cocycle {gαβ} for a Lie group G. If G acts
linearly on the vector space V (by say ρ) then there exists a vector bundle with
a VB-atlas {(Uα, φα)} satisfying φα ◦ φ−1

β (p, v) = (p, gαβ(p) · v)) on nonempty
overlaps Uα ∩ Uβ. In other words, there exists a vector bundle with ρ-atlas.

Proof. This is essentially a special case of Theorem 5.1. We only need to
check linearity of the φα on fibers.

Perhaps some clarification is in order. In the case of a vector bundle, the
raw transition maps Φαβ take values in the general linear group Gl(V) which is
a Lie group. They correspond to a ρ0-structure where ρ0 is the standard linear
action of Gl(V) on V (the standard representation). They automatically satisfy
the cocycle condition and are Gl(V) valued. The more general transition maps
that define a (G,λ)−structure (G−structure) are G-valued. It is important
to note that G may be small compared to Gl(V) and certainly need not be
thought of as a subset of Gl(V). For example, the tensor bundles have Gl(V)-
structures coming from tensor representations but the tensor bundles themselves
generally have rank greater than k. Because in the vector bundle case, the Φαβ

arise directly from a VB-atlas and act by the standard action we will call these
standard transition maps and the corresponding Gl(V)-structure will be called
the standard Gl(V)-structure. The standard Gl(V)-structure is the structure
that a vector bundle has simply by virtue of being an F-vector bundle with typical
fiber V.

We already know what it means for two vector bundles over M to be equiv-
alent. Of course any two vector bundles that are equivalent in a natural way
can be thought of as the same. Since we can and often do construct our bun-
dles according to the above recipe it will pay to know something about when
two vector bundles over M are isomorphic based on their respective transition
functions. Notice that standard transition functions are easily recovered from
every (G, λ)−atlas by the formula λ(gαβ(p), s) = Φαβ |p (s).

Proposition 5.3 Two bundles π : E → M and π′ : E′ → M with standard
transition maps {Φαβ : Uα ∩ Uβ → Gl(V)} and {Φ′αβ : Uαβ → Gl(V)} over the
same cover {Uα} are isomorphic (over M) if and only if there are Gl(V)-valued
functions fα defined on each Ua such that

Φ′αβ(x) = fα(x)Φαβ(x)f−1
α (x) for x ∈ Uα ∩ Uβ (5.1)

Proof. Given a vector bundle isomorphism f : E → E′ over M let fα :=
φ′αfφ−1

α . Check that this works.
Conversely, given functions fα satisfying equations 5.1, define f̃α : Uα×V →

E|Ua
by (x, v) 7→ fα(x)v. Now we define f : E → E′ by

f(e) :=
(
(φ′α)−1 ◦ f̃α ◦ φα

)
(e) for e ∈ E|Ua

The conditions 5.1 insure that f is well defined on the overlaps E|Ua
∩ E|Uβ

=
E|Ua∩Uβ

. One easily checks that this is a vector bundle isomorphism.
We can use this construction to arrive at several often used vector bundles.
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Example 5.3 Given an atlas {(Uα, xα)} for a smooth manifold M we can let
gαβ(p) = Tpxα ◦ Tpx

−1
β for all p ∈ Uα ∩ Uβ. The bundle constructed according

to the recipe of Theorem 5.2 is a vector bundle which is (naturally isomorphic
to) the tangent bundle TM . If we let g∗αβ(p) = (Tpxβ ◦ Tpx−1

α )t then we arrive
at the cotangent bundle T ∗M .

Example 5.4 Let [n] denote the set {1, ..., n}. Consider the space T r
s (Rn) con-

sisting of functions [n]×...×[n]×..×[n] → R of the form t : (i1, ..., ir, j1, ..., js) 7→
t i1...ir

∣∣
j1...js

. Clearly T r
s (Rn) is a finite dimensional vector space isomorphic to

RN for N = nrns. For gαβ(p) as in the last example we let (T r
s gαβ) (p) be the

element of Gl(T r
s (Rn)) defined by

T r
s gαβ(p) : (t′) i1...ir

∣∣
j1...js

7−→ gi1
k1
· · · gir

kr
t k1...kr

∣∣
l1...ls

(
g−1

)l1

j1
· · · (g−1

)ls

js

(5.2)
where (gi

j) := gαβ(p) ∈ Gl(Rn). Using the maps ḡαβ := T r
s gαβ as the cocycles

we arrive, by the above construction, at a vector bundle T r
s (TM). This is called

a tensor bundle and we give a slightly different construction of this bundle below
when we study tensor fields.

Proposition 5.4 Let π : E → M be an F−vector bundle with typical fiber V
and with VB-atlas {(Uα, φα)}. Let sα : Uα → V be a collection of maps such
that whenever Uα ∩ Uβ 6= ∅ , then sα(p) = φαβ(p)sβ(p) for all p ∈ Uα ∩ Uβ.
Then there is a global section s such that s|Uα

= sα for all α.

Proof. Let φα : E|Uα
→ Uα × V be the trivializations that give rise to the

cocycle {Φαβ}. Let γα(p) := (p, sα(p)) for p ∈ Uα and then let s|Uα
:= φ−1

α ◦γα.
This gives a well defined section s because for x ∈ Uα ∩ Uβ we have

φ−1
α ◦ γα (p) = φ−1

α (x, sα(p))

= φ−1
α (p, Φαβ(p)sβ(p))

= φ−1
α ◦ φα ◦ φ−1

β (p, sβ(p))

= φ−1
β (p, sβ(p)) = φ−1

β ◦ γβ(p)

Suppose we have two vector bundles π1 : E1 → M and π2 : E2 → M . We
give two constructions of the Whitney sum bundle π1 ⊕ π2 : E1 ⊕ E2 → M .
This is a globalization of the direct sum construction of vector spaces. In fact,
the first construction simply takes E1 ⊕ E2 =

⊔
p∈M E1p ⊕ E2p. Now we have

a vector bundle atlas {(φα, Uα)} for π1 and a vector bundle atlas {(ψα, Uα)}
for π2. We have assumed that both atlases have the same family of open sets
(we can arrange this by taking a common refinement). Now let φα ⊕ ψα :
(vp, wp) 7→ (p, pr2 ◦φα (vp) , pr2 ◦ψα (wp)) for all (vp, wp) ∈ (E1 ⊕ E2)|Uα

. Then
{(φα ⊕ ψα, Uα)} is an atlas for π1 ⊕ π2 : E1 ⊕ E2 → M .

Another method of constructing this bundle is to take the cocycle {gαβ}
for π1 and the cocycle {hαβ} for π2 and then let gαβ ⊕ hαβ : Uα ∩ Uβ →
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Gl(Fk1 × Fk2) be defined by (gαβ ⊕ hαβ) (x) = gαβ(x) ⊕ hαβ(x) : (v, w) 7−→
(gαβ(x)v, hαβ(x)w). The maps gαβ ⊕ hαβ form a cocycle which determines a
bundle by the construction of proposition 5.2 which is (isomorphic to) π1⊕ π2 :
E1 ⊕ E2 → M .

The pullback of a vector bundle π : E → M by a smooth map f : N → M
is naturally a vector bundle where the linear structure on each fiber (f∗E)q =
{q} × Ep is the obvious one induced from Ep. Put another way, we put the
unique linear structure on each fiber that makes the bundle map f̃ : f∗E → E
linear on fibers. Thus we call f∗E the pullback vector bundle.

Example 5.5 Let π1 : E1 → M and π2 : E2 → M be vector bundles and let
4 : M → M ×M be the diagonal map given by x 7→ (x, x). From π1 and π2

one can construct a bundle πE1×E2 : E1 × E2 → M ×M by πE1×E2(e1, e2) :=
(pr1 (e1) , pr2 (e2)). The Whitney sum bundle defined previously may also be
defined as the pull-back 4∗πE1×E2 : 4∗ (E1 × E2) → M . Of course one would
write E1 ⊕ E2 for 4∗ (E1 × E2) .

Every vector bundle has global sections. An obvious example is the zero
section which maps each x ∈ M to the zero element 0x of the fiber Ex.

Exercise 5.4 Show that the range of the zero section of a vector bundle E → M
is a submanifold of E that is diffeomorphic to M .

Definition 5.15 If ξ = (E, π, M, V) is a vector bundle and p ∈ M then a vector
space basis for the fiber Ep is called a frame at p.

Definition 5.16 Let π : E → M be a rank k vector bundle. A k-tuple σ =
(σ1, ..., σk) of sections of E over an open set U is called a (local) frame field
over U if for all p ∈ U, {σ1(p), ..., σk(p)} is a frame at p.

If we choose a fixed basis {ei}i=1,...,k for the typical fiber V, then a choice of a
local frame field over an open set U ⊂ M is equivalent to a local trivialization (a
vector bundle chart). Namely, if φ is such a trivialization over U then defining
σi(p) = φ−1(p, ei), we have that σφ = (σ1, ..., σk) is a moving frame over U .
Conversely, if σφ = (σ1, ..., σk) is a moving frame over U then every v ∈ π−1(U)
has the form v =

∑
viσi(p) for a unique p and unique numbers vi(p). Then the

map f : U × V → π−1(U) defined by (p, v) 7→ ∑
viσi(p) is a diffeomorphism

and its inverse φ = f−1 is a trivialization. Thus if there is a global frame field,
then the vector bundle is trivial.

Definition 5.17 A manifold M is said to be parallelizable if TM is trivial;
i.e., if TM has a global frame field.

For example, one can show that S2 is not parallelizable while S2 × R is
parallelizable. Also, T 2 = S1 × S1 is parallelizable.

If G is a Lie subgroup of Gl(V) and G acts in the standard way on V, that is,
if the action is the restriction of the standard action ρ0|G, then a ρ0|G−structure
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is called a reduction to the group G. Put another way, one has achieved such
a reduction if one can find a cocycle of standard transition maps {Φαβ} which
take values in G (acting in the standard way on V). By a slight extension, an
effective (G, ρ)−structure on E can be considered as a reduction of the standard
Gl(V)-structure.

Definition 5.18 A Riemannian metric on a real vector bundle π : E → M
is map p 7→ gp(., .) which assigns to each p ∈ M a positive definite scalar product
gp(., .) on the fiber Ep that is smooth in the sense that p 7→ gp (s1(p), s2(p)) for
all smooth sections s1 and s2. A real vector bundle together with a Riemannian
metric is referred to as a Riemannian vector bundle.

For example, a Riemannian metric on the tangent bundle of a smooth man-
ifold is what one means by a Riemannian metric on the manifold. A smooth
manifold with a Riemannian metric is called a Riemannian manifold and such
will be studied later in this book. Now if a rank k real vector bundle π : E → M
has a Riemannian metric, then this induces a reduction of the standard struc-
ture group to the subgroup O(k) as follows: We start with an arbitrary VB-
atlas {(Uα, φα)}. Each chart (Uα, φα) defines a frame field (σα

1 , ....σα
k ) on Uα.

One can perform a Gramm-Schmidt process on the σα
1 (p), ....σα

k (p) simultane-
ously for all p ∈ Uα so that we have a new frame at each p (an orthonormal
frame) (eα

1 (p), ....eα
k (p)) where eα

j (p) = Ai
j(p)σα

i (p) for all p ∈ Uα and such that
the matrix entries Ai

j(p) depend smoothly on p. Thus (eα
1 , ....eα

k ) is a smooth
frame field called an orthonormal frame field. One then replaces the orig-
inal chart (Uα, φα) by a new chart (Uα, φ′α)which is the inverse of the map
(p, v) 7→ ∑

viei(p). Make this replacement for each (Uα, φα) to obtain a new
atlas. Any two of these orthonormal frame fields, say (eα

1 , ....eα
k ) and

(
eβ
1 , ....eβ

k

)

are related by
eα
j (p) = Qi

j(p)e′βi (p)

for some smooth matrix function Qi
j . One now checks that the transition maps

for this new atlas (which is still a subatlas for the maximal VB-atlas) take values
in O(k). Indeed,

φ′β ◦ φ′−1
α (p, v) = φ′β(

∑
vjeα

j (p))

= φ′β(
∑

vjQi
j(p)e′βi (p))

= (p, Φ′β
∣∣
p

∑
vjQi

j(p)e′βi (p))

= (p,
∑

vjQi
j(p) Φ′β

∣∣
p
e′βi (p))

= (p,
∑

vjQi
j(p)ei)

from which we see that Φ′αβ(p)(v) = Φ′αβ(p)(vjej) =
∑

vjQi
j(p)ei. Since Qi

j(p)
is orthogonal for all p we have Φ′αβ(p) ∈ O(k). The converse is also true.
Namely, a reduction to structure group O(k) (acting in the standard way) is
tantamount to the introduction of a Riemannian metric.
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Exercise 5.5 Prove this last statement.

Exercise 5.6 Let E be a complex vector bundle of complex rank k. Define by
analogy the notion of a Hermitian metric on E and show that every Hermitian
metric on E corresponds to the reduction of the standard Gl(k,C) structure to
a U(n)-structure.

Proposition 5.5 On every real vector bundle E there can be defined a Rieman-
nian metric. Similarly, on any complex vector bundle there exists a Hermitian
metric.

Proof. We prove the Riemannian case since the Hermitian case is entirely
analogous. The proof uses the fact that a strict convex combination of positive
definite scalar products is a positive definite scalar product. This allows us to
use a partition of unity argument. Let {(Uα, φα)} be a VB-atlas. Let (Uα, φα)
be given VB-chart. Endow V with an inner product. On the trivial bundle
Uα × V → Uα there certainly exists a Riemannian metric given on each fiber
by 〈(p, v), (p, w)〉0 = 〈v, w〉. We may transfer this to the bundle π−1(Uα) → Uα

by using the map φ−1
α thus obtaining a metric gα on this restricted bundle

over Uα. We do this for every VB-chart in the atlas. The trick is to piece these
together in a smooth way. For that we take a smooth partition of unity (Uα, ρα)
subordinate to a cover the cover {Uα}. Let

g(p) =
∑

ρα(p)gα(p).

The sum is finite at each p ∈ M since the partition of unity is locally finite and
the functions ραgα are extended to be zero outside of the corresponding Uα.
The fact that ρα ≥ 0 and ρα > 0 at p for at least one α easily gives the result
that g is positive definite at each p and so it is a Riemannian metric on E.

Example 5.6 (Canonical line bundle) Recall that RPn is the set of all lines
through the origin in Rn+1. Define the subset L(RPn) of RPn×Rn+1 consisting
of all pairs (l, v) such that v ∈ l (think about this). This set together with the
map πRP n : (l, v) 7→ l is a rank one vector bundle.

Example 5.7 (Tautological Bundle) Let G(n, k) denote the Grassmann man-
ifold of k-planes in Rn. Let γn,k be the subset of G(n, k)×Rn consisting of pairs
(P, v) where P is a k-plane (k-dimensional subspace) and v is a vector in the
plane P . The projection π : γn,k → G(n, k) is simply (P, v) 7→ P . The result
is a vector bundle (γn,k, πn,k, G(n, k),Rk). We leave it to the reader to discover
an appropriate VB-atlas.

Note well that these tautological vector bundles are not just trivial bundles
and in fact their topology or twistedness (for large n) is of the utmost importance
for classifying vector bundles. One may take the inclusions ...Rn ⊂ Rn+1 ⊂ ... ⊂
R∞ to construct inclusions G(n, k) ⊂ G(n+1, k)...and γn,k ⊂ γn+1,k from which
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a “universal bundle” γn → G(n) is constructed with the property that every
rank k vector bundle E over X is the pull-back by some map f : X → G(n) :

E ∼= f∗γn → γn

↓ ↓
X

f→ G(n)

Exercise 5.7 To each point on a sphere attach the space of all vectors normal
to the sphere at that point. Show that this normal bundle is in fact a (smooth)
vector bundle.

Exercise 5.8 Fix a nonnegative integer j. Let Y = R×(−1, 1) and let (x1, y1) ∼
(x2, y2) if and only if x1 = x2 + jk and y1 = (−1)jky2 for some integer k. Show
that E := Y/ ∼ is a vector bundle of rank 1 that is trivial if and only if j is
even. Prove or at least convince yourself that this is the Mobius band when j is
odd.

5.3 Tensor Products of Vector Bundles

Given two vector bundles π1 : E1 → M and π2 : E2 → M with respective
typical fibers V1 and V2 we let

E1 ⊗ E2 :=
⋃

p∈M

E1p ⊗E2p (a disjoint union)

Then we have a projection map π : E1 ⊗ E2 → M given by mapping any
element in a fiber E1p⊗E2p to the base point p. Now we show how to construct
a VB-atlas for E1 ⊗ E2 from and atlas on each of E1 and E2. The smooth
structure and topology can be derived from the atlas as usual in such a way
as to may all the relevant maps smooth. We leave the verification of this to
the reader. As usual we can assume that the atlases are based on the same
open cover. Thus suppose that {(Uα, φa)} is VB-atlas for E1 while {(Vα, ψa)}
is a VB-atlas for E2. Let φa ⊗ ψa : π−1(Uα) → Uα × (V1 ⊗V2) be defined by
(φa ⊗ ψa) (τp) := (p,Φa(p)⊗Ψa(p)(τp)) if τp ∈ E1p⊗E2p ⊂ E1⊗E2. To clarify,
the map Φa(p) ⊗ Ψa(p) : E1p ⊗ E2p → V1 ⊗ V2 in this formula is the tensor
product map of two linear maps as described above.. To see what the transition
maps look like we compute

(φa ⊗ ψβ) ◦ (φa ⊗ ψβ)−1 (τp)

= (p,
(
Φa(p) ◦ Φ−1

β (p)⊗Ψa(p) ◦Ψβ(p)
)

(τp))

= (p, (Φaβ(p)⊗Ψaβ(p)) (τp))

Thus the transition maps are given by p → Φaβ(p)⊗Ψaβ(p) which is a map from
Uα to Gl(V1⊗V2). The group Gl(V1⊗V2) acts on V1⊗V2 in a standard way and
this is the standard structure group of the bundle as we have just seen. However,
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it is also true that the bundle E1 ⊗ E2 has Gl(V1) × Gl(V2) as a structure
group via a tensor product representation. Indeed, if ι1 denotes the standard
representation of Gl(V1) in V1 and ι2 denotes the standard representation of
Gl(V2) in V2 then we have a tensor product representation ι1 ⊗ ι2 of Gl(V1)×
Gl(V2) in V1 ⊗ V2. Using the Gl(V1) × Gl(V2)-valued cocycle p 7→ hαβ(p) :=
(Φaβ(p),Ψaβ(p)) together with ι1 ⊗ ι2 we see that by definition

(ι1 ⊗ ι2)(hαβ(p), τ) = (Φaβ(p)⊗Ψaβ(p)) (τ)

Furthermore, if V1 = V2 = V then the tensor product representation ι1 ⊗ ι2 is
usually defined as a representation of Gl(V) rather than Gl(V)×Gl(V) and so
E1 ⊗ E2 would have a (Gl(V), ι1 ⊗ ι2)-structure. We can reconstruct the self
same vector bundle using any of these representation-cocycle pairs using Lemma
??. In fact, it is quite common that we have different representations by one
group: Suppose that we have two faithful representations λ1 and λ2 of a Lie
groups G acting on V1 and V2 respectively. If {gαβ} is a cocycle of transition
maps then we can use the pair {gαβ , λ1} in Lemma ?? to form a vector bundle
E1 which has a (G,λ1)-structure by construction. Similarly we can construct a
vector bundle E2 with (G,λ2)-structure. Now if we use λ1⊗ λ2 and the same
cocycle {gαβ} we obtain a bundle which, as a vector bundle, is E1 ⊗ E2 but
by construction has a (G,λ1⊗ λ2) structure. This is the case in the following
exercise:

Exercise 5.9 Suppose that E is a vector bundle with a (G, λ)-structure given
by a (G,λ)-atlas with a corresponding cocycle of transition functions. Show
how one may use Theorem 5.2 to construct bundles isomorphic to E∗, E ⊗ E
and E ⊗E∗ which will have a (G,λ∗)−structure, a (G,λ⊗ λ)−structure and a
(G,λ⊗ λ∗)−structure respectively.

We have now seen that various new vector bundles can be constructed start-
ing with one or more vector bundles. Most of the operations of linear algebra
extend to the vector bundle category. We can unify our thinking on these mat-
ters by introducing the notion of a C∞ functor. With F = R or C the set
of all F-vector spaces together with linear maps is a category that we denote
by lin(F). The set of morphisms from V to W is the space of F-linear maps
L(V, W) (also denoted Hom(V, W)).

Definition 5.19 A covariant C∞ functor F of one variable on lin(F) consists
of a map denoted again by F which assigns to every F-vector space an F-vector
space FV and a map also denoted by F which assigns to every linear map
A ∈ L(V, W) a linear map FA ∈ L(FV,FW) such that

(i) F : L(V,W) → L(FV,FW) is smooth,

(ii) F(idV) = idFV for all F-vector spaces V

(iii) F(A ◦ B) = FA ◦ FB for all A ∈ L(U,V) and B ∈ L(V, W) and vector
spaces U, V and W.
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As an example we have the C∞ functor which assigns to each V the k−fold
direct sum ⊕kV = V ⊕ · · · ⊕V and to each linear map A ∈ L(V, W) the map

⊕kA : ⊕kV → ⊕kV

given by ⊕kA(v1, ..., vk) := (Av1, ..., Avk). Similarly there is the functor which
assigns to each V the k−fold tensor product ⊗kV = V ⊗ · · · ⊗ V and to each
A ∈ L(V, W) the map ⊗kA : ⊗kV → ⊕kV given on homogeneous elements by(⊗kA

)
(v1 ⊗ · · · ⊗ vk) := Av1 ⊗ · · · ⊗Avk.

One can also consider C∞ covariant functors of several variables. For exam-
ple, we may map each pair of vector spaces (V,W) to the tensor product V⊗W
and to each pair (A, B) ∈ L(V, V′) × L(W,W′) the map A ⊗ B : V ⊗ W →
V′ ⊗W′.

There is also a similar notion of contravariant C∞ functor:

Definition 5.20 A contravariant C∞ functor F of one variable on lin(F) con-
sists of a map denoted again by F which assigns to every F-vector space an
F-vector space FV and a map also denoted by F which assigns to every linear
map A ∈ L(V,W) a linear map FA ∈ L(FW,FV) (notice the reversal) such
that

(i) F : L(V, W) → L(FW,FV) is smooth,

(ii) F(idV) = idFV for all F-vector spaces V

(iii) F(A ◦ B) = FB ◦ FA for all A ∈ L(U, V) and B ∈ L(V, W) and vector
spaces U,V and W.

The map that assigns to each vector space its dual and to each map it dual
(transpose) is a contravariant C∞ functor F . Now clearly one may define the
notion of a C∞ functor of several variables which may be covariant in some
variables and contravariant in others. For example, consider the functor of two
variables that assigns to each pair (V,W) the space V ⊗W∗ and to each pair
(A,B) ∈ L(V1, V2)× L(W1, W2) the map A⊗B : V1 ⊗W∗

2 → V1 ⊗W∗
1.

Theorem 5.3 Let F be a C∞ functor of m variables on lin(F) and let E1, ..., Ek

be F−vector bundles with respective typical fibers V1, .., Vm. Then the set

E := F(E1, ..., Em) := ∪pF(E1|p , ..., Em|p)
together with the map π : E → M which takes every element in F(E1|p , ..., Em|p)
to p is natural a vector bundle. If the ranks of E1, ..., Em are k1, ..., km respec-
tively then the typical fiber of E will be F(V1, .., Vm).

Proof. We will only prove the case of k = 2 with covariant first variable
and contravariant second variable. This should make it clear how the general
case would go while keeping the notational complexity under control.

Given vector bundles π1 : E1 → M and π2 : E2 → M , the total space of
the constructed bundle is ∪pF(E1|p , E2|p) with the obvious projection which
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we call π. Let (φα, Uα) be a VB-atlas for E1 and (ψα, Uα) a VB-atlas for E2

(we have arranged that both atlases use the same cover by going to a common
refinement as usual). For each p let Ep denote the fiber F(E1|p , E2|p). Fix α
and for each p ∈ Uα define Θα|p : L(Ep,F(V1, V2)) by

Θα|p := F(Φα|p , Ψα|−1
p )

where φα = (π1,Φα) and ψα = (π2,Ψα). Then define Θα : π−1Uα → F(V1,V2)
by Θα(e) = Θα|p (e) whenever e ∈ F(E1|p , E2|p). Next define

θα = (π, Θα) : π−1Uα → Uα ×F(V1, V2).

The family {(θα, Uα)} is to be a VB atlas for E. We check the transition maps:

Θαβ(p) = Θα|p ◦ Θ−1
β

∣∣∣
p

= F(Φα|p , Ψα|−1
p ) ◦ F(Φβ |p , Ψβ |−1

p )−1

= F(Φα|p , Ψα|−1
p ) ◦ F(Φβ |−1

p , Ψβ |p)
= F(Φα|p ◦ Φβ |−1

p , Ψβ |p ◦ Ψα|−1
p )

= F(Φαβ(p),Ψβα(p))

(Remember that the functor is contravariant in the second variable). Now we
can see that from the properties of Φαβ , Ψβα and the definition of C∞ functor
that F(Φαβ(p),Ψβα(p)) ∈ Gl(F(V1, V2)) and the maps Θαβ : Uα ∩ Uβ →
Gl(F(V1, V2)) are smooth.

5.4 Principal and Associated Bundles

Let π : E → M be a vector bundle with typical fiber V and for every p ∈ M let
Gl(V, Ep) denote the set of linear isomorphisms from V to Ep. If we choose a
fixed basis{ei}i=1,...,k for V then we can identify each frame u = (u1, ..., uk) at p
with the element of Gl(V, Ep) given by u(v) :=

∑
viui where v =

∑
viei. With

this identification, notice that if σα := σφα is the local section coming from a
VB-chart (Uα, φα) as described above then we have

σα(p) = Φα|Ep
for p ∈ Uα

Now let
L(E) := ∪p∈MGl(V, Ep) (disjoint union)

it will shortly be clear that L(E) is a smooth manifold and the total space of
a fiber bundle. Let ℘ : L(E) → M be the projection map defined by ℘(u) = p
when u ∈ Gl(V, Ep). Now observe that Gl(V) acts on the right of the set L(E).
Indeed, the action L(E) × Gl(V) → L(E) is given by r : (u, g) 7−→ ug = u ◦ g.



200 CHAPTER 5. FIBER BUNDLES

If we pick a fixed basis for V as above then we may view g as a matrix and an
element u ∈ Gl(V, Ep) as a frame u = (u1, ..., uk). In this case we have

ug = (uig
i
1, ..., uig

i
k)

It is easy to see that the orbit of a frame at p is exactly the set ℘−1(p) =
Gl(V, Ep) and that the action is free. For each VB-chart (U, φ) for E let σφ

be the associated frame field. Define fφ : U × Gl(V) → ℘−1 (U) by fφ(p, g) =
σφ(p)g. It is easy to check that this is a bijection. Let φ̃ : ℘−1 (U) → U ×Gl(V)
be the inverse of this map. We have φ̃ = (℘, Φ̃) where is Φ̃ a uniquely determined
map. Starting with a VB atlas {(Uα, φα)} for E, we construct a family {φ̃α :
℘−1 (Uα) → Uα × Gl(V)} of trivializations which gives a fiber bundle atlas
{(Uα, φ̃α)} for L(E) and simultaneously induces the smooth structure.

Definition 5.21 Let π : E → M be a vector bundle with typical fiber V. The
fiber bundle (L(E), ℘, M, Gl(V)) constructed above is called the linear frame
bundle of E and is usually denoted simply by L(E). The frame bundle for
the tangent bundle of a manifold M is often denoted by L(M) rather than by
L(TM).

Notice that any VB-atlas for E induces an atlas on L(E) according to our
considerations above. We have

φ̃α ◦ φ̃−1
β (p, g) = φ̃α(σ

β
(p)g)

= φ̃α(Φβ |Ep
g)

(p, Φαβ(p)g).

Thus the transition functions of L(E) are given by the standard transition func-
tions of E acting by left multiplication on Gl(V). In other words, the bundle
L(E) has a Gl(V)-structure where the action of Gl(V) on the typical fiber V
is the standard one and the cocycle corresponding to the bundle atlas for L(E)
that we constructed from a VB-atlas {(Uα, φα)} for original vector bundle E is
the very cocycle Φαβ coming from this atlas on E.

We need to make one more observation concerning the right action of Gl(V)
on L(E). Take a VB- chart for E, say (U, φ), and let us look again at the asso-
ciated chart (℘−1(U), φ̃) for L(E). First, consider the trivial bundle pr1 : U ×
Gl(V) → U and define the obvious right action on the total space φ̃

(
℘−1(U)

)
=

U ×Gl(V) by ((p, g1), g) → (p, g1g) := (p, g1) · g. Then this action is transitive
on the fibers of this trivial bundle which are exactly the orbits of the action. Of
course since Gl(V) acts on L(E) and preserves fibers it also acts by restriction
on ℘−1(U).

Proposition 5.6 The bundle map φ̃ : ℘−1(U) → U ×Gl(V) is equivariant with
respect to the right actions described above.
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Proof. We first look at the inverse.

φ̃−1(p, g1)g = σφ(p)g1g = φ̃−1(p, g1g)

Now to see this from the point of view of φ̃ rather than its inverse just let
u ∈ ℘−1(U) ⊂ L(E) and let (p, g1) be the unique pair such that u = φ̃−1(p, g1).
Then

φ̃(ug) = φ̃
(
φ̃−1(p, g1)g

)
= φ̃φ̃−1(p, g1g)

= (p, g1g) = (p, g1) · g = φ̃(u) · g

A section of L(E) over an open set U in M is just a frame field over U . A
global frame field is a global section of L(E) and clearly a global section exists
if and only if E is trivial.

The linear frame bundles associated to vector bundles are example of prin-
cipal bundles. For a frame bundle F (E) the following things standout: The
typical fiber is diffeomorphic to the structure group Gl(V) and we constructed
an atlas which showed that L(E) had a Gl(V)-structure where the action was
left multiplication. Furthermore there is a right Gl(V) action on the total space
L(E) which has the fibers as orbits. The charts have the form (℘−1(U), φ̃) and
derive from charts on E and φ̃ is equivariant in a sense that φ̃(ug) = φ̃(u)g where
if φ̃(u) = (p, g1) then (p, g1)g := (p, g1g) by definition. These facts motivate the
concept of a principal bundle.

Definition 5.22 Let ℘ : P → M be a smooth fiber bundle with typical fiber a
Lie group G. The bundle (P, ℘, M,G) is called a principal G−bundle if there
is a smooth free right action of G on P such

(i) The action preserves fibers; ℘(ug) = ℘(u) for all u ∈ P and g ∈ G.

(ii) For each p ∈ M there exists a bundle chart (U, φ) with p ∈ U and such
that if φ = (℘, Φ) then

Φ(ug) = Φ(u)g

for all u ∈ P and g ∈ G.

If the group G is understood then we may refer (P, ℘, M,G) simple as a
principal bundle.

Charts of the form described in (ii) in the definition are called principal
bundle charts and an atlas consisting of principal bundle charts is called a
principal bundle atlas. If ℘(u1) = ℘(u2) then Φ(u1) = Φ(u2)g where g :=
Φ(u1)Φ(u2)−1 and so

φ(u1) = (℘(u1), Φ(u1)) =
(℘(u2),Φ(u2)g) = (℘(u2g), Φ(u2g))

= φ(u2g)
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Since φ is bijective we see that u1 = u2g and so we conclude that the fibers are
actually the orbits of the right action.

Notice that if (φα, Uα) and (φβ , Uβ) are overlapping principal bundle charts
with φα = (℘, Φα) and φβ = (℘,Φβ) then

Φα(ug)Φβ(ug)−1 = Φα(u)gg−1Φβ(u)−1 = Φα(u)Φβ(u)−1

so that the map u 7→ Φα(u)Φβ(u)−1 is constant on fibers. This means there is
a smooth function gαβ : Uα ∩Uβ → G such that gαβ(p) = Φα(u)Φβ(u)−1 where
u is any element in the fiber at p.

Lemma 5.1 Let (φα, Uα) and (φβ , Uβ) be overlapping principal bundle charts.
For each p ∈ Uα ∩ Uβ

Φα|℘−1(p) ◦
(

Φβ |℘−1(p)

)−1

(g) = gαβ(p)g

where the gαβ are given as above.

Proof. Let
(

Φβ |℘−1(p)

)−1

(g) = u. Then g = Φβ(u) and so Φα|℘−1(p) ◦
Φβ |℘−1(p) (g) = Φα(u). On the other hand, u ∈ ℘−1(p) and so

gαβ(p)g = Φα(u)Φβ(u)−1g = Φα(u)Φβ(u)−1Φβ(u)
= Φα(u) = Φα|℘−1(p) ◦ Φβ |℘−1(p) (g)

From this lemma we see that the structure group of a principal bundle is G
acting on itself by left translation. Conversely if (P, ℘,M,G) is a fiber bundle
with a G−atlas with G acting by left translation then (P, ℘,M,G) is a principal
bundle. To see this we only need to exhibit the free right action. Let u ∈ P and
choose a chart from (φα, Uα) the G−atlas. Then let ug := φ−1

α (p, Φα(u)g) where
p = ℘(u). We need to show that this is well defined so let (φβ , Uβ) be another
such bundle chart with p = ℘(u) ∈ Uβ ∩ Uα. Then if u1 := φ−1

β (p, Φβ(u)g) we
have

φα(u1) = φαφ−1
β (p,Φβ(u)g) =

(p, gαβ(p)Φβ(u)g) = (p, Φα(u)g)

so that u1 = φ−1
α (p, Φα(u)g) = ug. It is easy to see that this action is free.

Furthermore, since

φ−1
α (p,Φα(ug)) = φ−1

α ◦ φα (ug)

= ug := φ−1
α (p, Φα(u)g)

we see that Φα(ug) = Φα(u)g as required by the definition of principal bundle.
Obviously the frame bundles of vector bundles are examples of principal

bundles. We also have the Hopf Bundles described in the next example and the
following exercise.
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Example 5.8 (Hopf Bundles) Recall the Hopf map ℘ : S2n−1 → CPn−1.
The quadruple (S2n−1, ℘,CPn−1, U(1)) is a principal fiber bundle. We have
already defined the left action of U(1) on S2n−1 in Example 4.27. Since U(1)
is abelian we may take this action to also be a right action. Recall that in
this context, we have S2n−1 = {ξ ∈ Cn : |ξ| = 1} where for ξ = (z1, ..., zn)
we have |ξ| =

∑
z̄izi. The right action of U(1) = S1 on S2n−1 is (ξ, g) 7−→

ξg = (z1g, ..., zng). It is clear that ℘(ξa) = ℘(ξ). To finish the verification that
(S2n−1, ℘,CPn−1, U(1)) is a principal bundle we exhibit appropriate principal
bundle charts. For each k = 1, 2, ..., n we let Uk := {[z1, ..., zn] ∈ CPn−1 : zk 6=
0} and we let ψk : ℘−1(Uk) → Uk × U(1) be defined by ψk := (℘, Ψk) where

Ψk(ξ) = Ψk(z1, ..., zn) :=
∣∣zk

∣∣−1
zk

we leave it to the reader to show that ψk := (℘,Ψk) is a diffeomorphism. Now
we have for g ∈ U(1)

Ψk(ξg) =
∣∣zkg

∣∣−1 (
zkg

)
=

∣∣zk
∣∣−1 (

zkg
)

=
(∣∣zk

∣∣−1
zk

)
g = Ψk(ξ)g

as desired. Let us compute the transition cocycle {gij}. For p = [ξ] ∈ Ui ∩ Ui

have
gij(p) = Ψi(ξ)Ψj(ξ)−1 =

∣∣zi
∣∣−1

zi
(
zj

)−1 ∣∣zj
∣∣ ∈ U(1)

Exercise 5.10 By analogy with the above example show that we have principal
bundles (Sn−1, ℘,RPn−1,Z2) and (S4n−1, ℘,HPn−1, Sp(1)). Show that in the
quaternionic case gij(p) =

∣∣qi
∣∣−1

qi
(
qj

)−1 ∣∣qj
∣∣ for p = [q1, ..., qn] and that the

order matters in this case.

If (U, φ) is principal bundle chart for a principal bundle (P, ℘, M, G), then
for each fixed g ∈ G, the map σφ,g : p 7→ φ−1(p, g) is a smooth local section.
Conversely if σ : U → P is a smooth local section then we let fσ : U × G →
℘−1 (U) be defined by fσ(p, g) = σ(p)g. This is a diffeomorphism and if we
denote the inverse by φ : ℘−1 (U) → U × G we have φ = (℘, Φ) for a uniquely
determined smooth map Φ : U → G. If p = ℘(u) we have

φ(ug) = (p,Φ(ug))

ug = φ−1(p, Φ(ug))

while

φ−1(p, Φ(u)g) = fσ (p, Φ(u)g)
= σ(p) (Φ(u)g) = (σ(p)Φ(u)) g

= fσ (p, Φ(u)) g = φ−1 (p, Φ(u)) g

= ug = φ−1(p, Φ(ug))

since φ−1 is a bijection we have Φ(ug) = Φ(u)g. Thus the section σ has given
rise to a principal bundle chart (U, φ).
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Proposition 5.7 If ℘ : P → M is a surjective submersion and a Lie group G
acts freely on P such that for each p ∈ M the orbit of p is exactly ℘−1(p) then
(P, ℘,M,G) is a principal bundle.

Proof. Let us assume (without loss) that the action is a right action since
it can always be converted into such by group inversion if needed. We use
Proposition 3.4: For each point p ∈ M there is a local section σ : U → P on
some neighborhood U containing p. Consider the map fσ : U × G → ℘−1 (U)
given by fσ(p, g) = σα(p)g. One can check that this map is injective and has
an invertible tangent map at each point of U . Thus by the inverse mapping
theorem one may choose a possibly smaller open neighborhood of p on which
fσ is a fiber preserving diffeomorphism. Choose a family of local sections {σα :
Uα → P} such that ∪αUα = M and such that for each α the map φα := f−1

σα
:

℘−1 (Uα) → U ×G is a fiber preserving diffeomorphism and hence bundle chart.
The same argument given before the statement of the proposition works and
shows that the bundle charts (Uα, φα) are actually principal bundle charts.

Combining this with our results on proper free actions we obtain the follow-
ing

Corollary 5.1 If a Lie group G acts properly and freely on M (on the right
) then (M,π, M/G, G) is a principal bundle. In particular, if H is a closed
subgroup of a Lie group G, then (G, π,G/H, H) is a principal bundle (with
structure group H).

Definition 5.23 Let (P1, ℘1,M1, G) and (P2, ℘2,M2, G) be two principal G-
bundles. A bundle morphism f̃ : P1 → P2 over f is called a principal G-
bundle morphism if

f̃(u · g) = f̃(u) · g
for all g ∈ G and u ∈ P .

Exercise 5.11 Show that if (P1, ℘1,M1, G) and (P2, ℘2,M2, G) are principal
G-bundles and f̃ : P1 → P2 is a principal G-bundle morphism over a diffeo-
morphism f then f̃ is a diffeomorphism.

If M1 = M2 = M and the induced map f is the identity idM : M → M then
from the last exercise f̃ is a diffeomorphism and hence a bundle equivalence (or
bundle isomorphism over M) with the property f̃(u·g) = f̃(u)·g for all g ∈ G and
u ∈ P . In this case we call f̃ a principal G-bundle equivalence and the two
bundles are equivalent principal bundles. A principal G-bundle equivalence
from a principal bundle to itself is called a principal bundle automorphism
or also a (global) gauge transformation.

We have seen that a principal G−bundle atlas {(Uα, φα)} is associated to
a cocycle {gαβ}. From this cocycle and the left action of G on itself we may
construct a bundle which has {gαβ} as transition cocycle. In fact, recall that in
the construction we formed the total space by putting an equivalence relation
on the set Σ :=

⋃
α{α} × Uα ×G where (α, p, g) ∈ {α} × Uα ×G is equivalent
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to (β, p′, g′) ∈ {β} ×Uβ ×G if and only if p = p′ and g′ = gαβ(p) · g. Now if we
define a right action on the total space of the constructed bundle by [α, p, g1]·g =
[α, p, g1g] then this is well defined, smooth and makes the constructed bundle a
principal G−bundle equivalent to the original principal G−bundle.

Exercise 5.12 Prove the last assertion above.

Thus we see that G-cocycles on a smooth manifold M give rise to principal G-
bundles and conversely. If we start with two G-cocycles on M then we make ask
whether the principal G-bundles constructed from these cocycles are equivalent
or not. First notice that the constructed bundles will have principal bundle
atlases with the respective original transition cocycles. Thus we are led to the
following related question: What conditions on the transition cocycles arising
from principal bundle atlases on two principal G-bundles will ensure that the
bundles are equivalent principal G-bundles? By restricting the trivializing maps
to open sets of a common refinement we obtain new atlases and so we may as well
assume from the start that the respective principal bundle atlases are defined
on the same cover of M .

Proposition 5.8 Let (P1, ℘1,M, G) and (P2, ℘2,M, G) be principal G-bundles
with principal bundle atlases {(φα, Uα)} and {(φ′α, Uα)} respectively. Then
(P1, ℘1,M,G) is equivalent to (P2, ℘2,M, G) if and only if there exist a fam-
ily of (smooth) maps τα : Uα → G such that g′αβ(p) = (τα(p))−1

gαβ(p)τα(p)
for all p ∈ Uα ∩ Uβ and for all nonempty intersections Uα ∩ Uβ. (Here {gαβ}
is the cocycle associated to {(φα, Uα)} and {g′αβ} is the cocycle associated to
{(φ′α, Uα)}).

Sketch of Proof. First suppose that P1 and P2 are equivalent principal
G-bundles and let f̃ : P1 → P2 be a bundle equivalence. Let p ∈ Uα and
choose some u ∈ ℘−1

1 (p) so that f̃(u) ∈ ℘−1
2 (p). Write φα = (℘1, Φα) and

φ′α = (℘2, Φ′α). One can easily show that Φα(u)(Φ′α(f̃(u)))−1 is an element of
G that is independent of the choice of u ∈ ℘−1

1 (p). Define τα : Uα → G by

τα(p) := Φα(u)(Φ′α(f̃(u)))−1

where u ∈ ℘−1
1 (p). Do this for all α. Suppose that p ∈ Uα ∩ Uβ . Then we have

(τβ(p))−1 = Φ′α(f̃(u)) (Φα(u))−1. Using the definitions of gαβ and g′αβ we have
immediately

g′αβ(p) = (τα(p))−1
gαβ(p)τα(p)

Conversely, given the maps τα : Uα → G satisfying g′αβ(p) = (τα(p))−1
gαβ(p)τα(p)

we define, for each α, a map fα : ℘−1
1 (Uα) → ℘−1

2 (Uα) by

fα(u) := (Φ′α)−1
(
p, (τα(p))−1 Φα(u)

)

Next check that fα(p) = fβ(p) so that there is a well defined map f̃ : P1 → P2

such that fα(p) = f̃(p) whenever p ∈ Uα. Finally, check that f̃(u · g) = f̃(u) · g.
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Let ℘ : P → M be a principal G−bundle and suppose that we are given a
smooth left action λ : G× F → F on some smooth manifold F . Define a right
action of G on P × F according to

(u, y) · g := (ug, g−1y) = (ug, λ(g−1, y))

Denote the orbit space of this action by P ×λ F (or P ×G F ). Let ℘̃ : P ×F →
P ×λ F denote the quotient map. One may check that there is a unique map
π : P ×λ F → M such that π ◦ ℘̃ = ℘ and so we have a commutative diagram:

P × F
pr1−→ P

℘̃ ↓ ↓ ℘

P ×λ F
π−→ M

Next we show that (P×λF, π, M, F ) is a fiber bundle (actually a (G,λ)−bundle).
It is said to be associated to the principal bundle P . Bundles constructed in
this way are called associated bundles.

Theorem 5.4 Referring to the above diagram and notations, P ×λ F is a
smooth manifold and
i) (P×λF, π, M, F ) is a fiber bundle and for every principal bundle atlas {(Uα, φα)}
there is a corresponding bundle atlas {(Uα, φ̃α)} for P ×λ F such that

φ̃α ◦ φ̃−1
β (p, y) = (p, λ(gαβ(p), y)) if p ∈ Uα ∩ Uβ and y ∈ F

ii) (P × F, ℘̃, P ×λ F, G) is principal bundle with the right action given by
(u, y) · g := (ug, g−1y).
iii) P × F

pr1−→ P is a principal bundle morphism along π.

Proof. Let {(Uα, φα)} be a principal bundle atlas for ℘ : P → M . Note
that ℘̃

(
℘−1(Uα)× F

)
= π−1(Uα). For each α, define Φ̃α : π−1(Uα) → F by

requiring that Φ̃α ◦ ℘̃(u, y) = Φα(u) · y for all (u, y) ∈ ℘−1(Uα) × F and then
let φ̃α := (π, Φ̃α) on π−1(Uα). The map φ̃α is clearly surjective onto Uα × F
since given (p, y) ∈ Uα × F we may choose u0 ∈ ℘−1(p) with Φα(u0) = e and
then φ̃α(℘̃(u0, y)) = (p, Φα(u0) · y) = (p, y). We want to show next that φ̃α is
injective. We define an inverse for φ̃α. For every p ∈ Uα let σα(p) := φ−1

α (p, e).
Then we have

σα(p) · Φα(u) = φ−1
α (p, e) · Φα(u) = φ−1

α (p, Φα(u)) = u

Define ηα : Uα × F → π−1(Uα) by ηα(p, y) := ℘̃(σα(p), y). Now

ηα ◦ φ̃α(℘̃(u, y)) = ηα(p, Φα(u) · y) = ℘̃(σα(p), Φα(u) · y)
= ℘̃(σα(p) · Φα(u), y) = ℘̃(u, y)
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Thus ηα is a right inverse for φ̃α and so φ̃α is injective. It is easily checked that
ηα is also a left inverse for φ̃α. Indeed, φ̃α ◦ηα(p, y) = (p, Φ̃α(σα(p)) ·y) = (p, y).

Next we check the overlaps.

φ̃α ◦ φ̃−1
β (p, y) = φ̃α ◦ ηβ(p, y) = φ̃α (℘̃(σβ(p), y))

= (p,Φα(σβ(p)) · y) = (p, Φα(φ−1
β (p, e)) · y)

= (p, Φα|p ◦ Φβ |−1
p (e)) · y)

= (p, gαβ(p) · e · y) = (p, gαβ(p)y)

This shows that the transitions mappings have the stated form and that the
overlap maps φ̃α ◦ φ̃−1

β are smooth. The family {(Uα, φα)} provides both the
induced smooth structure and is also a bundle atlas.

Since φα ◦ ℘̃(u, p) = (π, Φ̃α) ◦ ℘̃(u, p) = (℘(u),Φα(u)y) in the domain of
every bundle chart (Uα, φα), it follows that ℘̃ is smooth.

We leave it to the reader to verify that (P × F, ℘̃, P ×λ F, G) is a principal
G-bundle. Notice that while the map pr1 : P × F → P is clearly a bundle map
along π we also have pr1 ((u, y) · g) = pr1

(
(u · g, g−1y)

)
= u · g = pr1(u, y) · g

and so that pr1 is in fact a principal bundle morphism.
We have now seen that given a principal G−bundle one may construct var-

ious fiber bundles with G-structures. Let us look at the converse situation.
Suppose that (E, π, M, F ) is a fiber bundle. Suppose that this bundle has a
(G,λ)−atlas {(Uα, φα)} with associated G−valued cocycle of transition func-
tions { gαβ}. Using Theorem 5.1 one may construct a bundle with typical fiber
G by using left translation as the action. The resulting bundle is then a princi-
pal bundle (P, ℘,M,G) and it turns out that P×λF is equivalent to the original
bundle E. If (E, π, M, V) a vector bundle and we use the standard Gl(V)-cocycle
{Φαβ} associated to a VB-atlas then the principal bundle obtained by the above
construction is (equivalent to) the linear frame bundle F (E). Letting Gl(V) act
on V according to the standard action we have F (E)×Gl(V)V which is equivalent
to the original bundle (E, π, M, V). More generally, if ρ : G → Gl(V) is a Lie
group homomorphism treating ρ as a linear action we can form P ×ρ F . Clearly
what we have is another way of looking at bundle construction. The principal
bundle takes the place of the cocycle of transition maps. For example, if we let
Gl(V) act on V∗ according to ρ(g, v) = g · v :=

(
g−1

)t
v then F (E) ×ρ V∗ is

(equivalent to) the dual bundle E∗.

5.5 Degrees of locality

There is an interplay in geometry and topology between local and global data.
We now look at one aspect of this. To set up our discussion, suppose that s
is a section of a smooth vector bundle π : E → M with typical fiber V. For
simplicity we choose a basis and identify the typical fiber with Rk. Let us focus
our attention near a point p which is contained in an open set U over which the
bundle is trivialized. The trivialization provides a local frame field {σ1, ..., σk}
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on U . A section σ has a local expression s =
∑

siσi for some smooth functions
si. Now the component functions si together give a smooth map (si) : U → Rk.
We may assume without loss of generality that U is the domain of a chart x
for the manifold M . The map (si) ◦ x−1 : x(U) → Rk has a Taylor expansion
centered at x(p). It will be harmless to refer to this as the Taylor expansion
around p. Now, we say that two sections σ1 and σ2 have the “same k-jet at
p” if in any chart these two sections have Taylor expansions which agree up to
and including terms of order k. This puts an equivalence relation on sections
defined near p.

Consider two vector bundles E1 → M and E2 → M . Suppose we have a
map µ : Γ(M,E1) → Γ(M, E2) that is not necessarily linear over C∞(M) or
even R. We say that µ is local if the support of F (s) is contained in the support
of s for all s ∈ Γ(M, E1). We can ask for more refined kinds of locality. For
any s ∈ Γ(M,E1) we have a section µ(s) and its value µ(s)(p) ∈ E2 at some
point p ∈ M . What determines the value µ(s)(p)? Let us consider in turn the
following situations:

1. It just might be the case that whenever two sections s1 and s2 agree on
some neighborhood of p then µ(s1)(p) = µ(s2)(p). So all that matters for
determining µ(s)(p) is the behavior of s in any arbitrarily small open set
containing p. To describe this we say that µ(s)(p) only depends on the
“germ” of s at p.

2. Certainly if s1 and s2 agree on some neighborhood of p then they both
have the same Taylor expansion at p (as seen in any local VB-charts).
The reverse is not true however. Suppose that whenever two section s1

and s2 have Taylor series that agree up to and including terms of order
k then µ(s1)(p) = µ(s2)(p). Then we say that (µ(s))(p) depends only on
the k−jet of s at p.

3. Finally, it might be the case that µ(s1)(p) = µ(s2)(p) exactly when s1(p) =
s2(p).

Of course it is also possible that none of the above hold at any point. Notice
that as we go down the list we are saying that the information needed to deter-
mine µ(s)(p) is becoming more and more localized in some sense. A vector field
can be viewed as an R-linear map C∞(M) → C∞(M) and since Xf(p) = Xg(p)
exactly when df(p) = dg(p) we see that Xf(p) depends only on the 1−jet of f
at p. But this cannot be the whole story since two functions might have the
same differential without sharing the same 1-jet at p since they might not agree
at the 0-th jet level (if may be that f(p) 6= g(p) ).

We now restrict our attention to (local) R-linear maps L : Γ(M,E1) →
Γ(M, E2). We start at the bottom, so to speak, with 0−th order operators.
One way that 0−th order operators arise is from bundle maps. If τ : E1 → E2

is a bundle map (over the identity M → M) then we get an induced map
Γτ : Γ(M,E1) → Γ(M, E2) on the level of sections: If s ∈ Γ(M, E1) then

Γτ(s) := s ◦ τ
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Notice the important property that Γτ(fs) = fΓτ(s) and so Γτ is C∞(M)
linear (a module homomorphism). Conversely, if L : Γ(M, E1) → Γ(M,E2) is
C∞(M) linear then (Ls) (p) depends only on the value of s(p) and as we see
presently this means that L determines a bundle τ map such that Γτ = L. We
shall prove a bit more general result which extends to multi-linear maps.

Proposition 5.9 Let p ∈ M and τ : Γ(M,E1) × · · · × Γ(M, EN ) → Γ(M, E)
be a C∞(M)−multilinear map. Let si, s̄i ∈ Γ(M,Ei) smooth sections such that
si(p) = s̄i(p) for 1 ≤ i ≤ N ; Then we have that

τ(s1, ..., sN )(p) = τ(s̄1, ..., s̄N )(p)

Proof. The proof will follow easily if we can show that τ(s1, ..., sN )(p) = 0
whenever one of si(p) is zero. We shall assume for simplicity of notation that
N = 3. Now suppose that s1(p) = 0. If e1, ..., eN is a frame field over U ⊂ M
(with p ∈ U) then s1|U =

∑
siei for some smooth functions si ∈ C∞(U). Let

β be a bump function with support in U . Then β s1|U and β2 s1|U extend by
zero to elements of Γ(M,E1)which we shall denote by βs1 and β2s1. Similarly,
βei and β2ei are globally defined sections, βsi is a global function and βs1 =∑

βsiβei. Thus

β2τ(s1, s2, s3) = τ(β2s1, s2, s3)

= τ(
∑

βsiβei, s2, s3)

=
∑

βτ(siβei, s2, s3).

Now since s1(p) = 0 we must have si(p) = 0. Also recall that β(p) = 1.
Plugging p into the formula above we obtain τ(s1, s2, s3)(p) = 0. A similar
argument holds when s2(p) = 0 or s3(p) = 0.

Assume that si(p) = s̄i(p) for 1 ≤ i ≤ 3. Then we have

τ(s̄1, s̄2, s̄3)− τ(s1, s2, s3)
= τ(s̄1 − s1, s̄2, s̄3) + τ(s1, s2, s3) + τ(s1, s̄2 − s2, s3)
+ τ(s̄1, s2, s̄3) + τ(s̄1, s2, s̄3 − s3)

Since s̄1 − s1, s̄2 − s2 and s̄3 − s3 are all zero at p we obtain the result.
By the above, linearity over C∞(M) on the level of sections corresponds to

bundle maps on the vector bundle level. Thus whenever we have a C∞(M)−multilinear
map τ : Γ(M, E1)× · · · × Γ(M,EN ) → Γ(M, E) we also have an R−multilinear
map E1p × · · · × ENp → Ep (which we shall often denote by the symbol τp):

τp(v1, ..., vN ) := τ(s1, ..., sN )(p) for any sections si with si(p) = vi

The individual maps E1p × · · · × ENp → Ep combine to give a vector bundle
morphism

E1 ⊕ · · · ⊕ EN → E
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If an R-multilinear map τ : Γ(M, E1) × · · · × Γ(M,EN ) → Γ(M,E) is actually
C∞(M)−linear in one or more variable then we say that τ is tensorial in those
variables. If τ is tensorial in all variables say that τ is tensorial.

It is worth our while to look more closely at the case N = 1 above. Suppose
that τ : Γ(M, E) → Γ(M, F ) is tensorial (C∞−linear). Then for each p we get
a linear map τp : Ep → Fp and so a bundle morphism E → F but also we may
consider the assignment p 7→ τp as a section of the bundle whose fiber at p is the
space of linear transformations L(Ep, Fp) (sometimes denoted Hom(Ep, Fp)).
This bundle is denoted L(E,F ) or Hom(E, F ) and is isomorphic to the bundle
F ⊗ E∗.

5.6 Sheaves

Now we have seen that the section Γ(M,E) of a vector bundle form a module
over the smooth functions C∞(M). It is important to realize that having a
vector bundle at hand not only provides a module but a family of modules
parameterized by the open subsets of M . How are these modules related to
each other?

Consider a local section σ : M → E of a vector bundle E. Given any open
set U ⊂ M , we may always produce the restricted section σ|U : U → E. This
gives us a family of sections; one for each open set U . To reverse the situation,
suppose that we have a family of sections σU : U → E where U varies over the
open sets (or just a cover of M). When is it the case that such a family is just the
family of restrictions of some (global) section σ : M → E? To help with these
kinds of questions and to provide a language that will occasionally be convenient
we will introduce another formalism. This is the formalism of sheaves and
presheaves. The formalism of sheaf theory is convenient for conveying certain
concepts concerning the interplay between the local and the global. This will be
our main use. More serious use of sheaf theory is found in cohomology theory
and is especially useful in complex geometry. Sheaf theory also provides a
very good framework within which to develop the foundations of supergeometry
which is an extension of differential geometry that incorporates the important
notion of “fermionic variables”. A deep understanding of sheaf theory is not
necessary for most of what we do here and it would be enough to acquire a
basic familiarity with the definitions.

Definition 5.24 A presheaf of abelian groups (resp. rings etc.) on a
manifold (or more generally a topological space) M is an assignment U →M(U)
to each open set U ⊂ M together with a family of abelian group homomorphisms
(resp. ring homomorphisms etc.) rU

V : M(U) → M(V ) for each nested pair
V ⊂ U of open sets and such that

Presheaf 1 rV
W ◦ rU

V = rU
W whenever W ⊂ V ⊂ U.

Presheaf 2 rV
V = idV for all open V ⊂ M .
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Definition 5.25 Let M be a presheaf and R a presheaf of rings. If for each
open U ⊂ M we have that M(U) is a module over the ring R(U) and if the
multiplication map R(U)×M(U) →M(U) commutes with the restriction maps
rU
W then we say that M is a presheaf of modules over R.

Definition 5.26 A presheaf homomorphism h : M1 → M2 is an is an as-
signment to each open set U ⊂ M an abelian group (resp. ring, module, etc.)
morphism hU : M1(U) →M2(U) such that whenever V ⊂ U then the following
diagram commutes:

M1(U) hU→ M2(U)
rU
V ↓ rU

V ↓
M1(V ) hV→ M2(V )

.

Note we have used the same notation for the restriction maps of both presheaves.

Definition 5.27 We will call a presheaf a sheaf if the following properties
hold whenever U =

⋃
Uα∈U Uα for some collection of open sets U .

Sheaf 1 If s1, s2 ∈M(U) and rU
Uα

s1 = rU
Uα

s2 for all Uα ∈ U then s1 = s2.

Sheaf 2 If sα ∈M(Uα) and whenever Uα ∩ Uβ 6= ∅ we have

rU
Uα∩Uβ

sα = rU
Uα∩Uβ

sβ

then there exists s ∈M(U) such that rU
Uα

s = sα.

If we need to indicate the space M involved we will write MM instead of
M.

Definition 5.28 A morphism of sheaves is a morphism of the underlying presheaf.

The assignment C∞(.,M) : U 7→ C∞(U) is a presheaf of rings. This sheaf
will also be denoted by C∞M . The best and most important example of a sheaf
of modules over C∞(.,M) is the assignment Γ(E, .) : U 7→ Γ(E, U) for some
vector bundle E → M and where by definition rU

V (s) = s|V for s ∈ Γ(E,U).
In other words rU

V is just the restriction map. Let us denote this (pre)sheaf by
ΓE : U 7→ ΓE(U) := Γ(E, U).

Notation 5.2 Many if not most of the constructions operations we introduce
for sections of vector bundles are really also operations appropriate to the (pre)sheaf
category. Naturality with respect to restrictions is one of the features that is of-
ten not even mentioned (sometime this is precisely because it seems obvious).
This is the inspiration for a slight twist on our notation.

Global local Sheaf notation
functions on M C∞(M) C∞(U) C∞M
Vector fields on M X(M) X(U) XM

Sections of E Γ(E) Γ(U,E) ΓE

where C∞M : U 7→ C∞M (U) := C∞(U), XM : U 7→ XM (U) := X(U) and so on.
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Notation 5.3 For example, when we say that D : C∞M → C∞M is a derivation we
mean that D is actually a family of algebra derivations DU : C∞M (U) → C∞M (U)
indexed by open sets U such that we have naturality with respect to restrictions.
I.e. the diagrams of the form below for V ⊂ U commute:

C∞M (U) DU→ C∞M (U)
rU
V ↓ rU

V ↓
C∞M (V ) DV→ C∞M (V )

.

It is easy to see that all of the following examples are sheaves. In each case
the maps rU

Uα
are just the restriction maps.

Example 5.9 (Sheaf of holomorphic functions ) Sheaf theory really shows
its strength in complex analysis. This example is one of the most studied. How-
ever, we have not studied notion of a complex manifold and so this example is
for those readers with some exposure to complex manifolds. Let M be a complex
manifold and let OM (U) be the algebra of holomorphic functions defined on U.
Here too, OM is a sheaf of modules over itself. Where as the sheaf C∞M always
has global sections, the same is not true for OM . The sheaf theoretic approach
to the study of obstructions to the existence of global holomorphic functions has
been very successful.

Recall that s1 ∈ ΓE(U) and s2 ∈ ΓE(V ) determine the same germ of sections
at p if there is an open set W ⊂ U ∩ V such that rU

W s1 = rV
W s2. Now on the

union ⋃

p∈U

ΓE(U)

we impose the equivalence relation s1 ∼ s2 if and only if s1 and s2 determine
the same germ of sections at p. The set of equivalence classes (called germs of
section at p) is an abelian group in the obvious way and is denoted ΓE

p . If we
are dealing with a sheaf of rings then ΓE

p is a ring. The set ΓE((U)) =
⋃

p∈U ΓE
p

is called the sheaf of germs and can be given a topology so that the projection
pr : ΓE((U)) → M defined by the requirement that pr([s]) = p if and only if
[s] ∈ SE

p is a local homeomorphism.
More generally, letM be a presheaf of abelian groups on M . For each p ∈ M

we define the direct limit group

Mp = lim−−→
p∈U

M(U)

with respect to the restriction maps rU
V .

Definition 5.29 Mp is a set of equivalence classes called germs at p. Here
s1 ∈ M(U) and s2 ∈ M(V ) determine the same germ of sections at p if there
is an open set W ⊂ U ∩ V containing p such that rU

W s1 = rV
W s2. The germ of

s ∈M(U) at p is denoted sp.
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Now we take the union M̃ =
⋃

p∈M Mp and define a surjection π : M̃ → M

by the requirement that π(sp) = p for sp ∈ Mp. The space M̃ is called the
sheaf of germs generated by M. We want to topologize M̃ so that π is
continuous and a local homeomorphism but first a definition.

Definition 5.30 (étalé space) A topological space Y together with a contin-
uous surjection π : Y → M that is a local homeomorphism is called an étalé
space. A local section of an étalé space over an open subset U ⊂ M is a map
sU : U → Y such that π ◦ sU = idU . The set of all such sections over U is
denoted Γ(U, Y ).

Definition 5.31 For each s ∈ M(U) we can define a map (of sets) s̃ : U →
M̃ by

s̃(x) = sx

and we give M̃ the smallest topology such that the images s̃(U) for all possible
U and s are open subsets of M̃.

With the above topology M̃ becomes an étalé space and all the sections s̃
are continuous open maps. Now if we let M̃(U) denote the sections over U for
this étalé space, then the assignment U → M̃(U) is a presheaf that is always a
sheaf.

Proposition 5.10 If M was a sheaf then M̃ is isomorphic as a sheaf to M.

Exercise 5.13 Reformulate theorem C.11 in terms of germs of maps.

5.7 Problem set

1. Show that Sn × R is parallelizable.

2. Let π : E → M be a smooth vector bundle and let 0p denote the zero
element of the fiber Ep. The map 0 : p → 0p is a section of π : E → M .
Show that 0 is an embedding of M into E. Thus we sometimes identify
the image 0(M) ⊂ E with M itself. Both the map 0 and its image are
called the zero section of π : E → M .

3. Let X := [0, 1]×Rn. Fix a linear isomorphism L : Rn → Rn and consider
the quotient space E = X/ ∼ where the equivalence relation is simplest
the such that (0, v) ∼ (1, Lv). Show that E is total space of a smooth
vector bundle over the circle S1.

4. Exhibit the vector bundle charts for the pull-back bundle construction of
Defintion 5.9.

5. Show that the space of sections of a vector bundle is a finitely generated
module. Show that if the bundle is trivial then the space of sections is
finitely generated free module.
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6. Let E1 → N and E → M be smooth vector bundles. Show that if F :
E1 → E is a vector bundle homomorphism along a map f : N → M then
E1 → N is strongly isomorphic to the pull-back bundle f∗E → N .

7. Let E1 → N and E2 → M and suppose that f̃ is a bundle morphism
over M . Show that if rank( f̃

∣∣∣
E1p

) is independent of p ∈ M (i.e. f̃ is

constant rank) then there is a naturally defined bundle ker f̃ which has
fibers ker f̃

∣∣∣
E1p

. Similarly, under the same assumptions, there is a bundle

coker f̃
∣∣∣
E1p

.

8. Show that Sn × S1 is parallelizable.



Chapter 6

Tensors

Tensor fields (usually referred to simply as tensors) can be introduced in rough
and ready way by describing their local expressions in charts and then going on
to explain how such expressions are transformed under a change of coordinates.
With this approach one can gain proficiency with tensor calculations in short
order and this is usually the way physicists and engineers are introduced to
tensors. The cost is that this approach hides much of the underlying algebraic
and geometric structure. We will not pursue this approach but rather we present
tensor fields as fields of multilinear maps. It will be convenient to define the
notion of an algebraic tensor on a vector space or module. The reader who
has looked over the material in Appendix D will find this chapter easier to
understand.

Definition 6.1 If V and W be modules over a commutative ring with unity R
then an algebraic W-valued tensor on V of type (r, s) is a multilinear mapping
of the form

Λ : V∗ ×V∗ · · · ×V∗︸ ︷︷ ︸
r−times

×V ×V × · · · ×V︸ ︷︷ ︸
s−times

→ W.

The set of all W valued tensors on V will be denoted T r
s (V; W). Elements of

T r
s (V;W) are said to be contravariant of order r and covariant of order s. In

case V is a vector space over the field R, let us agree to denote T r
s (V;R) by

T r
s (V). As special cases we have T 0

1 (V; R) = V∗ and T 1
0 (V; R) = V∗∗. As

for vector spaces there is a natural map from V to V∗∗ given by v 7→ ṽ where
ṽ : α 7→ α(v). If, as in the vector space case, this map is an isomorphism we say
that V is reflexive and we identify V with V∗∗.

Example 6.1 One always has the special tensor δ ∈ T 1
1 (V; R) defined by

δ(a, v) = a(v)

for a ∈ V∗ and v ∈ V. In some contexts, this tensor is refered to as the Kroneck
delta tensor.

215
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Exercise 6.1 Show that the C∞(M) module of sections of a vector bundle E →
M is a reflexive module. (It is important here that we are only considering
vector bundles with finite dimensional fibers).

We now consider the relationship between T r
s (V;W) and abstract tensor

product spaces described in Appendix D. We first specialize to the case of
R−valued tensors, i.e. to the case where W = R. Recall that the k-th tensor
power of an R−module V is defined to be V⊗k := V⊗ · · · ⊗V. We always have
a module homomorphism

V⊗r ⊗ (V∗)⊗s → T
r

s
(V; R) (6.1)

whereby an element u1 ⊗ · · · ⊗ ur ⊗ β1 ⊗ · · · ⊗ βs ∈ V⊗r ⊗ (V∗)⊗s corresponds
to the algebraic tensor on V given by

(
α1, ..., αr, v1, ..., vs

) 7→ α1 (u1) · · ·αr (ur)β1 (v1) · · ·βs (vs)

We will identify u1 ⊗ · · · ⊗ ur ⊗ β1 ⊗ · · · ⊗ βs with this multilinear map. If V is
a (finite dimensional) vector space then the map 6.1 is an isomorphism. In fact,
it is also true that if V is the space of sections of some vector bundle over M
(with finite dimensional fibers) then V is a C∞(M)−module and the map 6.1
is still an isomorphism and so, for example, if E → M is a vector bundle and
E∗ → M the dual bundle then we have both

Ep ⊗ E∗
p
∼= T 1

1 (Ep)

and
ΓEC∞(M) ⊗ ΓE∗ ∼= T 1

1 (ΓE)

On the other hand, since the map 6.1 is not always an isomorphism for
general modules and since no analogous isomorphism exists in the case of tan-
gent spaces to infinite dimensional manifolds such as those discussed in [L1],
it becomes important to ask to what extent the isomorphism 6.1 is needed in
differential geometry. Serge Lang has written a very fine differential geometry
book for manifolds modelled on Banach spaces [L1] without the help of such
an isomorphism. The message seems to be that it is simply multilinear maps
that are most needed and not the abstract tensor product spaces. In any case,
we still can and will consider u1 ⊗ · · · ⊗ ur ⊗ β1 ⊗ · · · ⊗ βs to be an element of
T r

s (V; R) as described above.
Another thing to notice is that if 6.1 is an isomorphism for all r and s then

in particular V ∼= T 0
1 (V; R) = L(V∗;R) = V∗∗ where this isomorphism is given

by v 7→ ṽ where ṽ : α 7→ α(v) which just means that V must be reflexive.
Corollary D.3 of Appendix D states that for a finitely generated free module,
being reflexive is enough to insure that 6.1 is an isomorphism for all r and s.

Remark 6.1 The reader may have wondered about the possibility of multilinear
maps where the V factors and the V∗are interlaced, such as Υ : V × V∗ × V ×



217

V∗ × V∗ → W. Of course, such things exist and this example would be an
element of what we might denote by T 1

1
1

2 (V;W). We would still say that an
element of T 1

1
1

2 (V;W) was contravariant of order 1 + 2 = 3 and covariant
of order 2. We can and eventually will agree to associate to each such object a
unique element of T 3

2 (V;W) by simply keeping the relative order among the V
variables and among the V∗ variables separately, but shifting all V variables to
the left of the V∗ variables.

Definition 6.2 For S ∈ T r1
s1

(V) and T ∈ T r2
s2

(V) we define the tensor

product S ⊗ T ∈ T r1+r2
s1+s2

(V) by

S ⊗ T (θ1, ..., θr1+r2 , v1, .., vs1+s2)

:= S(θ1, ..., θr1 , v1, .., vs1)T (θ1, ..., θr2 , v1, .., vs2)

This is consistent with the map 6.1. We can also extend this to products of
several tensors at a time.While it is easy to see that the tensor product defineed
above is associative, it is not commutative.

Let T ∗
∗ (V) denote the direct sum of all spaces of the form T r1+r2

s1+s2
(V)

where we take T 0
0 (V) = R. The tensor product gives T ∗

∗ (V) the structure of
an algebra over R as long as we make the definition that r⊗ T := rT for r ∈ R.

Proposition 6.1 Let V be a free R-module with basis {e1, ..., en} and corre-
sponding dual basis {ε1, ..., εn} for V∗. Then the indexed set

{ei1 ⊗ · · · ⊗ eir ⊗ εj1 ⊗ · · · ⊗ εjs : i1, ..., ir, j1, ..., js = 1, ..., n}
is a basis for T r

s (V;R). If τ ∈ T r
s (V;R) then

τ =
n∑

i1,...,ir=1
j1,...,js=1

τ i1...ir
j1...js ei1 ⊗ · · · ⊗ eir ⊗ εj1 ⊗ · · · ⊗ εjs

where τ i1...ir
j1...js = τ(εi1 , ..., εir , ej1 , ...., ejs).

Proof. Suppose
∑

τ i1...ir
j1...js ei1 ⊗ · · · ⊗ eir ⊗ εj1 ⊗ · · · ⊗ εjs = 0 for some

nr+s elements τ i1...ir
j1...js of R. This is an equality of multilinear maps and if

we apply both sides to (εk1 , ..., εkr , el1 , ...., els) then we obtain τk1...kr
l1...ls = 0

and since our choices were arbitrary we see that all nr+s elements τ i1...ir
j1...js

are equal to 0. On the other hand, if τ ∈ T r
s (V;R) then it is easy to check that

τ =
∑

τ(εi1 , ..., εir , ej1 , ...., ejs)ei1⊗· · ·⊗eir ⊗εj1⊗· · ·⊗εjs and so in particular
the elements span T r

s (V;R).
As a special case of this proposition we have that if τ ∈ T 1

1 (V;R), then
τ =

∑
τ i

j ei ⊗ εj where τ i
j = τ(εi, ej).

Example 6.2 It is easy to show that for any basis (with corresponding dual
basis) as above the components of the Kronecker delta tensor δ has components
δi
j = 1 if i 6= j and δi

i = 0.
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It is easy to show that if S ∈ T 1
2 (V) and T ∈ T 2

2 (V) then S ⊗ T has
components given by

(S ⊗ T )abc
defg = Sa

de T bc
fg

More generally, if S ∈ T r1
s1

(V) and T ∈ T r2
s2

(V) then

(S ⊗ T )a1...ar1α1...αr2
b1...bs1β1...βs2

= Sa1...ar1 b1...bs1
Tα1...αr1 β1...βs2

One can make various reinterpretations of tensors.

Example 6.3 Elements of T r
s (V) can be interpreted as members of Ts(V; T r(V))

according to the natural prescription

τ(v1, ..., vs)(α1, ..., αr) := τ(α1, ..., αr, v1, ..., vs)

similarly elements of T r
s (V) can be interpreted as members of T r(V; Ts(V)).

Example 6.4 Elements of Tr1+r2(V) can be interpreted as members of Tr1+r2(V; Tr2(V))
by

τ(v1, ..., vr1)(u1, ..., ur2) := τ(v1, ..., vr1 , u1, ..., ur2)

One can easily see from the above examples that many reinterpretation are
possible. One of the most common is reinterpretations is where one interprets
elements of T2(V,R) as elements of T2(V, V∗) according to

τ(v)(u) = τ(v, u) for u, v ∈ V

Now suppose that V is free with basis e1, ..., en and dual basis ε1, ..., εn. Every
basis element ei ⊗ εj ∈ T 1

1 (V,R) can be though of as an R−linear map V → V
by the prescription (ei ⊗ εj)map(v) := εj(v)ei. Now we can extend this idea to
an arbitrary τ ∈ T 1

1 (V, R) so that if τ = τ i
jei ⊗ εj then we interpret τ as the

map
τmap : v 7→ τ i

jε
j(v)ei

The resulting map τmap is independent of the basis chosen and is such that if
τ = w⊗α then this map becomes τmap(v) = (w ⊗ α)map (v) = α(v)w. Thus we
get a map T 1

1 (V, R) → L(V,V) given by τ → τmap which can be shown to be
natural in a certain sense and is an isomorphism. Note that we are not claiming
such an isomorphism in the case that V is not a finite dimensional free module.
When this isomorphism exists, it is popular to use this isomorphism to identify
T 1

1 (V,R) with L(V, V).

Exercise 6.2 Show that under the identification of T 1
1 (V, R) with L(V, V) we

can interpret the Kronecker delta tensor as the identifty map.

Definition 6.3 A covariant tensor τ ∈ Tr(V,W) is said to be symmetric if

τ(v1, ..., vr) = τ(vσ1, ..., vσr)

for all v1, ..., vr and all permutations σ of the letters {1, 2, ..., r}. Similarly we
can define a symmetric contravariant tensor.
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Definition 6.4 A covariant tensor τ ∈ Tr(V, W) is said to be alternating if

τ(v1, ..., vr) = sgn(σ)τ(vσ1, ..., vσr)

for all v1, ..., vr and all permutations σ of the letters {1, 2, ..., r} and where
sgn(σ) = 1 is σ is an even permutation and −1 if it is an odd permutation
. Similarly we can define alternating contravariant tensor.

Notice that if V is free R-module with basis {e1, ..., en} and corresponding
dual basis {ε1, ..., εn} for V∗ then if

v = viei

w = wiei

and

α = αiε
i

then for τ ∈ T 1
2 (V;R) we have

τ(α, v, w) = τ i
jk αiv

jwk (6.2)

More generally, if we express elements v1, ..., vs ∈ V and α1, ..., αr ∈ V∗ in terms
of our basis and its dual basis then for τ ∈ T r

s (V;R), we have a analogous
general expression for τ(α1, ..., αr, v1, ..., vs) in terms of the components of the
tensor and its arguments.

Exercise 6.3 Show that if {e1, ..., en} is a basis for V and {ē1, ..., ēn} is another
such basis with

ēi = Ak
i ek

then the basis dual {ε̄1, ..., ε̄n} dual to {ē1, ..., ēn} is related to the basis dual to
{e1, ..., en} by ε̄i =

(
A−1

)i

k
εk. Show that if τ i

jk is the comonents of τ with
respect to the first basis (and its dual) and if τ̄ i

jk are the components with
respect to the second basis then

τ̄ i
jk = τa

bc Ab
jA

c
k

(
A−1

)i

a

What is the analogous statement for a tensor τ ∈ T r
s (V;R).

Covariant tensors on modules have a nice property with respect to linear
maps (module homomorphisms). If ` : U → V is a linear map then we define
the pull-back `∗ : T 0

s (V; W) → T 0
s (U;W) according to

(`∗τ)(u1, ..., us) := τ(`u1, ..., `us)

It is easy to show that `∗ is linear. If and we also have ` : U1 → U2 and
λ : U2 → V then

(λ ◦ `)∗ : T 0
s (V;W) → T 0

s (U1;W)
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and
(λ ◦ `)∗ = `∗ ◦ λ∗

Thus the pull-back ` → `∗ defines a contravariant functor in the category of
W−valued covariant tensors. (Because of this one might wish that covariant
tensors were called contravariant and vice versa but the traditional terminology
is entrenched). Suppose that (e1, ..., en) is a basis for V and that (f1, ..., fm) is
a basis for W. If `ei = `k

i fk then we have

(`∗τ)i1...is = (`∗τ)(ei1 , ..., eis)
= τ(`ei1 , ..., `eis

)

= τ(`k1
i1

fk1 , ..., `
ks
i1

fks)

= `k1
i1
· · · `ks

is
τ(fk1 , ..., fks)

τk1...ks
`k1
i1
· · · `ks

is

which give the component form of the pull-back operation in terms of the matrix(
`k
i

)
.

6.1 Contraction

Definition 6.5 Let {e1, ..., en} ⊂ V be a basis for V and {ε1, ..., εn} ⊂ V∗ the
dual basis. If τ ∈ T r

s (V) we define Ck
l τ ∈ T r−1

s−1 (V)

Ci
jτ(θ1, ..., θr−1,w1, .., ws−1)

=
n∑

a=1

τ(θ1, ..., εa

k−th position
, . . . , θr−1, w1, . . . , ea

l−th position
, . . . , ws−1).

Write the components of τ ∈ T r
s (V) with respect to our basis as τ i1....ir

j1....js.
Suppose we pick out an upper index, say ik, and also a lower index, say jl. We
obtain the components of the contracted tensor by:

(
Ck

l τ
)i1..bik...ir

j1...bjl...js
:= τ i1..a...ir

j1...a..js
(sum over a)

Here the caret means omission. In practice, one often just writes T i1..bik...ir

j1...bjl...js

instead of
(
Ck

l T
)i1..bik...ir

j1...bjl...js
as long is it has been made clear how the contraction

was carried out. Notice that we always contact an upper index with a lower
index.

Consider a tensor of the form v1 ⊗ v2 ⊗ η1 ⊗ η2 ∈ T 2
2 (V). We can define

the 1,1 contraction of v1 ⊗ v2 ⊗ η1 ⊗ η2 as the tensor obtained as

C1
1 (v1 ⊗ v2 ⊗ η1 ⊗ η2) = η1(v1)v2 ⊗ η2.

Similarly we can define

C1
2 (v1 ⊗ v2 ⊗ η1 ⊗ η2) = η2(v1)v2 ⊗ η1.
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In general, we define Ci
j on “monomials” v1⊗v2...⊗vk⊗η1⊗η2⊗ ...⊗ηl by an

obvious extension of the above. This action of contraction on monomials can
be use to give a basis free presentation of contraction. Contraction generalizes
the notion of the trace of a linear transformation.

A common use of contration involve first taking the tensor product and the
performing a contraction of a contravariant slot of one with a covariant slot of
the the other. One often performs several contactions. For example, we may
form a tensor that is given in components as

τac
efg = Sa

ke T kc
fg (sum over k)

6.2 Bottom up approach to tensors fields.

There are two approaches to tensor fields on smooth manifolds that turn out to
be equivalent (at least in the case of finite dimensional manifolds). We start with
the “bottom up” approach where we apply multilinear algebra first to individual
tangents spaces. The second approach directly defines tensors as elements of
T r

s (X(M)).
Given a rank k vector bundle ξ = (E, π, M) let T r

s (E, M) =
⊔

p∈M T r
s (Ep).

We wish to construct a bundle T r
s (ξ) which has T r

s (E, M) as total space and
T r

s (Ep) as fiber over p. If (U, φ) is a VB chart for ξ then we can construct a VB
chart for T r

s (ξ). Recall that φ has the form φ = (π, Φ) where Φ : π−1U → Fk

and where Φp := Φ|Ep
: Ep → Fk is a linear isomorphism for each p. We obtain

a map Φr,s
p : T r

s (Ep) → T r
s (Fk) by

(Φr,s
p τp)(α1, ..., αr, v1, ..., vs) := τp(

(
Φ−1

p

)∗
α1, ...,

(
Φ−1

p

)∗
αr,Φpv1, ..., Φpvs)

These maps at each p combine to give a map Φr,s : π−1U → T r
s (Fk) which is

smooth (exercise). Now our chart for T r
s (ξ) is

φr,s := (π, Φr,s) : π−1U → U × T r
s (Fk)

If desired, one can choose once and for all an isomorphism T r
s (Fk) ∼= Fkr+s

. A
VB atlas {(Uα, φα)}for ξ = (E, π, M) gives a VB atlas {(Uα, φr,s

α )} for T r
s (ξ).

Exercise 6.4 Show that there is a natural vector bundle isomorphism T r
s (ξ) ∼=

(⊗rE)⊗ (⊗sE∗).

We leave it to the interested reader to prove the following useful theorem.

Proposition 6.2 A section Υ of T r
s (ξ) is smooth A map Υ : M → T r

s (ξ) if
and only if p 7→ Υ(p)(α1(p), ...., αr(p), X1(p), ..., Xs(p)) is smooth for all smooth
sections p 7→ αi(p) and p 7→ Xi(p) of E∗ → M and E → M respectively.

The set of smooth sections of T r
s (ξ)) is denoted Γ(T r

s (ξ)).
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Exercise 6.5 If Υ ∈ Γ(T r
s (ξ)) then define a multilinear map Υ : (ΓE∗)k ×

(ΓE)l → C∞(M) (denoted by the same symbol!) by Υ(α1, ...., αr, X1, ..., Xs) is
defined by

Υ(α1, ...., αr, X1, ..., Xs) : p 7→ Υp(α1(p), ...., αr(p), X1(p), ..., Xs(p)).

Show that this map is multilinear over C∞(M). This is an extension of idea
thinking of a 1−form α as a map X(M) → C∞(M) so that α(X) is a smooth
function.

Like most linear algebraic structures existing at the level of the a single fiber
Ep the notion of tensor product is easily extended to the level of sections: For
τ ∈ Γ(T r1

s1 (E)) and η ∈ Γ(T r2
s2 (E)) we define the (consolidated) tensor

product τ ⊗ η ∈ Γ(T r1+r2
s1+s2 (E)) by

(τ ⊗ η) (p)(α1, ..., αr1+r2 , v1, ..., vs1+s2)

= τ(α1, ..., αr1 , v1, ..., vs1)η(αr1+1, ...αr1+r2 , vs1+1, ..., vs1+s2)

for all αi ∈ E∗
p and vi ∈ Ep. In other words, we define (τ ⊗ η) (p) by using

τp ⊗ ηp which is already defined since Ep is a vector space. Of course, for
sections ωi ∈ Γ (E∗) and Xi ∈ Γ (E) we have

(τ ⊗ η) (ω1, ..., ωr1+r2 , X1, ..., Xs1+s2) ∈ C∞(M)

Now let us assume that E → M is a vector bundle of rank m. Let s1, ..., sm

be a local frame field for E over an open set U and let σ1, ..., σr be the frame
field of the dual bundle E∗ → M so that σi(sj) = δi

j . Consider the set

{σi1 ⊗ · · · ⊗ σir ⊗ sj1 ⊗ · · · ⊗ sjs : i1, ..., ir, j1, ..., js = 1, ...,m}

If Υ ∈ Γ(T r
s (E)) then, in an obvious way, we have functions Υi1...ir

j1...js
∈

C∞(U) defined by Υi1...ir
j1...js

= Υ(σi1 , ..., σir , sj1 , ..., sjs) and it is easy to
deduce that Υ (restricted to U) has the expansion

Υ = Υi1...ir
j1...js

σi1 ⊗ · · · ⊗ σir ⊗ sj1 ⊗ · · · ⊗ sjs

Exercise 6.6 Show that the component functions for τ ⊗ η are given by

(τ ⊗ η)i1...ir1+r2
j1,....js1+s2

= τ i1...ir1 j1,....js1
ηir1+1...ir2

js1+1...js2

In the case of the tangent bundle TM we have special terminology
and notation.

Definition 6.6 The bundle T r
s (TM) is called the (r, s)−tensor bundle.
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Definition 6.7 A (r, s)− tensor τp at p is a real valued r + s-linear map

τp :
(
T ∗p M)r × (TpM

)s → R.

or in other words an element of T r
s (TpM). The space of sections Γ(T r

s (TM))
is denoted by Tr

s (M) and its elements are referred to as r−contravariant
s−covariant tensor fields or also, type (r, s)-tensor fields.

In summary, a tensor field is a smooth assignment of a multilinear
map on each tangent space of the manifold. For convenience we will
sometimes refer to elements T r

s (TpM) as point tensors. An important point
is that a tangent vector may be considered as a contravariant tensor, or a tensor
of type (1, 0) according to the prescription Xp(αp) := αp(Xp) for each αp ∈
T ∗p M . This type of definition by duality is common in differential geometry and
eventually this type of thing is done without comment. That said, we realize that
if p is in a coordinate chart (U, x) as before then the vectors ∂

∂x1

∣∣
p
, ..., ∂

∂xn

∣∣
p

form
a basis for TpM and using the identification TpM = (TpM

∗)∗ just mentioned
we may form a basis for T r

s (TpM) consisting of all tensors of the form

∂

∂xi1

∣∣∣∣
p

⊗ · · · ⊗ ∂

∂xir

∣∣∣∣
p

⊗ dxj1
∣∣
p
⊗ · · · ⊗ dxjs

∣∣
p
.

For example, a (1, 1)−tensor Ap at p could be expressed in coordinate form as

Ap = Ai
j

∂

∂xi

∣∣∣∣
p

⊗ dxj
∣∣
p
.

Now the notation for coordinate expressions is already quite cluttered to the
point of being intimidating and we shall take steps to alleviate this shortly but
first behold the coordinate expression for a (r, s)−tensor (at p) :

τp =
∑

τ i1....ir

j1....js

∂

∂xi1

∣∣∣∣
p

⊗ · · · ⊗ ∂

∂xir

∣∣∣∣
p

⊗ dxj1
∣∣
p
⊗ · · · ⊗ dxjs

∣∣
p

Of course the manifold in question could be an open submanifold U of M
so for any such open set we have the tensor fields over that set such as Tr

s(U).
The open subsets are partially ordered by inclusion V ⊂ U and the tensor
fields on these are related in a nice and somewhat obvious way at least if we
think of our tensor fields as literally fields of point tensors. This we now do.
Let rU

V : Tr
s(U) → Tr

s(V ) denote the obvious restriction map. The assignment
U → Tr

s(U) is an example of a (pre) sheaf. This means that we have the
following easy to verify facts.

1. rV
W ◦ rU

V = rU
W whenever W ⊂ V ⊂ U.

2. rV
V = idV for all open V ⊂ M .

3. Let U =
⋃

Uα∈U Uα for some collection of open sets U . If s1, s2 ∈ Tr
s(U)

and rU
Uα

s1 = rU
Uα

s2 for all Uα ∈ U then s1 = s2.
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4. Let U =
⋃

Uα∈U Uα for some collection of open sets U . If sα ∈ Tr
s(Uα) and

whenever Uα ∩ Uβ 6= ∅ we have

rU
Uα∩Uβ

sα = rU
Uα∩Uβ

sβ

then there exists a s ∈ Tr
s(U) such that rU

Uα
s = sα.

The reader should realize that we get a presheaf of local sections whenever
we have a vector bundle.

We shall define several operations on spaces of tensor fields. We would like
each of these to be natural with respect to restriction. We already have one such
operation; the tensor product. If Υ1 ∈ Tr1

s1
(U) and Υ2 ∈ Tr2

s2
(U) and V ⊂ U

then rU
V (Υ1 ⊗Υ2) = rU

V Υ1 ⊗ rU
V Υ2. A (k, l)−tensor field τ may generally be

expressed in a chart (U, x) as

τ =
∑

τ i1....ir

j1....js

∂

∂xi1
⊗ · · · ⊗ ∂

∂xir
⊗ dxj1 ⊗ · · · ⊗ dxjs

where τ i1....ir

j1....js
are now functions, ∂

∂xi ∈ X(U) and dxj ∈ X∗(U). Actually,
it is the restriction of τ to U that can be written in this way but because of
the naturality with respect to restriction of all the operations we introduce, it is
generally safe to use the same letter to denote a tensor field and its restriction
to an open set such as a coordinate neighborhood. In accordance with our
definitions above, a map τ : U → T r

s (M) is a C∞ tensor field (over U) if
whenever α1, ..., αr are C∞ 1-forms over U and X1, ...., Xs are C∞ vector fields
over U then the function

p 7→ τ(p)(α1(p), ..., αr(p), X1(p), ...., Xs(p))

is smooth. It is easy to show that such a map is smooth if and only if the
components τ i1....ir

j1....js
are C∞(U) for every choice of coordinates (U, x).

Exercise 6.7 Suppose that we have two charts (U, x) and (V, x̄). If τ ∈ T1
2 (M)

has components τ i
jk in the first chart and τ̄ i

jk in the second chart then on the
overlap U ∩ V we have

τ̄ i
jk = τa

bc

∂x̄i

∂xa

∂xb

∂x̄j

∂xc

∂x̄k

where

dx̄i =
∂x̄i

∂xa
dxa and

∂

∂x̄i
=

∂x̄b

∂xi

∂

∂xb

This last exercise reveals the transformation law for tensor fields in T1
2 (M)

and there is obviously an analogous law for tensor fields from Tr
s (M) for any

values of r and s. In some presentations, tensor fields are defined in terms of
such transformations laws. It should be emphasized again that there are two
slightly different ways of reading local expressions like the above. We may think
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of all of these functions as living on the manifold in the domain U ∩ V . In this
interpretation we read the above as

τ̄ i
jk(p) = τ l

ab(p)
∂xa

∂x̄j
(p)

∂xb

∂x̄k
(p)

∂x̄i

∂xl
(p) for each p ∈ U ∩ V

This is the default modern viewpoint. Alternatively, we could take ∂xj

∂x̄m to be
functions on x̄(U ∩ V ) and write ∂xj

∂x̄m (x̄1, ..., x̄n) while ∂x̄i

∂xl would then refer to
∂x̄i

∂xl ◦x◦x̄−1(x̄1, ..., x̄n) so that both sides of the equation are functions of variables
which we abusively write as (x̄1, ..., x̄n). The first version seems theoretically
pleasing but for specific calculations using familiar coordinates such as polar
coordinates, the second version is often convenient. For example, suppose that
a tensor τ has components with respect to rectangular coordinates on R2 given
by τ i

jk where for indexing purposes we take (x, y) = (u1, u2) and (r, θ) = (v1, v2).
Then

τ̄ i
jk = τ l

ab

∂ua

∂vj

∂ub

∂vk

∂vi

∂ul

could be read so that ∂uj

∂vj = ∂uj

∂vj (v1, v2) while ∂vi

∂ui = ∂vi

∂ui (u1(v1, v2), u2(v1, v2)).
Of course, the charts are there to “identify” patches in Euclidean space with
open sets on the manifold so these viewpoints are really somehow the same after
all.

Exercise 6.8 If in rectangular coordinates on R2 a tensor field with components
(arranged as a matrix) given by

(
τ i

j

)
=

[
τ1

1 = 1 τ2
1 = xy

τ1
2 = xy τ2

2 = 1

]

then what are the components of the same tensor in polar coordinates?

Example 6.5 In definition 5.18 we introduced the notion of a Riemannian met-
ric on a real vector bundle. We saw that such metrics always exist. The most
important case is where the bundle is the tangent bundle TM of a manifold
M . In this case we say that we have a Riemannian metric on M . Thus a
Riemannian metric on M is an element of T 0

2 (M).

Example 6.6 A thin flat slab of material has associated with it a rank 2 tensor
called the stress tensor. This tensor is symmetric. If rectangular coordinates
(x, y) are imposed and if the material is homogeneous then the tensor has con-
stant component functions (Tij), Tij = −Tji. In polar coordinates (r, θ) the
same tensor has components

(T̄ij(r, θ)) =
(

cos θ sin θ
−r sin θ r cos θ

)(
T11 T12

T12 T22

)(
cos θ sin θ
−r sin θ r cos θ

)

Exercise 6.9 If a thin and flat material object ( a “thin film”) is both homo-
geneous and isotropic then in rectangular coordinates we have (Tij) = (cδij) for
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some constant c. Show that in this case the matrix expression for the stress ten-

sor in polar coordinates is
(

cos2 θ − (
sin2 θ

)
r cos θ sin θ + (sin θ) r cos θ

− (sin θ) r cos θ − r2 cos θ sin θ − (
sin2 θ

)
r + r2 cos2 θ

)

.

We now introduce the pull-back of a covariant tensor field.

Definition 6.8 If f : M → N is a smooth map and τ is a s−covariant tensor
on N then we define the pull-back f∗τ ∈ T0

s (M) by

f∗τ(v1, ..., vs)(p) = τ(Tf · v1, ..., T f · vs)

for all v1, ..., vs ∈ TpM and any p ∈ M .

It is not hard to see that f∗ : T 0
s (N) → T 0

s (M) is linear over R and for
any h ∈ C∞(N) and τ ∈ T 0

s (N) we have f∗ (hτ) = (h ◦ f) f∗τ .
Let us discover the local expression for pull-back. Choose a chart (U, x) on

M and a chart (V, y) on N and assume that f(U) ⊂ V . By a common abuse of

notation ∂yi

∂xj :=
∂(yi◦f)

∂xj . We have Tf ∂
∂xi = ∂yk

∂xi
∂

∂yk

(f∗τ)i1...is
= f∗τ(

∂

∂xi1
, ...,

∂

∂xis
)

(f∗τ)i1...is
= f∗τ(

∂

∂xi1
, ...,

∂

∂xis
)

= τ(Tf
∂

∂xi1
, ..., Tf

∂

∂xis
)

= τ(
∂yk1

∂xi1

∂

∂yk1
, ...,

∂yks

∂xis

∂

∂yks
)

= τ(
∂yk1

∂xi1

∂

∂yk1
, ...,

∂yks

∂xis

∂

∂yks
)

= τk1...ks

∂yk1

∂xi1
· · · ∂yks

∂xis

This looks similar to a transformation law for a tensor but here f is not a change
of coordinates and need not be a diffeomorphism.

Exercise 6.10 Let f be as above. Show that for τ1 ∈ T 0
s1

(M) and τ2 ∈
T 0

s2
(M) we have f∗ (τ1 ⊗ τ2) = f∗τ1 ⊗ f∗τ2.

The notion of pull-back can be extended to contravariant tensors and ten-
sors of mixed covariance if f : M → N is a diffeomorphism. For such a
diffeomorphism, let

(
Tf−1

)∗ : T ∗p M → T ∗p N denote the dual of the map
Tf−1 : TpN → TpM .
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Definition 6.9 If f : M → N is a diffeomorphism and τ is an (r, s) tensor
field on N then we define the pull-back f∗τ ∈ T r

s (M) by

f∗τ(a1, ...., ar, v1, ..., vs)(p)

:= τ(
(
Tf−1

)∗
a1, ....,

(
Tf−1

)∗
ar, T f · v1, ..., T f · vs)

for all v1, ..., vs ∈ TpM and a1, ...., ar ∈ T ∗p M and any p ∈ M . The push-
forward?? is then defined for τ ∈ T r

s (M) as f∗τ := (f−1)∗τ .

6.3 Top down approach to tensor fields

Specializing what we learned from Exercise 6.5 to the case of the tangent bundle,
we see that a tensor field gives us a C∞(M)-multilinear map based on the module
X(M). This observation leads to an alternate definition of a tensor field over
M . In this “top down” view we simply define an (r, s)-tensor field to be a
C∞(M)-multilinear map

X(M)r × X∗(M)s → C∞(M).

In this view, a tensor field is an element of T r
s (X(M)). For example, a global

covariant 2- tensor field on a manifold M is a map τ : X(M)×X(M) → C∞(M)
such that

τ(f1X1 + f2X2, Y ) = f1τ(X1, Y ) + f2τ(X2, Y )
τ(Y, f1X1 + f2X2) = f1τ(Y, X1) + f2τ(Y, X2)

for all f1, f2 ∈ C∞(M) and all X1, X2, Y ∈ X(M). As we shall see, it turns out
that such C∞(M)-multilinear maps determine tensor fields in the sense of the
previous section.

Exercise 6.11 Let ξ = (E, π, M) be a smooth vector bundle. Produce an anal-
ogous top down approach corresponding to T r

s (ξ).

It is not obvious what is the relation between T r
s (X(M)) and T r

s (X(U))
for some proper open subset U ⊂ M . It we take a top down appraoch to tensor
fields then we must work to recover the presheaf aspects. We do this in the next
section indirectly by showing how the top down approach gives back tensors
as sections. Another comment is that both X(U) and T r

s (X(U)) are finite
dimensional free modules if U is a chart domain or the domain of a frame field.
The reason is that a local frame field and its dual frame field provide a module
basis for X(U) and X∗(U) and the latter really is the dual of the first in the
module sense. On the other hand, X(M) and T r

s (X(M)) are not generally free
unless M is parallelizable.
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6.4 Matching the two approaches to tensor fields.

If we define a tensors field as we first did, that is, as a field of point tensors,
then we immediately obtain a tensor as defined in the top down approach. On
the other hand if τ is initially defined as a C∞(M)−multilinear map, then how
should we recover the field of tensors on the tangent spaces1? Answering this is
our next goal.

Proposition 6.3 Let p ∈ M and τ ∈ T r
s (X(M)). Let θ1, ..., θr and θ̄1, ..., θ̄r

be smooth 1-forms such that θi(p) = θ̄i(p) for 1 ≤ i ≤ r; also let X1, ..., Xs and
X̄1, ..., X̄s be smooth vector fields such that Xi(p) = X̄i(p) for 1 ≤ i ≤ s. Then
we have that

τ(θ1, ..., θr, X1, ..., Xs)(p) = τ(θ̄1, ..., θ̄r, X̄1, ..., X̄s)(p)

Proof. The proof will follow easily if we can show that τ(θ1, ..., θr, X1, ..., Xs)(p) =
0 whenever one of θ1(p), ..., θr(p), X1(p), ..., Xs(p) is zero. We shall assume for
simplicity of notation that r = 1 and s = 2. Now suppose that X1(p) = 0. If
(U, x) with x = (x1, ..., xn), then X1|U =

∑
ξi ∂

∂xi for some smooth functions
ξi ∈ C∞(U). Let β be a cut-off function with support in U . Then β X1|U and
β2 X1|U extend by zero to elements of X(M) which we shall denote by βX1

and β2X1. Similarly, β ∂
∂xi and β2 ∂

∂xi are globally defined vector fields, βξi is a
global function and βX1 =

∑
βξiβ ∂

∂xi . Thus

β2τ(θ1, X1, X2) = τ(θ1, β
2X1, X2)

= τ(θ1,
∑

βξiβ
∂

∂xi
, X2)

=
∑

βτ(θ1, ξ
iβ

∂

∂xi
, X2).

Now since X1(p) = 0 we must have ξi(p) = 0. Also recall that β(p) = 1.
Plugging p into the formula above we obtain τ(θ1, X1, X2)(p) = 0. A similar
argument holds when X1(p) = 0 or θ1(p) = 0.

Assume that θ̄1(p) = θ1(p), X̄1(p) = X̄1(p) and X2(p) = X̄2(p). Then we
have

τ(θ̄1, X̄1, X̄2)− τ(θ1, X1, X2)
= τ(θ̄1 − θ1, X̄1, X̄2) + τ(θ1, X̄1, X̄2) + τ(θ1, X̄1 −X1, X̄2)
+ τ(θ̄1, X1, X̄2) + τ(θ̄1, X1, X̄2 −X2)

Since θ̄1 − θ1, X̄1 −X1 and X̄2 −X1 are all zero at p we obtain the result that
τ(θ̄1, X̄1, X̄2)(p) = τ(θ1, X1, X2)(p).

Thus we have a natural correspondence between T r
s (X(M)) and Tr

s(M)
(the latter being smooth sections of the bundle T r

s (TM) → M). It is just as
1This is exactly where things might not go so well if the manifold is not finite dimensional.

What we need is the existence of smooth cut-off functions. Some Banach manifolds support
cut-off functions but not all do.
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easy to give a similar correspondence between T r
s (Γ(ξ)) and Γ (T r

s (ξ)) for
some vector bundle ξ = (E, π, M) where we view Γ(ξ) as a C∞(M) module.

We end this section with some warnings. It may seem that there is a simple
way to obtain a pull-back by a smooth map f : M → N entirely from the top
down or module theoretic view. In fact, one often sees expressions like the

f∗τ(X1, ..., Xs) = τ(f∗X1, ..., f∗Xs) (problematic expression!)

This looks cute but invites misunderstanding. The left hand side takes fields
X1, ..., Xs as arguments and on the right hand side if we consider τ as a
multilinear map X(N) × · · · × X(N) → C∞(N) then f∗Xi must be fields.
But the push forward map f∗ is generally not defined and even if it were
the above expression would seem to be an equality of a function on M with
a function on N . Note that X(M) is a C∞(M)-module, while X(N) is a
C∞(N)-module. The above expression may be taken to mean something like
f∗τ(X1, ..., Xs)(p) = τ(Tf ·X1(p), ..., Tf ·Xs(p)) but now the right hand side
has tangent vectors as arguments and we are back to the bottom up approach!
A correct statement is the following:

Proposition 6.4 Let f : M → N be smooth map. Let τ be a (s, 0)-tensor field.

If τ and f∗τ as interpreted as elements of Ts(X(N)) and Ts(X(M)) respectively
then

f∗τ(X1, ..., Xs) = τ(Y1, ..., Ys) ◦ f

whenever Yi is f−related to Xi for i = 1, ..., s.

Despite these troubles, we can use definition 6.9 to make sense of both push-
forward and pull-back in the case that f is a diffeomorphism.

6.5 Tensor Derivations

We would like to be able to define derivations of tensor fields . In particular
we would like to extend the Lie derivative to tensor fields. For this purpose we
introduce the following definition which will be useful not only for extending
the Lie derivative but can also be used in several other contexts. Recall the
presheaf of tensor fields U 7→ Tr

s(U) on a manifold M .

Definition 6.10 A tensor derivation is a collection of maps Dr
s |U : Tr

s(U) →
Tr

s(U), all denoted by D for convenience, such that

1. D is a presheaf map for Tr
s considered as a presheaf of vector spaces over

R. In particular, for all open U and V with V ⊂ U we have

(DΥ)V = D (Υ|V )

for all Υ ∈ Tr
s(U). I.e., the restriction of DΥ to V is just D (Υ|V ).
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2. D commutes with contractions.

3. D satisfies a derivation law. Specifically, for Υ1 ∈ Tr
s(U) and Υ2 ∈ Tj

k(U)
we have

D(Υ1 ⊗Υ2) = DΥ1 ⊗Υ2 + Υ1 ⊗DΥ2.

For smooth n−manifolds, the conditions 2 and 3 imply that for Υ ∈ Tr
s(U),

α1, ..., αr ∈ X∗(U) and X1, ..., Xs ∈ X(U) we have

D(Υ(α1, ..., αr, X1, ..., Xs)) = DΥ(α1, ..., αr, X1, ..., Xs) (6.3)

+
∑

i

Υ(α1, ...,Dαi, ..., αr, X1, ..., Xs)

+
∑

i

Υ(α1, ..., αr, X1, ..., ...,DXi, ..., Xs).

This follows by noticing that

Υ(α1, ..., αr, X1, ..., Xs) = C(Υ⊗ (α1 ⊗ · · · ⊗ αr ⊗X1 ⊗ · · · ⊗Xs))

(where C is the repreated contraction) and then applying 2 and 3.

Proposition 6.5 Let M be a smooth manifold and suppose we have a map
on globally defined tensor fields D : Tr

s(M) → Tr
s(M) for all r, s nonnegative

integers such that 2 and 3 above hold for U = M . Then there is a unique induced
tensor derivation that agrees with D on global sections.

Proof. We need to define D : Tr
s(U) → Tr

s(U) for arbitrary open U as a
derivation. Let δ be a function that vanishes on a neighborhood of V of p ∈ U .
We claim that (Dδ)(p) = 0. To see this let β be a cut-off function equal to 1 on
a neighborhood of p and zero outside of V . Then δ = (1− β)δ and so

Dδ(p) = D((1− β)δ)(p)
= δ(p)D(1− β)(p) + (1− β(p))Dδ(p) = 0

Now given τ ∈ Tr
s(U), let β be a cut-off function with support in U and

equal to 1 on neighborhood of p ∈ U . Then βτ ∈ Tr
s(M) after extending by

zero. Now define
(Dτ)(p) = D(βτ)(p).

Now to show that this is well defined let β2 be any other cut-off function with
support in U and equal to 1 on neighborhood of p0 ∈ U . Then we have

D(βτ)(p0)−D(β2τ)(p0)
= D(βτ)−D(β2τ))(p0) = D((β − β2)τ)(p0) = 0

where that last equality follows from our claim above with δ = β−β2. Thus D is
well defined on Tr

s(U). We now show that Dτ so defined is an element of Tr
s(U).

Let (U ′, x) be a chart with p ∈ U ′ ⊂ U . Then we can write τ |U ′ ∈ Tr
s(U ′) as
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τU ′ =
∑

τ j1,...,jr

i1,...,is
dxi1 ⊗ · · · ⊗ dxis ⊗ ∂

∂xj1 ⊗ · · · ⊗ ∂
∂xjr . We can use this to show

that Dτ as defined is equal to a global section in a neighborhood of p and so
must be a smooth section itself since the choice of p ∈ U was arbitrary. To save
on notation let us take the case r = 1, s = 1. Then τUα

= τ i
jdxj ⊗ ∂

∂xi . Let
β be a cut-off function equal to one in a neighborhood of p and zero outside of
U ′. Now extend each of the sections βτ i

j , βdxj and β ∂
∂xi to global sections and

apply D to β3τ =
(
βτ i

j

) (
βdxj

)⊗ (
β ∂

∂xi

)
to get

= D(β3τ) = D(βτ i
jβdxj ⊗ β

∂

∂xi
)

= D(βτ i
j)βdxj ⊗ β

∂

∂xi
+ βτ i

jD(βdxj)⊗ β
∂

∂xi

+ βτ i
jβdxj ⊗D(β

∂

∂xi
)

Now by assumption D takes smooth global sections to smooth global sections so
both sides of the above equation are smooth. On the other hand, independent
of the choice of β we have D(β3τ)(p) = D(τ)(p) by definition and valid for all p
in a neighborhood of p0. Thus D(τ) is smooth and is the restriction of a smooth
global section. This gives a unique derivation D : Tr

s(U) → Tr
s(U) for all U

satisfying the naturality conditions 1,2 and 3. We leave it to the reader to check
this last statement.

Exercise 6.12 Let D1 and D2 be two tensor derivations (so satisfying 1,2, and
3 of definition 6.10) that agree on functions and vector fields. Then D1 = D2.
Hint: For α ∈ X∗(U) = T0

1(U) we must have (Diα) (X) = Di (α(X)) − α(Di)
for i = 1, 2. Then also both D1 and D2 must obey the formula 6.3 .

Theorem 6.1 Furthermore, if DU can be defined on C∞(U) and X(U) for each
open U ⊂ M so that

1. DU (fg) = DUf ⊗ g + f ⊗DUg for all f, g ∈ C∞(U),

2. for each f ∈ F(M) we have (DMf)|U = DU f |U ,

3. DU (f ⊗X) = DUf ⊗X + f ⊗DUX for all f ∈ C∞(U) and X ∈ X(U),

4. for each X ∈ X(M) we have (DMX)|U = DU X|U ,

then there is a unique tensor derivation D on the presheaf of all tensor fields
that is equal to DU on C∞(U) and X(U) for all U .

Sketch of Proof. Define D on X∗(U) by requiring

DU (α⊗X) = DUα⊗X + α⊗DUX

so that after contraction we see that we must have (DUα)(X) = DU (α(X)) −
α(DUX). Now define DU by formula 6.3 and verify we really have a map
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Tr
s(U) → Tr

s(U). Check that DU commutes with contraction C : T1
1(U) →

C∞(U) for decomposable tensors α ⊗ X ∈ T1
1(U). Use the fact that locally,

every element of T1
1 can be written as a sum of decomposable tensors. Next

extend to Tr
s along the lines of the case T1

2 (U) and the contraction C1
2 :

(DUC1
2τ

)
(X) = DU

((
C1

2τ
)
(X)

)− (
C1

2τ
)DUX

= DU (C(τ(·, X, ·)))− C(τ(·,DUX, ·))
= C (DU (τ(·, X, ·)))− τ(·,DUX, ·))
= C ((DUτ) (·, X, ·)) =

(
C1

2DUτ
)
(X)

Clearly, the general case would involve a profusion of parentheses!

Corollary 6.1 The Lie derivative LX can be extended to a tensor derivation
for any X ∈ X(M).

This last corollary extends the Lie derivative to tensor fields but now present
a different way of extending the Lie derivative to tensor fields that is equivalent
to what we have just done. First let Υ ∈ Tr

s(M) and recall that if φ : M → M
is a diffeomorphism then we can define φ∗Υ ∈ Tr

s(M) by

(φ∗Υ)(p)(a, ..., ar, v1, ..., vs)

= Υ(φ(p))(T ∗φ−1 · a1, ..., T ∗φ−1 · ar, Tφ · v1, ..., Tφ · vs).

Now if X is a complete vector field on M we can define

LXΥ =
d

dt

∣∣∣∣
0

(ϕX∗
t Υ)

just as we did for vector fields. If X is not complete the it would be better to
use the following careful pointwise formula analogous to 2.6:

(LXΥ) (p)(α1, ..., αr, v1, ..., vs)

=
d

dt

∣∣∣∣
0

Υ(φt(p))(T ∗φ−1
t · a1, ..., T ∗φ−1

t · ar, Tφt · v1, ..., Tφt · vs)

where φt = φX
t . We leave it as a problem that this definition coincides with our

first definition of the Lie derivative of a tensor field.
The Lie derivative on tensor fields is natural with respect to diffeomorphisms

in the sense that for any diffeomorphism φ : M → N and any vector field X we
have

Lφ∗Xφ∗τ = φ∗LXΥ.

This property is not shared by some other important derivations such as the
covariant derviative that we define later in this book.

Exercise 6.13 Show that the Lie derivative is natural with respect to diffeo-
morphisms in the above sense by using the fact that it is natural on functions
and vector fields.
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6.6 Problem set

1. Show that if τ ∈ V ⊗ V ∗ has the same components τ i
j with respect to

every basis then τ i
j = aδi

j for some a ∈ R.

2. Define τ : X(M) × X(M) → C∞(M) by τ(X,Y ) = XY f . Show that τ
does not define a tensor field.

3. Show that while a single algebraic tensor τp at a point on a manifold can
always be extended to a smooth tensor field, it is not the case that one
may always extend a (smooth) tensor field defined on an open subset to
a smooth tensor field on the whole manifold.

4. Let φ : R2 → R2 be defined by (x, y) 7→ (x + 2y, y). Let τ := x ∂
∂x ⊗ dy +

∂
∂y ⊗ dy. Compute φ∗τ and φ∗τ .

5. Let D be a tensor derivation on M and suppose that in a local chart we
have D( ∂

∂xi ) =
∑

Dj
i

∂
∂xj for smooth functions Dj

i . Show that D(dxj) =
−∑

Dj
i dxi. Let X be a fixed vector field with components Xi in our

chart. Find the Dj
i in the case that D = LX .

6. Let τ ∈ T2
0(M). Show that the component form of the Lie derivative with

respect to a chart is given as

(LXτ)ab =
∂τab

∂xh
Xh − ∂Xa

∂xh
τhb − ∂Xb

∂xh
τah

(where we use the Einstein summation convention). Show that if τ ∈
T0

2(M) then the formula becomes

(LXτ) =
∂τab

∂xh
Xh +

∂Xh

∂xa
τhb +

∂Xh

∂xb
τah

Find a formula for τ ∈ T2
2(M).

7. Show that our two definitions of the Lie derivative of a tensor field agree
with each other.

8. In some chart (U, (x, y)) on a two dimensional manifold, let τ = x ∂
∂y ⊗

dx⊗ dy + ∂
∂x ⊗ dy ⊗ dy and let X = ∂

∂x + x ∂
∂y . Compute the coordinate

expression for LXτ .

9. Suppose the for every chart (U, x) in an atlas for a smooth n−manifold M
we have assigned n3 smooth functions Γk

ij which we call Christoffel sym-
bols. Suppose that rather than obeying the transformation law expected
for a tensor we have instead, the following horrible formula relating the
Christoffel symbols Γ

′k
ij on a chart (U ′, y) to the symbols Γk

ij :

Γ
′k
ij =

∂2xl

∂yi∂yj

∂yk

∂xl
+ Γt

rs

∂xr

∂yi

∂xs

∂yj

∂yk

∂xt
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Assuming that such a transformation law hold between the symbol func-
tions for all pairs of intersecting charts. For any pair of vector fields
X,Y ∈ X(M) consider the functions (DXY )k given in every chart by the
formula (DXY )k := ∂Y k

∂xh Xh + Γk
ijX

iY j . Show that the local vector fields
of the form (DXY )k ∂

∂xk defined on each chart, are the restrictions of a sin-
gle global vector field DXY . Show that by DX : Y 7→ DXY is a derivation
of X(M) and that with DXf := Xf for smooth functions, we may extent
to a tensor derivation. DX is called a covariant derivative with respect to
X. There are many possible covariant derivatives.

10. Continuing on the last problem, show that DfX+gY Υ = fDXΥ + gDY Υ
for all f, g ∈ C∞(M) and X,Y ∈ X(M) and Υ ∈ Tr

s(M).

11. Show that if ∂
∂x1 , ...., ∂

∂xn are coordinate vector fields then [ ∂
∂xi ,

∂
∂xj ] ≡ 0.

Consider the vector fields ∂
∂x and ∂

∂y arising from standard coordinates on
R2 and also the ∂

∂r and ∂
∂θ from polar coordinates. Show that [ ∂

∂x , ∂
∂r ] is

not identically zero by explicit computation.



Chapter 7

Differential forms

In one guise, a differential form is nothing but an anti-symmetric tensor field.
What is new is that we will introduce an antisymmetrized version of the tensor
product and also a very special differential operator called the exterior deriva-
tive. Actually, one can approach differential forms without mentioning tensors
per se. We will not take this approach but we can at least give a rough and
ready description of differential forms in Rn without mentioning tensors that is
sufficient to a reformulation of vector calculus in terms of differential forms. We
will do this now as a warm up.

7.1 Differential forms on Rn

First of all, on Rn we have 0-forms, 1−forms, 2−forms and so on until we get to
n−forms. There are no nonzero k-forms for k > n. Let (x1, ..., xn) be standard
coordinates on Rn. We already know what 1−forms are and we know that every
1−form on Rn can be written α = αidxi (summation). By definition a 0−form
is a smooth function. We now include expressions like dxi∧dxj for 1 ≤ i, j ≤ n.
These are our basic 2−forms. A generic 2−form on Rn is an expression of the
form ω = wijdxi ∧ dxj (summation) where wij are smooth functions. Our first
rule is that dxi ∧ dxj = −dxj ∧ dxi which implies that dxi ∧ dxi = 0. This
means that we may as well assume that wij = −wji and also the summation
may be taken just over ij such that i < j. The ∧ will become a type of product
which is bilinear over functions and is called the exterior product or the wedge
product that we explain only by example at this point.

Example 7.1 R3

235
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(xydx + zdy + dz) ∧ (xdy + zdz)
= xydx ∧ xdy + xydx ∧ zdz + zdy ∧ xdy

+ zdy ∧ zdz + dz ∧ xdy + dz ∧ zdz

= x2ydx ∧ dy + xyzdx ∧ dz + z2dy ∧ dz

+ xdz ∧ dy

= x2ydx ∧ dy + xyzdx ∧ dz + (z2 − x)dy ∧ dz

Example 7.2

(xyz2dx ∧ dy + dy ∧ dz) ∧ (dx + xdy + zdz)

= xyz2dx ∧ dy ∧ dx + dy ∧ dz ∧ dx + xyz2dx ∧ dy ∧ xdy

+ xyz2dx ∧ dy ∧ zdz

+ dy ∧ dz ∧ dz + dy ∧ dz ∧ zdz

= dy ∧ dz ∧ dx + xyz3dx ∧ dy ∧ dz = (xyz3 + 1)dx ∧ dy ∧ dz

where we have used dy ∧ dz ∧ dx = −dy ∧ dx ∧ dz = dx ∧ dy ∧ dz

Notice that all n−forms in Rn can be written fdx1∧dx2∧· · ·∧dxn for some
f ∈ C∞ by using the (anti) commutativity of the wedge product and collecting
like terms.

Now we know that the differential of a 0−form is a 1-form: d : f 7→ ∂f
∂xi dxi.

We can inductively extend the definition of d to an operator that takes k−forms
to k + 1 forms. This operator will be introduced again in more generality; it is
called exterior differentiation operator. Every k-form is a sum of terms of
the form fdxi1 ∧ · · · ∧ dxik . We declare d to be linear over real numbers and
then define d(fdxi1 ∧ · · · ∧ dxik) = (df ∧ dxi1 ∧ · · · ∧ dxik). For example, if in
R2 we have a 1-form α = x2dx + xydy then

dα = d(x2dx + xydy)

= d
(
x2

) ∧ dx + d (xy) ∧ dy

= 2xdx ∧ dx + (ydx + xdy) ∧ dy

= ydx ∧ dy

We are not surprised that the answer is a multiple of dx ∧ dy since in R2 all
2−forms have the form f(x, y)dx ∧ dy for some function f .

Exercise 7.1 Show that for a k-form α on Rn and any other form β on Rn we
have d(α ∧ β) = dα ∧ β + (−1)kdβ.

Exercise 7.2 Verify that d ◦ d = 0.

All of what we have said works if we consider only an open set in Rn. Also,
k−forms can be written in other coordinate systems. Since k−forms are built
up out of 1-forms using the wedge product we just need to know how to write a
1−form in new coordinates; but we already know how to do this! For example,
in R2, dx ∧ dy = rdr ∧ dθ.
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7.2 Vector Analysis on R3

In R3 the space of 0−forms on some open domain U is, as we have said, just
the smooth functions C∞(U). In this setting we have a new notation for this
space: Ω0(U) := C∞(U). The one forms may all be written (even globally) in
the form θ = f1dx + f2dy + f3dz for some smooth functions f1 , f2 and f2. As
we already know, a 1-form is exactly the kind of thing that can be integrated
along an oriented path given by a (piecewise) smooth curve.

Now in R3 all 2−forms β may be written β = g1dy∧dz+g2dz∧dx+g3dx∧dy.
The forms dy ∧ dz, dz ∧ dx, dx ∧ dy form a basis (in the module sense) for the
space of 2-forms on R3 just as dx, dy, dz form a basis for the 1−forms. The
single form dx∧ dy∧ dz provides a basis for the 3-forms in R3. The funny order
for the basis of 2−forms is purposeful as we shall see. A 2-form is exactly the
kind of thing that wants to be integrated over a two dimensional subset of R3.
Suppose that x(u, v) parameterizes a surface S ⊂ R3 so that we have a map
x : U → R3. Then the surface is oriented by this parameterization and the
oriented integral of β over S is
∫

S

β =
∫

S

g1dy ∧ dz + g2dz ∧ dx + g3dx ∧ dy

=
∫

U

[
g1(x(u, v))

dy ∧ dz

du ∧ dv
+ g2 (x(u, v))

dz ∧ dx

du ∧ dv
+ g3 (x(u, v))

dx ∧ dy

du ∧ dv

]
dudv

where, for example, dy∧dz
du∧dv is the determinant of the matrix

[
∂y
∂u

∂y
∂v

∂z
∂u

∂z
∂v

]
. Tech-

nically speaking, we should indicate the orientation for S which we have taken
to be provided by the parameterization.

Exercise 7.3 Find the integral of β = xdy∧dz +1dz∧dx+xzdx∧dy over the
sphere oriented by the parameterization given by the usual spherical coordinates
φ, θ, ρ.

All 3-forms in R3 are of the form ω = hdx∧dy∧dz for some function h. With
these we may integrate over any (say bounded) open subset U which we may
take to be given the usual orientation implied by the rectangular coordinates
x, y, z. In this case

∫

U

ω =
∫

U

hdx ∧ dy ∧ dz

=
∫

U

hdxdydz.

It is important to notice that
∫

U
hdy∧dx∧dz = − ∫

U
hdydxdz since

∫
U

hdydxdz =∫
U

hdxdydz but dy ∧ dx ∧ dz = −dx ∧ dy ∧ dz.
In order to relate all this to vector calculus on R3 we will need some ways to

relate 1−forms to vector fields. To a one form θ = f1dx + f2dy + f3dz we can
obviously associate the vector field θ\ = f1i + f2j + f3k and this works fine but
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we must be careful. The association depends on the notion of orthonormality
provided by the dot product. As mentioned before, differential forms can be
expressed in other coordinate systems. If θ is expressed in say spherical coor-
dinates θ = f̃1dρ + f̃2dθ + f̃3dφ then it is not true that θ\ = f̃1i + f̃2j + f̃3k.
Neither is it generally true that θ\ = f̃1ρ̂ + f̃2θ̂ + f̃3φ̂ where ρ̂, θ̂, φ̂ are unit
vectors fields in the coordinate directions1 and the f̃i are just the fi expressed
in polar coordinates. Rather, we have

θ\ = f̃1ρ̂ + f̃2
1
ρ
θ̂ + f̃3

1
ρ sin θ

φ̂

In other words, the rule for \ is only easy when our basis of 1-forms is orthonor-
mal with respect to the dot product. Since differential forms have no intrinsic
need of an inner product, the current project of relating differential forms to
vector field calculus is a bit unnatural in some ways. This is an important point.
The sharping operator in R3 is defined on 1−forms by

\ : dx → i
\ : dy → j
\ : dz → k

and extended bilinearly. A more general formula: Let u1, u2, u3 be general curvi-
linear coordinates on (some open set in) R3 and ∂

∂u1 , ∂
∂u2 , ∂

∂u3 the corresponding
basis vector fields. We then define the Euclidean metric components in these
coordinates to be gij = 〈 ∂

∂ui ,
∂

∂uj 〉. We also need (gij ) which, as a matrix, is
the inverse of (gij) so that gikgkj = δi

j . Using the summation convention we
have

\ : θ = fjduj 7→ f i ∂

∂ui
:= gij fj

∂

∂ui
.

In good old fashioned tensor notation, sharping (also called index raising) is
fj 7→ f i := gij fj where again the Einstein summation convention is applied.
The inverse operation taking vector fields to 1−forms is called flatting and is

[ : f i ∂

∂ui
7→ fjduj := gijf

iduj

but in rectangular coordinates we simply have the expected

[ : i 7→ dx
[ : j 7→ dy
[ : k 7→ dz

.

We now come to our first connection with traditional vector calculus. If f is a
smooth function then df = ∂f

∂xdx + ∂f
∂y dy + ∂f

∂z dz is a 1-form and the associated
vector field is ∂f

∂x i+ ∂f
∂y j+ ∂f

∂z k which is none other than the gradient grad f . In

1Here θ is the polar angle ranging from 0 to π.
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spherical coordinates we have

\ : dρ 7→ ρ̂

\ : ρdθ 7→ θ̂

\ : ρ sin θdφ 7→ φ̂

.

Sharping is always just the inverse of flatting.
As an example, we can derive the familiar formula for the gradient in spher-

ical coordinate by first just writing f in the new coordinates f(ρ, θ, φ) :=
f(x(ρ, θ, φ), y(ρ, θ, φ), z(ρ, θ, φ)) and then sharping the differential:

df =
∂f

∂ρ
dρ +

∂f

∂θ
dθ +

∂f

∂φ
dφ

to get

grad f = (df)\ =
∂f

∂ρ

∂

∂ρ
+

1
ρ

∂f

∂θ

∂

∂θ
+

1
ρ sin θ

∂f

∂φ

∂

∂φ

where we have used

(gij) =




1 0 0
0 ρ 0
0 0 ρ sin θ



−1

=




1 0 0
0 1

ρ 0
0 0 1

ρ sin θ




7.2.1 Star Operator in R3

In order to proceed to the point of including the curl and divergence we need a
way to relate 2-forms with vector fields. This part definitely depends on the fact
that we are talking about forms in R3. We associate to a 2−form η = g1dy∧dz+
g2dz∧dx+g3dx∧dy the vector field X = g1i+g2j+g3k. This should be thought
of as first applying the so called star operator to η to get the one form g1dx +
g2dy + g3dz and then applying the sharping operator to get the resulting vector
field. Again things are more complicated in curvilinear coordinates because of
the hidden role of the dot product and the lack of orthonormality of general
curvilinear frame fields. The star operator ∗ works on any form and is based on
the following prescription valid in standard rectangular coordinates in R3:

f 7→ fdx ∧ dy ∧ dz
f1dx + f2dy + f3dz 7→ f1dy ∧ dz + f2dz ∧ dx + f3dx ∧ dy

g1dy ∧ dz + g2dz ∧ dx + g3dx ∧ dy 7→ g1dx + g2dy + g3dz
fdx ∧ dy ∧ dz 7→ f

So ∗ is a map that takes k−forms to (3−k)− forms2. It is easy to check that in
our current rather simple context we have ∗(∗β) = β for any form on U ⊂ R3.
This is true more generally up to a possible sign.

2As defined more generally on a Riemannian manifold of dimension n the star operator
maps Ωk(M) to Ωn−k(M).
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Now we can see how the divergence of a vector field comes about. First flat
the vector field, say X = f1i+f2j+f3k, to obtain X[ = f1dx + f2dy + f3dz and
then apply the star operator to obtain f1dy ∧ dz + f2dz ∧ dx + f3dx ∧ dy and
then finally apply exterior differentiation! We then obtain

d (f1dy ∧ dz + f2dz ∧ dx + f3dx ∧ dy)
= df1 ∧ dy ∧ dz + df2 ∧ dz ∧ dx + df3 ∧ dx ∧ dy

=
(

∂f1

∂x
dx +

∂f1

∂y
dy +

∂f1

∂z
dz

)
∧ dy ∧ dz + the obvious other two terms

=
∂f1

∂x
dx ∧ dy ∧ dz +

∂f2

∂x
dx ∧ dy ∧ dz +

∂f3

∂x
dx ∧ dy ∧ dz

=
(

∂f1

∂x
+

∂f2

∂x
+

∂f3

∂x

)
dx ∧ dy ∧ dz.

Now we see the divergence appearing. In fact, if we apply the star operator one
more time we get the function div X = ∂f1

∂x + ∂f2
∂x + ∂f3

∂x . We are thus led to the
formula ∗d ∗X[ = div X.

What about the curl? For this we just take dX[ to get

d (f1dx + f2dy + f3dz)
= df1 ∧ dx + df2 ∧ dy + df3 ∧ dz

=
(

∂f1

∂x
dx +

∂f2

∂y
dy +

∂f3

∂z
dz

)
∧ dx + the obvious other two terms

=
∂f2

∂y
dy ∧ dx +

∂f3

∂z
dz ∧ dx +

∂f1

∂x
dx ∧ dy +

∂f3

∂z
dz ∧ dy

+
∂f1

∂x
dx ∧ dz +

∂f2

∂y
dy ∧ dz

=
(

∂f2

∂y
− ∂f3

∂z

)
dy ∧ dz +

(
∂f3

∂z
− ∂f1

∂x

)
dz ∧ dx +

(
∂f1

∂x
− ∂f2

∂y

)
dx ∧ dy

and then apply the star operator to get back to vector fields obtaining
(

∂f2
∂y − ∂f3

∂z

)
i+

(
∂f3
∂z − ∂f1

∂x

)
j+(

∂f1
∂x − ∂f2

∂y

)
k =curl X. In short we have

∗dX[ = curl X

Exercise 7.4 Show that the fact that dd = 0 leads to both of the following the
familiar facts:

curl(grad f) = 0
div (curlX) = 0

Let g denote the determinant of the matrix [gij ]. The 3-form dx∧ dy ∧ dz is
called the (oriented) volume element of R3. Every 3-form is a function times this
volume form and integration of a 3−form over sufficiently nice subset (say open)
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is given by
∫

D
ω =

∫
D

fdx ∧ dy ∧ dz =
∫

D
fdxdydz (usual Riemann integral).

Let us denote dx∧ dy ∧ dz this by dV . Of course, dV is not to be considered as
the exterior derivative of some object V . Now we will show that in curvilinear
coordinates dV =

√
gdu1 ∧ du2 ∧ du3. In any case there must be some function

f such that dV = fdu1 ∧ du2 ∧ du3. Let’s discover this function.

dV = dx ∧ dy ∧ dz =
∂x

∂ui
dui ∧ ∂y

∂uj
duj ∧ ∂z

∂uk
duk

= du1 ∧ du2 ∧ du3

∂x

∂ui

∂y

∂uj

∂z

∂uk
ε123ijk du1 ∧ du2 ∧ du3

where εijk
123 is the sign of the permutation 123 7→ ijk. Now we see that ∂x

∂ui
∂y
∂uj

∂z
∂uk εijk

123

is det( ∂xi

∂uj ). On the other hand, gij = ∂xk

∂ui
∂xk

∂uj or (gij) = ( ∂xi

∂ui )( ∂xi

∂uj ). Thus g :=

det (gij) = det( ∂xi

∂ui ) det( ∂xi

∂uj ) =
(
det( ∂xi

∂ui )
)2

. From this we get det( ∂xi

∂ui ) =
√

g

and so dV =
√

gdu1∧du2∧du3. A familiar example is the case when (u1, u2, u3)
is spherical coordinates ρ, θ, φ then

dV = ρ2 sin θdρ ∧ dθ ∧ dφ

and if an open set U ⊂ R3 is parameterized by these coordinates then
∫

U

fdV =
∫

U

f(ρ, θ, φ)ρ2 sin θdρ ∧ dθ ∧ dφ

=
∫

U

f(ρ, θ, φ)ρ2 sin θdρdθdφ (now a Riemann integral)

which is equal to
∫

U

f(x, y, z)dxdydz.

Exercise 7.5 Show that if B = f1i+f2j + f3k is given in general curvilinear
coordinates by

B = bi ∂

∂ui

then div B = 1√
g

∂(
√

gbi)

∂ui (summation implied).

Exercise 7.6 Discover the local expression for ∇2f = div(grad f) in any coor-
dinates by first writing div(grad f). Notice that ∇2f = ∗d ∗ (df)\.

The reader should have notices that (for the case of R3) we have explained
how to integrate 1-forms along curves, 2−forms over surfaces, and 3 forms over
open domains in R3. To round things out let us define the “integral” of a
function over an ordered pair of points (p1, p2) as f(p2)− f(p1). Let M denote
one of the following: (1) A curve oriented by a parameterization, (2) a surface
oriented by a parameterization and having a smooth curve as boundary, (3)
a domain in R3 oriented by the usual orientation on R3 and having a smooth
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surface as a boundary. Now let ∂M denote in the first case the ordered set
(c(a),c(b)) of beginning and ending points of the curve in the first case, the
counterclockwise traversed boundary curve of M if M is a surface as in the
second case, or finally the surface which is the boundary of M (assumed to be
nice and smooth) when M is a domain of R3. Finally, let ω be a 0-form in case
(1), a 1−form in case (2) and a 2 form in case (3).As a special case of Stokes’
theorem on manifolds we have the following.

∫

M

dω =
∫

∂M

dω

The three cases become
∫

M=c

df =
∫

∂M={c(a),c(b)}
f (which is =

∫ b

a

f(c(t))dt = f(c(b))− f(c(a)))
∫

S

dα =
∫

∂M=c

α

∫

D

dω =
∫

S=∂D

ω

If we go to the trouble of writing these in terms of vector fields associated to
the forms in an appropriate way we get the following familiar theorems (using
standard notation):

∫

c

∇f · dr = f(r(b))− f(r(a))
∫∫

S

curl(X)× dS =
∮

c

X · dr (Stokes’ theorem)
∫∫∫

D

divX dV =
∫∫

S

X · dS (Divergence theorem)

Similar and simpler things can be done in R2 leading for example to the
following version of Green’s theorem for a planar domain D with (oriented)
boundary c = ∂D.

∫

D

(
∂M

∂y
− ∂M

∂y

)
dx ∧ dy =

∫

D

d(Mdx + Ndy) =
∫

c

M dx + N dy

All of the standard integral theorems from vector calculus are special cases
of the general Stokes’ theorem that we introduce later in this chapter.

7.3 Differential forms on a general smooth man-
ifold

Now let us give a presentation of the general situation of differential forms on a
manifold. Since we treat differential forms as completely antisymmetric tensor
fields we can take either the bottom up or top down veiw point as explained.
We start of with some more multilinear algebra on abstract modules.
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Definition 7.1 Let V and F be modules over a ring R or an F−algebra R where
F = R or C. A k-multilinear map α : V× · · ·×V → W is called alternating if
α(v1, ..., vk) = 0 whenever vi = vj for some i 6= j. The space of all alternating
k-multilinear maps into W will be denoted by Lk

alt(V;W) or by Lk
alt(V) if the

W = R.

Since we are dealing in the cases where R is either one of the fields R and C
(which have characteristic zero) or an algebra of real or complex valued func-
tions, it is easy to see that alternating k-multilinear maps are the same as
(completely) antisymmetric k-multilinear maps which are defined by the prop-
erty that for any permutation σ of the letters 1, 2, ..., k we have

ω(w1, w2, .., wk) = sgn(σ)ω(wσ(1),wσ(2), .., wσ(k)).

Let us denote the group of permutations of the k letter 1, 2, ..., k by Sk. In what
follows we will occasionally write σi in place of σ(i) etc.

Definition 7.2 The antisymmetrization map Altk : T 0
k (V) → Lk

alt(V) is
defined by

Altk(ω)(v1, v2, .., vk) :=
1
k!

∑

σ∈Sk

sgn(σ)ω(vσ1 , vσ2 , .., vσk
).

Lemma 7.1 For α ∈ T 0
k1 (V) and β ∈ T 0

k2 (V) we have

Altk1+k2(Altk1α⊗ β) = Altk1+k2 (α⊗ β)

and
Altk1+k2(Altk1α⊗Altk2β) = Altk1+k2 (α⊗ β)

Proof. For a permutation σ ∈ Sk and any T ∈ T 0
k (V), let σT denote

the element of T 0
k (V) given by σT (v1, ..., vk) := τ(vσ(1), ..., vσ(k)). We then

have Altk(σT ) = sgn(σ) Altk(T ) as may easily be checked. Also, by definition
Altk(T ) =

∑
sgn(σ)σT . We have

Altk1+k2(Altk1α⊗ β)

= Altk1+k2





 1

k1!

∑

ρ∈Sk1

sgn ρ (ρα)


⊗ β




=


 1

k1!

∑

ρ∈Sk1

sgn ρ (ρα⊗ β)




=
1

k1!

∑

ρ∈Sk1

sgn ρ Altk1+k2 (ρα⊗ β)

Let us now examine the expression sgn ρ Altk1+k2 (ρα⊗ β). If we extend each
ρ ∈ Sk1 to a corresponding element ρ′ ∈ Sk1+k2 by letting ρ′(i) = ρ(i) for
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i ≤ k1 and ρ′(i) = i for i > k1 then we have ρα ⊗ β = ρ′(α ⊗ β) and also
sgn(ρ) = sgn(ρ′). Thus sgn ρ Altk1+k2 (ρα⊗ β) = sgn ρ′Altk1+k2ρ′(α ⊗ β) and
so

Altk1+k2(Altk1α⊗ β)

=
1

k1!

∑

ρ∈Sk1

sgn ρ′Altk1+k2ρ′ (α⊗ β)

=
1

k1!

∑

ρ∈Sk1

sgn ρ′ sgn ρ′Altk1+k2 (α⊗ β)

= Altk1+k2 (α⊗ β)
1

k1!

∑

ρ∈Sk1

= Altk1+k2 (α⊗ β)

We arrive at Altk1+k2(Altk1α⊗ β) = Altk1+k2 (α⊗ β).
Now given ω ∈ Lk1

alt(V) and η ∈ Lk2
alt(V) we define their exterior product

or wedge product ω ∧ η ∈ Lk1+k2
alt (V) by the formula

ω ∧ η :=
(k1 + k2)!

k1!k2!
Altk1+k2(ω ⊗ η)

Written out this is

ω∧η(v1 , ..., vk1 , vk1+1, ..., vk1+k2) :=
1

k1!k2!

∑

σ∈Sk1+k2

sgn(σ)ω(vσ1 , ..., vσk1
)η(vσk1+1 , ..., vσk1+k2

)

It is an exercise in combinatorics that we also have

ω∧η(v1 , ..., vk1 , vk1+1, ..., vk1+k2) :=
∑

k1,k2−shuffles σ

sgn(σ)ω(vσ1 , ..., vσk1
)η(vσk1+1 , ..., vσk1+k2

).

In the latter formula we sum over all permutations such that σ (1) < σ(2) <
... < σ(k1) and σ(k1+1) < σ(k1+2) < .. < σ(k1+k2). This kind of permutation
is called a k1, k2−shuffle as indicated in the summation. The most important
case is for ω, η ∈ L1

alt(V) in which case

(ω ∧ η)(v, w) = ω(v)η(w)− ω(w)η(v)

This is clearly an antisymmetric multilinear map, which is just what we call
antisymmetric in the case of two 2 variables.

Proposition 7.1 For α ∈ Lk1
alt(V), β ∈ Lk2

alt(V) and γ ∈ Lk3
alt(V) we have

(i) ∧ : Lk1
alt(V)× Lk2

alt(V) → Lk1+k2
alt (V) is R-bilinear

(ii) α ∧ β = (−1)k1k2β ∧ α

(iii) α ∧ (β ∧ γ) = (α ∧ β) ∧ γ



7.3. DIFFERENTIAL FORMS ON A GENERAL SMOOTH MANIFOLD245

Proof. We leave the proof of (i) as an easy exercise.
For (iii) we consider the special permutation f given by (f(1), f(2), ..., f(k1 +
k2)) = (k1 + 1, ...k1 + k2, 1, ..., k 1). We have that α ⊗ β = f (α⊗ β). Also
sgn(f) = (−1)k1k2 . So we have Altk1+k2(α⊗β) = Altk1+k2(f (β ⊗ α)) = (−1)k1k2Altk1+k2(β⊗
α) which gives (ii).

For (iii) we compute

α ∧ (β ∧ γ) =
(k1 + k2 + k3)!
k1! (k2 + k3)!

Alt(α⊗ (β ∧ γ))

=
(k1 + k2 + k3)!
k1! (k2 + k3)!

(k2 + k3)!
k2!k3!

Alt(α⊗Alt (β ⊗ γ))

=
(k1 + k2 + k3)!

k1!k2!k3!
Alt(α⊗Alt (β ⊗ γ))

By Lemma 7.1 we know that Alt(α ⊗ Alt (β ⊗ γ)) = Alt(α ⊗ (β ⊗ γ)) and so
we arrive α∧ (β ∧ γ) = Alt(α⊗ (β ⊗ γ)). By a symmetric computation, we also
have (α ∧ β) ∧ γ = Alt((α⊗ β) ⊗ γ) and so by using the associativity of the
tensor product we obtain the result.

Lemma 7.2 Let α1, ...., αk be elements of Lk
alt(V) and let v1, ...., vk be elements

of. Then we have
α1 ∧ · · · ∧ αk(v1, ...., vk) = det A

where A = (ai
j) is the matrix whose ij − th entry is ai

j = αi(vj).

Proof. From the proof of the last theorem we α∧(β ∧ γ) = (k1+k2+k3)!
k1!(k2+k3)!

Alt(α⊗
(β ∧ γ)). By inductive application of this we have

α1 ∧ · · · ∧ αk = k!Alt(α1 ⊗ · · · ⊗ αk)

Thus

α1 ∧ · · · ∧ αk(v1, ...., vk) =
∑

σ

sgn(σ)α1(vσ1) · · ·αk(vσk)

= det(A)

Let {ε1, ε2, ...., εn} be (an ordered) basis for V∗ which is dual to a basis
{e1, ..., en} for V. Since any α ∈ Lk

alt is also a member of T 0
k (V) we may

write α =
∑

αi1...ik
εi1 ⊗ · · · ⊗ εik where αi1...ik

= α(ei1 , ..., eik
). We have α =∑

αi1...ik
Alt

(
εi1 ⊗ · · · ⊗ εik

)
= 1

k!

∑
αi1...ik

εi1 ∧ · · ·∧ εik . We conclude that the
set of elements of the form εi1∧· · ·∧εik spans Lk1

alt(V). Furthermore, if we use the
fact that both αiσ1...iσk

= sgn σ αi1...ik
and εiσ1∧· · ·∧εiσk = sgn σ εi1∧· · ·∧εik for

any permutation σ ∈ Sk we see that we can permute the indices into increasing
order and collect terms to get

α =
1
k!

∑
αi1...ik

εi1 ∧ · · · ∧ εik

=
∑

i1<i2<...<ik

ai1i2,..,ik
εi1 ∧ εi2 ∧ · · · ∧ εik
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where in last expression we sum only over the set of strictly increasing in-
dices. We can check that the set of n!

k!(n−k)! elements of the form εi1 ∧ εi2 ∧
· · · ∧ εik with i1 < i2 < ... < ik is linearly independent as follows: Suppose∑

i1<i2<...<ik
ai1i2,..,ik

εi1 ∧ εi2 ∧ · · · ∧ εik = 0. Fix arbitrary j1 < j2 < ... < jk.
Then we have

0 =

( ∑

i1<i2<...<ik

ai1i2,..,ik
εi1 ∧ εi2 ∧ · · · ∧ εik

)
(ej1 , ..., ejk

)

=
∑

i1<i2<...<ik

ai1i2,..,ik
εi1 ∧ εi2 ∧ · · · ∧ εik(ej1 , ..., ejk

)

But εi1 ∧ εi2 ∧ · · · ∧ εik(ej1 , ..., ejk
) is zero unless ir = jr for r = 1, ..., k since

otherwise it would be the determinant of a matrix with at least one row of
zeros. Thus we get 0 = aj1j2,..,jk

and since the choice of j’s was arbitrary we
have shown independence.

Remark 7.1 In order to facilitate notation we will abbreviate a sequence of k
integers, say i1, i2, ..., ik , from the set {1, 2, ..., dim(V)} as I and εi1∧εi2∧· · ·∧εik

is written as εI . Also, if we require that i1 < i2 < ... < ik we will write ~I . We
will freely use similar self explanatory notation as we go along without further
comment. For example, we may write

α =
∑

a~Iε
~I

to mean α =
∑

i1<i2<...<ik
ai1i2,..,ik

εi1 ∧ εi2 ∧ · · · ∧ εik

A corollary of the above discussion is that the dimension of Lk
alt(V) is n!

k!(n−k)!

where n = dim(V). In particular, Lk
alt(V) = 0 for k > n.

If one defines L0
alt(V) to be the scalar ring R and recalling that L1

alt(V) = V∗

then the sum

Lalt(V) =
dim(V)⊕

k=0

Lk
alt(V)

is made into a graded algebra via the wedge product just defined.

The Abstract Grassmann Algebra

We wish to construct a space that is universal with respect to alternating mul-
tilinear maps. To this end, consider the tensor space T k(V) := Vk⊗ and let A
be the submodule of T k(V) generated by elements of the form

v1 ⊗ · · · vi ⊗ · · · ⊗ vi · · · ⊗ vk.

In other words, A is generated by decomposable tensors with two (or more)
equal factors. We define the space of k-vectors to be

V ∧ · · · ∧V :=
∧k

V := T k(V)/A.
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Figure 7.1: 2-form as “flux tubes”.

Let Ak : V × · · · × V → T k(V) → �kV be the canonical map composed with
projection onto

∧k V. This map turns out to be an alternating multilinear
map. We will denote Ak(v1, ..., vk) by v1 ∧ · · · ∧ vk. The pair (

∧k V, Ak) is
universal with respect to alternating k-multilinear maps: Given any alternating
k-multilinear map α : V × · · · × V → F, there is a unique linear map α∧ :∧k V → F such that α = α∧ ◦Ak; that is

∧k

V × · · · ×V α−→ F
Ak ↓ ↗α∧∧k V

commutes. Notice that we also have that v1∧· · ·∧vk is the image of v1⊗· · ·⊗vk

under the quotient map. Next we define
∧

V :=
∑∞

k=0

∧k V and impose the
multiplication generated by the rule

(v1 ∧ · · · ∧ vi)× (v′1 ∧ · · · ∧ v′j) 7→ v1 ∧ · · · ∧ vi ∧ v′1 ∧ · · · ∧ v′j ∈
∧i+j

V.

The resulting algebra is called the Grassmann algebra or exterior algebra. If we
need to have a Z grading rather than a Z+ grading we may define

∧k V := 0
for k < 0 and extend the multiplication in the obvious way.

Notice that since (v + w) ∧ (w + v) = 0, it follows that v ∧ w = −w ∧ v.
In fact, any odd permutation of the factors in a decomposable element such as
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v1 ∧ · · · ∧ vk, introduces a change of sign:

v1 ∧ · · · ∧ vi ∧ · · · ∧ vj ∧ · · · ∧ vk

= −v1 ∧ · · · ∧ vj ∧ · · · ∧ vi ∧ · · · ∧ vk

Lemma 7.3 If V is has rank n, then
∧k V = 0 for k ≥ n. If f1, ...., fn is a

basis for V then the set

{fi1 ∧ · · · ∧ fik
: 1 ≤ i1 < · · · < ik ≤ n}

is a basis for
∧k V where we agree that fi1 ∧ · · · ∧ fik

= 1 if k = 0.

The following lemma follows easily from the universal property of α∧ :∧k V → F:

Lemma 7.4 There is a natural isomorphism

Lk
alt(V; F) ∼= L(

∧k
V;F)

In particular,

Lk
alt(V) ∼=

(∧k
V

)∗
.

Remark 7.2 (Convention) Let α ∈ Lk
alt(V; F). Because the above isomor-

phism is so natural it may be taken as an identification and so we sometimes
write α(v1, ..., vk) as α(v1 ∧ · · · ∧ vk).

We would now like to embedd
∧k V∗ into

⊗k V∗ and this involves a choice.
Hor each k let Ak : V∗ × · · · ×V∗ → ⊗k V∗ be defined by

Ak(α1, ..., αk) :=
∑

σ

sgn(σ)ασ1 ⊗ · · · ⊗ ασk

By the universal property of
∧k V∗ we obtain an induced map

Ãk :
∧k

V∗ →
k⊗

V∗

If we identify
⊗k V∗ with Tk(V) then we get a map Ãk :

∧k V∗ → Tk(V).

Proposition 7.2 If V is a finitely generated free module then the map Ã :∧k V∗ → Tk(V) is a linear isomorphism with image equal to Lk
alt(V) such that

Ãk(α1 ∧ · · · ∧ αk)(v1, ..., vk) = det(αi (vj)).



7.3. DIFFERENTIAL FORMS ON A GENERAL SMOOTH MANIFOLD249

Next we combine these maps to obtain a module isomorphsm

Ã :
∧

V∗ → Lalt(V)

Now both Lalt(V) and
∧

V∗ have already idependently been given the exterior
algebra structures. One may check that Ã has been defined in such a way as to
be an isomorphism of these algebras:

∧
V∗ ∼= Lalt(V) (as exterior algebras)

Also notice that ∧k
V∗ ∼= Lk

alt(V) ∼=
(∧k

V
)∗

which allows us to thing of
∧k V∗ as dual to

∧k V in such a way that

(α1 ∧ · · · ∧ αk)(v1 ∧ · · · ∧ vk) = det [αi (vj)]

Differential forms
Let M be a smooth n dimensional manifold. We now bundle together the

various spaces Lk
alt(TpM). That is we form the natural bundle Lk

alt(TM) that
has as its fiber at p the space Lk

alt(TpM). Thus Lk
alt(TM) =

⊔
p∈M Lk

alt(TpM).

Exercise 7.7 Exhibit, simultaneously the smooth structure and vector bundle
structure on Lk

alt(TM) =
⊔

p∈M Lk
alt(TpM).

Let the smooth sections of this bundle be denoted by

Ωk(M) = Γ(M ; Lk
alt(TM)). (7.1)

and sections over U ⊂ M by Ωk
M (U).

Definition 7.3 Sections of Ωk(M) are called differential k−forms or just k-
forms.

The space Ωk(M) is a module over the algebra of smooth functions C∞(M) =
F(M). The assignment U 7→ Ωk

M (U) is a (pre)sheaf of modules over the sheaf
of smooth functions C∞M . We have the direct sum

ΩM (U) =
∑dim M

n=0 Ωk
M (U) = Γ

(
U,

∑dim M
n=0 Lk

alt(TM)
)

.

Definition 7.4 For ω ∈ Ωk1
M (U) and η ∈ Ωk2

M (U) we define the exterior

product ω ∧ η ∈ Ωk1+k2
M (U) by

(ω ∧ η)(p) := ω(p) ∧ η(p).

It is clear that ω ∧ η = (−1)k1k2η ∧ ω and that we can extend the exterior
product to a map ΩM (U)× ΩM (U) → ΩM (U).
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Definition 7.5 The sections of the bundle ΩM (U) are called differential forms

on U . We identify Ωk
M (U) with the obvious subspace of ΩM (U) =

∑dim M
n=0 Ωk

M (U).
In this context we consider Ωk

M (U) subspace of ΩM (U). A differential form in
Ωk

M (U) is said to be homogeneous of degree k. If U = M we write Ωk(M).

The reason for the subscript M in Ωk
M (U) is to suggest the sheaf viewpoint

and to keep things clear when there is more than one manifold involved. In cases
where there is little chance of confusion we will drop this subscript. Whenever
convenient we may extend this to a sum over all n ∈ Z by defining (as before)
Ωk

M (U) := 0 for n < 0 and Ωk
M (U) := 0 if n > dim(M). Of course, we have

made the trivial extension of ∧ to the Z-graded algebra by declaring that
ω ∧ η = 0 if either η or ω is homogeneous of negative degree.

Just as a tangent vector is the infinitesimal version of a (parameterized) curve
through a point p ∈ M so a covector at p ∈ M is the infinitesimal version of a
function defined near p. At this point one must be careful. It is true that for any
single covector αp ∈ TpM there always exists a function f such dfp = αp. But as
we saw in chapter 2, if α ∈ Ω1

M (U) then it is not necessarily true that there is a
function f ∈ C∞(U) such that df = α. Now if f1, f2, ..., fk are smooth functions
then one way to picture the situation is by think of the intersecting family of
level sets of the functions f1, f2, ..., fk which in some cases can be pictured as
a sort of “egg crate” structure. For a 2-form in a three dimensional manifold
one may picture flux tubes as in figure 7.1. The infinitesimal version of this is
a sort of straightened out “linear egg crate structure” which may be thought
of as existing in the tangent space at a point. This is the rough intuition for
df1|p∧ ...∧ dfk|p and the k−form df1∧ ...∧dfk is a field of such structures which
somehow fit the level sets of the family f1, f2, ..., fk. Of course, df1 ∧ ... ∧ dfk is
a very special kind of k−form. In general a k−form over U may not arise from
a family of functions.

Pull-back of a differential form.

Since we treat differential forms as alternating covariant tensor fields, we have
a notion of pull-back already defined. It is easy to see that the pull-back of
an alternating tensor field is also and alternating tensor field and so given any
smooth map f : M → N we get a map f∗ : Ωk(N) → Ωk(M). For convenience
we recall here the definition:

(f∗η) (p)(v1, ..., vk) = ηf(p)(Tpf · v1, ..., Tpf · vk)

for tangent vectors v1, ..., vk ∈ TpM . The pull-back extends in the obvious way
to a map f∗ : Ω(N) → Ω(M).

The pull-back is a very natural operation as exhibited by the following propo-
sitions.

Proposition 7.3 Let f : M → N smooth map and η1, η2 ∈ Ω(N) we have

f∗(η1 ∧ η2) = f∗η1 ∧ f∗η2

Proof: Exercise
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Proposition 7.4 Let f1 : M → N and f2 : N → P be smooth maps. Then
for any smooth differential form η ∈ Ω(P ) we have (f1 ◦ f2)

∗
η = f∗2 (f∗1 η). Thus

(f1 ◦ f2)
∗ = f∗2 ◦ f∗1 .

In case S is a regular submanifold of M then we have the inclusion map
ι : S ↪→ M which maps p ∈ S to the very same point p ∈ M . As mentioned
before, it natural to identify TpS with Tpι(TpS) for any p ∈ S. In other words,
we normally do not distinguish between a vector vp ∈ TpS and Tpι(vp). Both
are then written as vp. Thus we we view the tangent bundle of S as subset
(in fact, a subbundle) of TM . With this in mind we must realize that for any
α ∈ Ωk(M) the form ι∗α is just the restriction of α to vectors tangent to S. In
particular, if U ⊂ M is open and ι : U ↪→ M then ι∗α = α|U .

The local expression for the pull-back is described as follows. First we define

εI
L = εi1...ik

l1...lk

=





0 if I is not a permutation of J
1 if I is an even permutation of J
−1 if I is an odd permutation of J

Let (U, x) be a chart on M and (V, y) a chart on N with x (U) ⊂ V then writing

η =
∑

b ~Jdy
~J and abbreviating

∂(yj1◦f)
∂xi1 to simply ∂yj1

∂xi1 etc., we have

f∗η =
∑

b ~J ◦ f d
(
y

~J ◦ f
)

=
∑

~J

(
b ~J ◦ f

)
(∑

i1

∂yj1

∂xi1
dxi1

)
∧ · · · ∧

(∑

ik

∂yj1

∂xi1
dxik

)

=
∑

~J

∑

I

(
b ~J ◦ f

)
εI
L

∂yj1

∂xi1
· · · ∂yj1

∂xi1
dxl1 ∧ · · · ∧ dxlk

=
∑

b ~J ◦ f
∂y

~J

∂x~L
dx

~L

where

∂y
~J

∂x~L
=

∂(yj1 · · · yjk)
∂ (xl1 · · ·xlk)

= det




∂yj1

∂xl1
· · · ∂yj1

∂xlk

...
...

∂yjk

∂xl1
· · · ∂yjk

∂xlk




Since this highly combinatorial notation is a bit intimidating at first sight we
work out the case where dim M = 2, dim N = 3 and k = 2. As a warm up
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notice that since dx1 ∧ dx1 = 0 we have

d
(
y2 ◦ f

) ∧ d
(
y3 ◦ f

)
=

∂y2

∂xi
dxi ∧ ∂y3

∂xj
dxj

=
∂y2

∂xi

∂y3

∂xj
dxi ∧ dxj

=
∂y2

∂x1

∂y3

∂x2
dx1 ∧ dx2 +

∂y2

∂x2

∂y3

∂x1
dx2 ∧ dx1

=
(

∂y2

∂x1

∂y3

∂x2
− ∂y2

∂x2

∂y3

∂x1

)
dx2 ∧ dx3

or
∂

(
y2, y3

)

∂ (x2, x3)
dx2 ∧ dx3

Using similar expressions, we have

f∗η = f∗
(
b23dy2 ∧ dy3 + b13dy1 ∧ dy3 + b12dy1 ∧ dy2

)

= b23 ◦ f
∑ ∂y2

∂xi
dxi ∧ ∂y3

∂xj
dxj + b13 ◦ f

∑ ∂y1

∂xi
dxi ∧ ∂y3

∂xj
dxj

+ b12 ◦ f
∑ ∂y1

∂xi
dxi ∧ ∂y2

∂xj
dxj

=

(
b23 ◦ f

∂
(
y2, y3

)

∂ (x1, x2)
+ b13 ◦ f

∂
(
y1, y3

)

∂ (x1, x2)
+ b12 ◦ f

∂
(
y1, y2

)

∂ (x1, x2)

)
dx1 ∧ dx2.

Remark 7.3 Notice the space Ω0
M (U) is just the space of smooth functions

C∞(U) and so unfortunately we now have several notations for the same set:
C∞(U) = Ω0

M (U) = T0
0(U). The subscript M will be omitted where confusion

is unlikely to result.

All that follows and much of what we have done so far works well for ΩM (U)
whether U = M or not and will also respect restriction maps. Thus we will
simply write ΩM instead of ΩM (U) or Ω(M) and XM instead of X(U) so forth
(sheaf notation). In fact, the exterior derivative d defined below commutes with
restrictions and so is really a presheaf map.

The algebra of smooth differential forms Ω(U) is an example of a Z graded
algebra over the ring C∞(U) and is also a graded vector space over R. We have
for each U ⊂ M

1) The direct sum decomposition

Ω(U) = · · · ⊕ Ω−1(U)⊕ Ω0(U)⊕ Ω1(U)⊕ Ω2(U) · · ·
where Ωk(U) = 0 if k < 0 or if k > dim(U);

2) The exterior product is a graded product:

α ∧ β ∈ Ωk+l(U) for α ∈ Ωk(U) and β ∈ Ωl(U)

that is
3) graded commutative: α∧β = (−1)klβ∧α for α ∈ Ωk(U) and β ∈ Ωl(U).
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7.3.1 Exterior Derivative

Here we will define and study the exterior derivative d. First a useful general
definition:

Definition 7.6 A (natural) graded derivation of degree r on Ω := ΩM is a
family of maps, one for each open set U ⊂ M , denoted‘ DU : ΩM (U) → ΩM (U)
such that for each U ⊂ M ,

DU : Ωk
M (U) → Ωk+r

M (U)

such that

1. DU is R linear;

2. DU (α ∧ β) = DUα ∧ β + (−1)krα ∧ DUβ; for α ∈ Ωk(U) and β ∈ Ω(U)

3. DU is natural with respect to restriction:

Ωk(U) DU→ Ωk+r(U)
↓ ↓

Ωk(V ) DV→ Ωk+r(V )

As usual we will denote all of the maps by a single symbol D. In summary,
we have a map of (pre)sheaves D : ΩM → ΩM . Along lines similar to our study
of tensor derivations one can show that a graded derivation of ΩM is completely
determined by, and can be defined by its action on 0-forms (functions) and 1-
forms. In fact, since every form can be locally built out of functions and exact
one forms, i.e. differentials, we only need to know the action on 0-forms and
exact one forms to determine the graded derivation.

Lemma 7.5 Suppose D1 : Ωk
M (U) → Ωk+r

M (U) and D2 : Ωk
M (U) → Ωk+r

M (U)
are defined for each open set U ⊂ M which both satisfy 1,2 and 3 of definition
7.6 above. Then if D1 = D2 on Ω0 and Ω1 and if Ω1 is generated by D1(Ω0)
then D1 = D2.

Exercise 7.8 Prove Lemma 7.5 above.

The differential d defined by

df(X) = Xf for X ∈ XM (U) and f ∈ C∞M (U) (7.2)

gives a map Ω0
M → Ω1

M . Next we show that this map can be extended to a
degree one graded derivation.

Theorem 7.1 Let M a finite dimensional smooth manifold. There is a unique
degree 1 graded derivation d : ΩM → ΩM such that for each f ∈ C∞(U) =
Ω0

M (U) we have that df coincides with the usual differential and such that d◦d =
0.
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Proof. Let (U, x) be a coordinate system. For a 0-form on U (i.e. a smooth
function) we just define dxf to be the usual differential given by df =

∑ ∂f
∂xi dxi.

Now for α ∈ Ωk
M (U) we have α =

∑
a~Idx

~I we define dxα =
∑

dxa~I ∧ dx
~I .

To show the graded commutativity consider α =
∑

a~Idx
~I ∈ Ωk

M (U) and β =∑
b ~Jdx

~J ∈ Ωl
M (U). Then

dx (α ∧ β) = dx

(∑
a~Idx

~I ∧
∑

b ~Jdx
~J
)

= dx

(∑
a~Ib ~Jdx

~I ∧ dx
~J
)

=
∑ ((

da~I

)
b ~J + a~I

(
db ~J

))
dx

~I ∧ dx
~J

=


∑

~I

da~I ∧ dx
~I


 ∧

∑

~J

b ~Jdx
~J

+
∑

~I

a~Idx
~I ∧


(−1)k

∑

~J

db ~J ∧ dx
~J




since db ~J ∧ dx
~I = (−1)kdx

~I ∧ db ~J due to the k interchanges of the basic dif-
ferentials dxi. This means that the commutation rule holds at least in local
coordinates. Also, easily verified in local coordinates is that for any function
f we have dxdxf = dxdf =

∑
ij

(
∂2f

∂xi∂xj

)
dxi ∧ dxj = 0 since ∂2f

∂xi∂xj is sym-

metric in ij and dxi ∧ dxj is antisymmetric in i, j. More generally, for any
functions f, g ∈ C∞(U) we have dx(df ∧ dg) = 0 because of the graded com-
mutativity. Inductively we get dx(df1 ∧ df2 ∧ · · · ∧ dfk) = 0 for any functions
fi ∈ C∞(U). From this it easily follows that for any α =

∑
a~Idx

~I ∈ Ωk
M (U) we

have dxdx
∑

a~Idx
~I = dx

∑
dxa~I ∧ dx

~I = 0. We have now defined an operator dx
for each coordinate chart (U, x), that clearly has the desired properties on that
chart. Consider two different charts (U, x) and (V, y) such that U ∩ V 6= ∅. We
need to show that dx restricted to U ∩ V coincides with dy restricted to U ∩ V
but is clear that these restrictions of dx and dy satisfy the hypothesis of Lemma
7.5 and so they must agree on U ∩ V .

It is now clear that the individual operators on coordinate charts fit together
to give a well defined operator with the desired properties.

Definition 7.7 The degree one graded derivation just introduced is called the
exterior derivative.

Another approach to the existence of the exterior derivative is to exhibit a
global coordinate free formula. This approach is given in G.2. Let ω ∈ Ωk(U)
and view ω as an alternating multilinear map on XM (U). Then for then for
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X0, X1, ..., Xk ∈ XM (U) define

dω(X0, X1, ..., Xk) =
∑

0≤i≤k

(−1)iXi(ω(X0, ..., X̂i, ..., Xk))

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, ..., X̂i, ..., X̂j , ..., Xk).

One can check that dω is an alternating multilinear map on XM (U) and so
defines a differential form of degree k + 1. It can be shown that this formula
give the same operator defined previously (One can then verify that the global
formula reproduces the correct local formula).

Lemma 7.6 Given any smooth map f : M → N we have that d is natural with
respect to the pull-back:

f∗(dη) = d(f∗η)

Definition 7.8 A smooth differential form α is called closed if dα = 0 and
exact if α = dβ for some differential form β.

Notice that since d◦d = 0, every exact form is closed. In general, the converse
is not true. The extent to which it fails is a topological property of the manifold.
This is the point of De Rham cohomology to be studied in detail in chapter 10.
Here we just give the following basic definitions. The set of closed forms of
degree k on a smooth manifold M is the kernel of d : Ωk(M) → Ωk+1(M) and is
denoted Zk(M). The set of exact forms is the image of this map and is denoted
Bk(M). Since, d ◦ d = 0 we have Bk(M) ⊂ Zk(M).

Definition 7.9 The k−th deRham cohomology group (actually a vector
space) given by

Hi(M) =
Zk(M)
Bk(M)

. (7.3)

In other words, we look at closed forms and identify any two whose difference
is an exact form.

7.3.2 Vector Valued and Algebra Valued Forms.

For α ∈ Lk
alt (V;W) and β ∈ Lk

alt (V;W) we define the wedge product using the
same formula as before except that we use the tensor product so that α ∧ β ∈
Lk

skew (V;W ⊗W) :

(ω ∧ η)(v1, v2, .., vr, vr+1, vr+2, .., vr+s)

=
∑

r,s−shuffles σ

sgn(σ)ω(vσ1 , vσ2 , .., vσr )⊗ η(vσr+1 , vσr+2 , .., vσr+s)

We want to globalize this algebra. Let M be a smooth n−manifold and consider
the set

Lk
alt(TM ;W) =

⊔

p∈M

Lk
alt(TpM ;W)
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This set can easily be given a rather obvious vector bundle structure. In this
setting it is convenience to identify Lk

alt(TpM ;W) with W⊗ (
∧k

T ∗p M) so that
our bundle is indentified with the vector bundle W ⊗ (

∧k
T ∗M) whose fiber

at p is W ⊗ (
∧k

T ∗p M). The C∞(M)−module of sections of this bundle are
denoted Ωk(M, W). We obtain an exterior product Ωk(M, W) × Ωl(M, W) →
Ωk+l(M, W⊗W) as usual by (α∧β)(p) := α(p)∧β(p). We still have a pull-back
operation defined as before and also a natural exterior derivative

d : Ωk(M, W) → Ωk+1(M, W)

defined either in local charts or by the formula

dω(X0, ..., Xk)

=
∑

1≤i≤k

(−1)iXi(ω(X0, ...,̂ Xi, ..., Xk))

+
∑

1≤i<j≤k

(−1)i+jω(X0, ..., [Xi, Xj ], ..., Xk)

where now ω(X0, ...,̂ Xi, ..., Xk) is a W-valued function. We know that the
differential of a vector space valued function is defined so in the above formula

Xi(ω(X0, ...,̂ Xi, ..., Xk))(p)

= d(ω(X0, ...,̂ Xi, ..., Xk))(Xi(p))

which is an element of W under the usual identification of W with any of its
tangent spaces.

To give a local formula valid for finite dimensional M , we let f1, ..., fn be a
basis of W and (x1, ..., xn) local coordinates defined on U . For ω =

∑
aj

~I
, fj⊗dx

~I

we have

dω = d(fj ⊗
∑

a~I,jdx
~I)

=
∑

(fj ⊗ da~I,j ∧ dx
~I).

The elements fj⊗dx
~I
p form a basis for the vector space W⊗(

∧k
T ∗p M) for every

p ∈ U.
Now if W happens to be an algebra then the algebra product W×W → W

is bilinear and so gives rise to a linear map m : W ⊗ W → W. We compose
the exterior product with this map to get a wedge product

m∧ : Ωk(M, W) ×
Ωl(M, W) → Ωk+l(M, W)

(ω
m∧ η)(X1, X2, .., Xr, Xr+1, Xr+2, .., Xr+s)

=
∑

r,s−shuffles σ

sgn(σ)m
[
ω(Xσ1 , Xσ2 , .., Xσr )⊗ η(Xσr+1 , Xσr+2 , .., Xσr+s)

]

=
∑

r,s−shuffles σ

sgn(σ)ω(Xσ1 , Xσ2 , .., Xσr ) · η(Xσr+1 , Xσr+2 , .., Xσr+s)
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A particularly important case is when W is a Lie algebra g with bracket [., .].
Then we write the resulting product

m∧ as [., .]∧ or just [., .] when there is no risk
of confusion. Thus if ω, η ∈ Ω1(U, g) are Lie algebra valued 1-forms then

[ω, η]∧(X) = [ω(X), η(Y )] + [η(X), ω(Y )].

In particular, 1
2 [ω, ω]∧(X, Y ) = [ω(X), ω(Y )] which might not be zero in general!

7.3.3 Vector Bundle Valued Forms.

It will be convenient in several contexts to have on hand the notion of a dif-
ferential form with values in a vector bundle. Let ξ = (E, π,M) be a smooth
vector bundle. We can consider the vector bundle Lk

alt(TM, E) over M whose
fiber at p is Lk

alt(TpM,Ep). We identify Lk
alt(TpM, Ep) with Ep ⊗ ∧kT ∗p M and

thus the bundle is identified with E ⊗ ∧kT ∗M .

Definition 7.10 Let ξ = (E, π,M, ) be a smooth vector bundle. A differential
k−form with values in ξ (or values in E) is a smooth section of the bundle
E ⊗ ∧kT ∗M . These are denoted by Ωk(M ; E).

Remark 7.4 The reader should avoid confusion between Ωk(M ;E) and the
space of sections Γ(M,∧kE).

In order to get a grip on the meaning of the bundle let exhibit transition
functions. For a vector bundle, knowing the transition functions is tantamount
to knowing how local expressions with respect to a frame transform as we change
frame. A frame for E ⊗∧pT ∗M is given by combining a local frame for E with
a local frame for ∧pTM . Of course we must choose a common refinement of the
VB-charts in order to do this but this is obviously no problem. Let (e1, ..., ek)
be a frame field defined on an open set U . We may as well take U to also be a
chart domain for the manifold M . Then any local section of Ωp(ξ) defined on
U has the form

σ =
∑

aj
~I
ej ⊗ dxI

for some smooth functions aj
~I

= aj
i1...ip

defined in U . Then for a new local set

up with frames (f1, ..., fk) and dy
~I = dyi1 ∧ · · · ∧ dyip (i1 < ... < ip) we have

σ =
∑

áj
~I
fj ⊗ dy

~I

and the transformation law

áj
~I

= ai
~J
Cj

i

∂x
~J

∂y~I

and where Cj
i is defined by fsC

s
j = ej .

Exercise 7.9 Derive the above transformation law.
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A more elegant way of describing the transition functions is just to recall that
anytime we have two vector bundles over the same base space and respective
typical fibers V and W then the respective transition functions gαβ and hαβ (on
a common cover) combine to give gαβ ⊗ hαβ where for a given x ∈ Uαβ

gαβ(x)⊗ hαβ(x) : V ⊗W → V ⊗W
gαβ(x)⊗ hαβ(x)(v, w) = gαβ(x)v ⊗ hαβ(x)w.

At any rate, these transformation laws fade into the background since if all our
expressions are manifestly invariant (or invariantly defined in the first place)
then we don’t have to bring them up.

Now we want to define an important graded module structure on Ω(M ; E) =∑n
p=0 Ωp(M ; E). This will be a module over the graded algebra Ω(M). The

action of Ω(M) on Ω(M ; E) is given by maps
∧⊗ : Ωk(M) × Ωl(M ; E) →

Ωk+l(M ; E) which in turn are defined by extending the following rule linearly:

µ1
∧⊗ (σ ⊗ µ2) := σ ⊗ µ1 ∧ µ2

If the vector bundle is actually an algebra bundle then (naming the bundle
A → M now for “algebra”) we may turn A⊗∧T ∗M :=

∑n
p=0A⊗∧pT ∗M into

an algebra bundle by defining

(v1 ⊗ µ1) ∧ (v2 ⊗ µ2) := v1v2 ⊗ µ1 ∧ µ2

and then extending linearly:

(ai
jvi ⊗ µj) ∧ (bk

l vk ⊗ µl) := vivj ⊗ µj ∧ µl

From this the sections Ω(M,A) = Γ(M,A ⊗ ∧T ∗M) become an algebra over
the ring of smooth functions. For us the most important example is where
A = End(E). Locally, say on U, sections σ1 and σ2 of Ω(M, End(E)) take the
form σ1 = Ai ⊗ αi and σ2 = Bi ⊗ βi where Ai and Bi are maps U → End(E).
Thus for each x ∈ U , the Ai and Bi evaluate to give Ai(x), Bi(x) ∈ End(Ex).
The multiplication is then

(Ai ⊗ αi) ∧ (Bj ⊗ βj) = AiBj ⊗ αi ∧ βj

where the AiBj : U → End(E) are local sections given by composition:

AiBj : x 7→ Ai(x) ◦Bj(x).

Exercise 7.10 Show that Ω(M, End(E)) acts on Ω(M, E) making Ω(M, E) a
bundle of modules over the bundle of algebras Ω(M, End(E)).

If this seems all to abstract to the newcomer perhaps it would help to think
of things this way: We have a cover of a manifold M by open sets {Uα} that
simultaneously trivialize both E and TM . Then these give also trivializations
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on these open sets of the bundles Hom(E,E) and ∧TM . Associated with each
is a frame field for E → M say (e1, ..., ek) which allows us to associate with each
section σ ∈ Ωp(M,E) a k−tuple of p−forms σU = (σi

U ) for each U . Similarly, a
section A ∈ Ωq(M, End(E)) is equivalent to assigning to each open set U ∈ {Uα}
a matrix of q−forms AU . The algebra structure on Ω(M, End(E)) is then just
matrix multiplication were the entries are multiplied using the wedge product
AU ∧BU where

(AU ∧BU )i
j = Ai

k ∧Bk
j

The module structure is given locally by σU 7→ AU ∧σU . Where did the bundle
go? The global topology is now encoded in the transformation laws which tell
us what the same section looks like when we change to a new frame field on an
overlap Uα ∩ Uβ . In this sense the bundle is a combinatorial recipe for pasting
together local objects.

7.4 Lie derivative, interior product and exterior
derivative.

The Lie derivative acts on differential forms since the latter are, from one view-
point, tensors. When we apply the Lie derivative to a differential form we get
a differential form so we should think about the Lie derivative in the context of
differential forms.

Lemma 7.7 For any X ∈ X(M) and any f ∈ Ω0(M) we have LXdf = dLXf.

Proof. For a function f we compute as

(LXdf)(Y )

= (
d

dt
(ϕX

t )∗df)(Y ) =
d

dt
df(TϕX

t · Y )

=
d

dt
Y ((ϕX

t )∗f) = Y (
d

dt
(ϕX

t )∗f)

= Y (LXf) = d(LXf)(Y )

where Y ∈ X(M) is arbitrary.

Exercise 7.11 Show that LX(α ∧ β) = LXα ∧ β + α ∧ LXβ.

We now have two ways to differentiate sections in Ω(M). Once again we
write ΩM instead of Ω(U) or Ω(M) since every thing works equally well in
either case. In other words we are thinking of the presheaf ΩM : U 7→ Ω(U).
First, there is the Lie derivative which turns out to be a graded derivation of
degree zero;

LX : Ωi
M → Ωi

M . (7.4)

Second, there is the exterior derivative d which is a graded derivation of
degree 1. In order to relate the two operations we need a third map which, like
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the Lie derivative, is taken with respect to a given field X ∈ Γ(U ;TM). This
map is a degree −1 graded derivation and is defined by

ιXω(X1, . . . , Xi−1) = ω(X, X1, . . . , Xi−1) (7.5)

where we view ω ∈ Ωi
M as a skew-symmetric multi-linear map from XM × · · · ×

XM to C∞M . We could also define ιX as that unique operator that satisfies

ιXθ = θ(X) for θ ∈ Ω1
M and X ∈ XM

ιX(α ∧ β) = (ιXα) ∧ β + (−1)k ∧ α ∧ (ιXβ) for α ∈ Ωk
M .

In other word, ιX is the graded derivation of ΩM of degree −1 determined by
the above formulas.

In any case, we will call this operator the interior product or contraction
operator.

Notation 7.1 Other notations for ιXω include Xyω = 〈X,ω〉. These notations
make the following theorem look more natural:

Theorem 7.2 The Lie derivative is a derivation with respect to the pairing
〈X, ω〉. That is

LX〈X,ω〉 = 〈LXX,ω〉+ 〈X,LXω〉
or

LX(Xyω) = (LXX)yω + Xy(LXω)

Using the “ιX” notation: LX(ιXω) = ιLXXω + ιXLXω .

Proof. Exercise.
Now we can relate the Lie derivative, the exterior derivative and the con-

traction operator.

Theorem 7.3 Let X ∈ XM . Then we have Cartan’s homotopy formula;

LX = d ◦ ιX + ιX ◦ d (7.6)

Proof. One can check that both sides define derivations and so we just
have to check that they agree on functions and exact 1-forms. On functions we
have ιXf = 0 and ιXdf = Xf = LXf so the formula holds. On differentials of
functions we have

(d ◦ ιX + ιX ◦ d)df = (d ◦ ιX)df = dLXf = LXdf

where we have used lemma 7.7 in the last step.
As a corollary can now extend lemma 7.7:

Corollary 7.1 d ◦ LX = LX ◦ d
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Proof.

dLXα = d(dιX + ιXd)(α)
= dιXdα = dιXdα + ιXddα = LX ◦ d

Corollary 7.2 We have the following formulas:
1) ι[X,Y ] = LX ◦ ιY − ιY ◦ LX

2) LfXω = fLXω + df ∧ ιXω for all ω ∈ Ω(M).

Proof. Exercise.

7.5 Orientation

A rank n vector bundle E → M is called oriented if every fiber Ep is given
a smooth choice of orientation. There are several equivalent ways to make a
rigorous definition:

1. A vector bundle is orientable if and only if it has an atlas of bundle charts
(local trivializations) such that the corresponding transition maps take
values in Gl+(n,R) the group of positive determinant matrices. If the
vector bundle is orientable then this divides the set of all bundle charts
into two classes. Two bundle charts are in the same orientation class the
transition map takes values in Gl+(n,R). If the bundle is not orientable
there is only one class.

2. If there is a smooth global section s on the bundle
∧n

E → M then we say
that this determines an orientation on E. A frame (f1, ..., fn) of fiber Ep

is positively oriented with respect to s if and only if f1 ∧ ... ∧ fn = as(p)
for a positive real number a > 0.

3. If there is a smooth global section ω on the bundle
∧n

E∗ ∼= Lk
alt(E) → M

then we say that this determines an orientation on E. A frame (f1, ..., fn)
of fiber Ep is positively oriented with respect to ω if and only if ω(p)(f1, ..., fn) >
0.

Exercise 7.12 Show that each of these three approaches are equivalent.

Exercise 7.13 If π1 : E1 → M and π2 : E2 → M are orientable then so is the
Whitney sum π1 ⊕ π2 : E1 ⊕ E2 → M .

Now let M be an n-dimensional manifold. Let U be some open subset of
M which may be all of M . Consider a top form, i.e. an n-form $ ∈ Ωn

M (U)
where n = dim(M) and assume that $ is never zero on U. In this case we will
say that $ is nonzero or that $ is a volume form. Every other top form µ is
of the form µ = f$ for some smooth function f . This latter fact follows easily
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from dim(
∧n

TpM) = 1 for all p. If ϕ : U → U is a diffeomorphism then we
must have that ϕ∗$ = δ$ for some δ ∈ C∞(U) that we will call the Jacobian
determinant of ϕ with respect to the volume element $:

ϕ∗$ = J$(ϕ)$

Proposition 7.5 The sign of J$(ϕ) is independent of the choice of volume
form $.

Proof. Let $′ ∈ Ωn
M (U). We have

$ = a$′

for some function a that is never zero on U . We have

J(ϕ)$ = (ϕ∗$) = (a ◦ ϕ)(ϕ∗$′)

= (a ◦ ϕ)J$′(ϕ)$′ =
a ◦ ϕ

a
$

and since a◦ϕ
a > 0 and $ is nonzero the conclusion follows.

Let us consider a very important special case of this: Suppose that ϕ : U →
U is a diffeomorphism and U ⊂ Rn. Then letting $0 = du1 ∧ · · · ∧ dun we have

ϕ∗$0(x) = ϕ∗du1 ∧ · · · ∧ ϕ∗dun(x)

=
(∑ ∂(u1 ◦ ϕ)

∂ui1

∣∣∣∣
x

dui1

)
∧ · · · ∧

(∑ ∂(un ◦ ϕ)
∂uin

∣∣∣∣
x

duin

)

= det
(

∂(ui ◦ ϕ)
∂uj

(x)
)

= Jϕ(x).

so in this case J$0(ϕ) is just the usual Jacobian determinant of ϕ.

Definition 7.11 A diffeomorphism ϕ : U → U ⊂ Rn is said to be positive or
orientation preserving if det(Tϕ) > 0.

More generally, let a nonzero top form $ be defined on U ⊂ M and let $′ be
another defined on U ′ ⊂ N . Then we say that a diffeomorphism ϕ : U → U ′ is
orientation preserving (or positive) with respect to the pair $, $′ if the unique
function J$,$′ such that ϕ∗$′ = J$,$′$ is strictly positive on U.

Definition 7.12 A smooth manifold M is said to be orientable if and only
if there is an atlas of admissible charts such that for any pair of charts ψα, Uα

and ψβ , Uβ from the atlas with Uα ∩ Uβ 6= ∅ , the transition map ψβ ◦ ψ−1
α is

orientation preserving. Such an atlas is called an orienting atlas.

Exercise 7.14 The tangent bundle is a vector bundle. Show that this last def-
inition agrees with our definition of an orientable vector bundle in that M is
an orientable manifold in the current sense if and only if TM is an orientable
vector bundle.
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Let AM be the maximal atlas for an orientable smooth manifold M . Then
there are two subatlases A and A′ with A∪A′ = AM , A∩A′ = ∅ and such that
the transition maps for charts from A are all positive and similarly the transition
maps of A′ are all positive.. Furthermore if ψα, Uα ∈ A and ψβ , Uβ ∈ A′ then
ψβ ◦ ψ−1

α is negative (orientation reversing). A choice of one these two atlases
is called an orientation on M. Every orienting atlas is a subatlas of exactly
one of A or A′. If such a choice is made then we say that M is oriented.
Alternatively, we can use the following proposition to specify an orientation on
M :

Proposition 7.6 Let $ ∈ Ωn(M) be a volume form on M , i.e. $ is a nonzero
top form. Then $ determines an orientation by determining an (orienting)
atlas A by the rule

ψα, Uα ∈ A ⇐⇒ ψα is orientation preserving resp. $, $0

where $0 is the standard volume form on Rn introduced above.

Exercise 7.15 Prove the last proposition and then prove that we can use an
orienting atlas to construct a volume form on an orientable manifold that gives
the same orientation as the orienting atlas.

We now construct a two fold covering manifold Or(M) for any finite dimen-
sional manifold called the orientation cover. The orientation cover will itself
always be orientable. Consider the vector bundle

∧n
T ∗M and remove the zero

section to obtain

(
n∧

T ∗M)× :=
n∧

T ∗M − {zero section}

Define an equivalence relation on (
∧n

T ∗M)× by declaring ν1 ∼ ν2 if and only
if ν1 and ν2 are in the same fiber and if ν1 = aν2 with a > 0. The space of
equivalence classes is denoted Or(M). There is a unique map πOr making the
following diagram commute:

Or(M) → (
∧n

T ∗M)×

↓
πOr ↘

M

Or(M) → M is a two fold covering space with the quotient topology and in fact
is a smooth manifold.

7.5.1 Orientation of manifolds with boundary

Recall that a half space chart ψα for a manifold with boundary M is a bijection
(actually diffeomorphism) of an open subset Uα of M onto an open subset of
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Hn
−. A Cr half space atlas is a collection ψα, Uα of such charts such that for

any two; ψα, Uα and ψβ , Uβ , the map ψα ◦ ψ−1
β is a Cr diffeomorphism on its

natural domain (if non-empty). Note: “Diffeomorphism” means in the extended
sense of a being homeomorphism such that both ψα ◦ ψ−1

β :: Hn
− → M and its

inverse are Cr in the sense of definition 1.3.
Let us consider the case of finite dimensional manifolds. Then letting M =

Rn and λ = u1 : Rn → R we have the half space Hn
− = Rn

u1≤0. The funny choice
of sign is to make Hn

− = Rn
u1≤0 rather than Rn

u1≥0. The reason we do this is to
be able to get the right induced orientation on ∂M without introducing a minus
sign into our Stoke’s formula proved below. The reader may wish to re-read
remark 1.6 at this time.

Now, imitating our previous definition we define an oriented (or orienting)
atlas for a finite dimensional manifold with boundary to be an atlas of half-space
charts such that the overlap maps ψα ◦ ψ−1

β :: Rn
u1≤0 → Rn

u1≤0 are orientation
preserving. A manifold with boundary together a choice of (maximal) oriented
atlas is called an oriented manifold with boundary. If there exists an
orienting atlas for M then we say that M is orientable just as the case of a
manifold without boundary.

Now if A = {(ψα, Uα)}α∈A is an orienting atlas for M as above with domains
in Rn

u1≤0 then the induced atlas {(ψα|Uα∩∂M , Uα∩∂M)}α∈A is an orienting atlas
for the manifold ∂M and the resulting choice of orientation is called the induced
orientation on ∂M . If M is oriented we will always assume that ∂M is given
this induced orientation.

Definition 7.13 A basis f1, f2, ..., fn for the tangent space at a point p on an
oriented manifold (with or without boundary) is called positive if whenever
ψα = (x1, ..., xn) is an oriented chart on a neighborhood of p then (dx1 ∧ ... ∧
dxn)(f1, f2, ..., fn) > 0.

Recall that vector v in TpM for a point p on the boundary ∂M is called
outward pointing if Tpψα ·v ∈ Hn

− is outward pointing in the sense that λ(Tpψα ·
v) < 0.

Since we have chosen λ = u1 and hence Hn
− = Rn

u1≤0 for our definition in
choosing the orientation on the boundary we have that in this case v is outward
pointing if and only if Tpψα · v ∈ Rn

u1≤0.

Definition 7.14 A nice chart on a smooth manifold (possibly with boundary)
is a chart ψα, Uα where ψα is a diffeomorphism onto Rn

u1≤0 if Uα∩∂M 6= ∅ and
a diffeomorphism onto the interior Rn

u1<0 if Uα ∩ ∂M = ∅.
Lemma 7.8 Every (oriented) smooth manifold has an (oriented) atlas consist-
ing of nice charts.

Proof. If ψα, Uα is an oriented chart with range in the interior of the left
half space Rn

u1≤0 then we can find a ball B inside ψα(Uα) in Rn
u1<0 and then

we form a new chart on ψ−1
α (B) with range B. But a ball is diffeomorphic to

Rn
u1<0. So composing with such a diffeomorphism we obtain the nice chart. If



7.6. PROBLEMS 265

ψα, Uα is an oriented chart with range meeting the boundary of the left half
space Rn

u1≤0 then we can find a half ball B− in Rn
u1≤0 with center on Rn

u1=0.
Reduce the chart domain as before to have range equal to this half ball. But
every half ball is diffeomorphic to the half space Rn

u1≤0 so we can proceed by
composition as before.

Exercise 7.16 If ψα = (x1, ..., xn) is an oriented chart on a neighborhood
of p on the boundary of an oriented manifold with boundary then the vectors

∂
∂x2 , ..., ∂

∂xn form a positive basis for Tp∂M with respect to the induced orien-
tation on ∂M . More generally, if f1 is outward pointing and f1, f2, ..., fn is
positive on M at p, then f2, ..., fn will be positive for ∂M at p.

Exercise 7.17 Show that if M is simply connected then it must be orientable.

7.6 Problems

1. Show that if θ1, ...., θk covectors on a vector space V then θ1 ∧ ....∧ θk 6= 0
if and only if θ1, ...., θk are linearly independent.

2. Show that if f1, ..., fn are smooth functions on an open set in an n−manifold.
Let p be in their common domain. Then there is an open set U conntaning
p such that f1, ..., fn are coordinate functions of chart on some neighbor-
hood of p if and only if df1 ∧ .... ∧ dfn is nonzero at p.

3. Show that the sphere is orientable.

4. Show that d ◦ LX = LX ◦ d.

5. Prove (i) of Proposition 7.1.

6. Prove Proposition 7.3.

7. Prove Corollary 7.2.

8. Prove Cartan’s Lemma: Let k ≤ n = dim M and ω1, ...., ωk be 1-forms on
M which are linearly independent at each point. Suppose that there are
1-forms θ1, ...., θk such that

k∑

i=1

θi ∧ ωi = 0 (identically).

Then there exists a symmetric k×k matrix of smooth functions (Aij) such

θi =
k∑

j=1

Aijωj for i = 1, ..., k
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9. Let M = R3\{0} and let

ω =
x dy ∧ dz + y dz ∧ dx + z dx ∧ dy

(x2 + y2 + z2)3/2

Find dω and determine whether ω is closed and if so, whether it is exact.
Find the expression for ω in spherical polar coordinates.

10. Show that every simply connected manifold is orientable.



Chapter 8

Integration and Stokes’
Theorem

In this chapter we explore a fundamental aspect of differential forms that has
not been mentioned yet. Namely, a differential n−form on and n-dimensional
oriented manifold M “wants” to be integrated over the manifold to give number.
Actually, we will first want to make sense of integrating a k−form on M over
certain smooth maps φ : U → M where U ⊂ Rk.

First we will talk about integrating 1-forms over a parameterized curve. The
idea is already familiar from the calculus of several variables and is none other
than the familiar line integral. For example, consider the curve γ : [0, π] → R3

given by γ(t) := (cos t, sin t, t). If ω = xydx + dy + xzdz then the integral is
∫

γ

ω :=
∫

γ

xydx + dy + xzdz

=
∫

[0,π]

γ∗ω (this step is to be a definition)

∫ π

0

(x(t)y(t)dx/dt + dydt + x(t)z(t)dz/dt)dt

=
∫ π

0

(cos t sin t sin t− cos t + t cos t)dt = −2

Notice the analogy in the fact that a 1−form at a point takes a vector (infinites-
imal curve) and gives a number while the 1−form globally takes a curve and
via integration also yields a number.

Since we want to be precise about what we are doing and also since the curves
we integrate over may have singularities we now put forth various definitions
regarding curves.

The Let O be an open set in R. A continuous map c : O → M is Ck if the
k−th derivative (x ◦ c)(k) exist and is continuous on c−1(U) for every coordinate
chart (U, x) such that U ∩ c(I) 6= ∅. If I is a subset of R then a map c : I → M

267
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is said to be Ck if there exists a Ck extension c̃ : O → M for some open set O
containing I. We are particularly interested in the case where I is an interval.
This interval may be open, closed, half open etc. We also allow intervals for
which one of the “end points” a or b is ±∞.

Definition 8.1 Let O ⊂ R be open. A continuous map c : O → M is said to be
piecewise Ck if there exists a discrete sequence of points {tn} ⊂ O with ti < ti+1

such that c restricted to each (ti, ti+1)∩O is Ck. If I is subset of R, then a map
c : I → M is said to be piecewise Ck if there exists a piecewise extension of c
to some open set containing I.

Definition 8.2 A parametric curve in M is a piecewise differentiable map
c : I → M where I is either an interval or finite union of intervals. If c is an
interval then we say that c is a connected parametric curve.

Definition 8.3 A elementary parametric curve is a regular curve c : I → Rn

such that I is an open connected interval.

Definition 8.4 If c : I1 → M and b : I2 → M are curves then we say that b
is a positive (resp. negative) reparametrization of c if there exists a bijection
h : I2 → I1 with c◦h = b such that h is smooth and h′(t) > 0 (resp. h′(t) > 0) for
all t ∈ I2.

We distinguish between a Ck map c : I → M and its image (or trace) c(I) as
a subset of M . The geometric curve is the set c(I) itself while the parameterized
curve is the map in question. The set of all parameterization of a curve fall into
two classes according to whether they are positive reparametrizations of each
other or not. A choice of one of these classes gives an orientation to the geometric
curve. Once the orientation is fixed then we may integrate a 1−form over this
oriented geometric curve using any parameterization in the chosen class.

A 1-form on an interval I = [a, b] may always be given as f dt for some
smooth function on I. The integral of f dt over [a, b] is just the usual Riemann
integral

∫
[a,b]

f(t) dt. If α is a 1−form on M and γ : [a, b] → M is a parameterized
curve whose image happens to be contained in a coordinate chart U,then the
line integral of α along γ is defined as

∫

γ

α :=
∫

[a,b]

γ∗α

If γ is continuous but merely piecewise smooth (C1 is enough) then we just
integrate α along each smooth piece and add the results:

∫

γ

α :=
∑

i

∫

[ti,ti+1]

γ∗α

Next we move to 2 dimensions. We start we another simple example from
calculus. Let σ(u, v) = (sin u cos v, cosu cos v, cos u) for (φ, θ) ∈ (0, π]× (0, 2π).
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This gives a parameterization of the sphere S2. There are a few places where
our parameterization is not quite perfect but those are measure zero sets so
it will not make an difference when we integrate. Now we need something to
integrate; say ω := zdy∧dz+xdx∧dy. The integration is done by analogy with
what we did before. We pull the form back to the uv space and then integrate
just as one normally would in calculus of several variables:

∫

σ

ω :=
∫

(0,π]×(0,2π)

σ∗ω

=
∫

(0,π]×(0,2π)

(
z(u, v)

dy ∧ dz

du ∧ dv
+ x(u, v)

dx ∧ dy

du ∧ dv

)
du ∧ dv

=
∫ θ

0

∫ 2π

0

[
cosu(sin2 u cos v − cos u sin v sin u)

+ sin u cos v (cos2 u cos2 v − sin2 u sin v cos v)
]
dudv

Rather than finishing the above calculation, let us apply a powerful theorem
that we will prove below (Stokes’ theorem). The reason this will work depends
on the fact that our map σ gives a good enough parameterization of the sphere
that we are justified in interpreting the integral

∫
σ

ω as being an integral over
the sphere

∫
S2 ω. This is a special case of integrating an n−form over a compact

n-dimensional manifold. We will get back to this shortly. As far as the integral
above goes, the Stokes’ theorem is really a reformulation of the Stoke’s theorem
from calculus of 3 variables. The theorem instructs us that if we take the
exterior derivative of ω and integrate that over the ball which is the interior of
the sphere we should get the same thing. It is important to realize that this
only works because our map σ parameterizes the whole sphere and the sphere
is the boundary of the ball. Now a quick calculation of gives dω = 0 and so
no matter what the integral would be zero and so we get zero for the above
complicated integral too! In summary, what Stokes’ theorem gives us is

∫

S2
ω

Stokes=
∫

B

dω =
∫

B

0 = 0

Let us now make sense out the more general situation. A smooth k−form
on an open subset O ⊂ Rk can always be written in the form

f dx1 ∧ · · · ∧ dxk

for some smooth function. It is implicit that Rk is oriented by dx1 ∧ · · · ∧ dxk.
We then simply define

∫
S

f dx1∧ · · ·∧dxk :=
∫

S
f dx1 · · · dxk where the integral

is the Riemann integral and S is any reasonable set on which such an integration
makes sense. We could also take the integral to be the Lebesgue integral and
S a Borel set. So integration of a k-form over a set in Euclidean space of the
same dimension k turns out to be just ordinary integration as long as we write
our k-form as a function times the basic “volume form” dx1 ∧ · · · ∧ dxk.
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Let O be an bounded open subset of Rk. A parameterized patch in M is a
smooth map φ : O → M . If α is a smooth k−form then we define

∫

φ

α :=
∫

O

φ∗α

Notice that what we have done is integrate over a map. However, it was
important that the map had as its domain an open set in a Euclidean space of a
dimension that matches the degree of the form. Notice that we have implicitly
used the standard orientation of Rk.

A variation on the idea of integration over a map is the following:

Definition 8.5 A smooth map σ : S → M is called a singular simplex if S
= {x ∈ Rk : xi ≥ 0 and

∑
xi ≤ 1}. A smooth map σ : S → M is called a

singular cube if S = {x ∈ Rk : 0 ≤ xi ≤ 1}. In either case, we define the
integral of a k−form α as ∫

σ

α :=
∫

S

φ∗α

Now lets integrate over manifolds (rather than maps). Let M be a smooth
n-manifold possibly with boundary ∂M and assume that M is oriented and
that ∂M has the induced orientation. From our discussion on orientation of
manifolds with boundary and by general principles it should be clear that we
may assume that all the charts in our orienting atlas have range in the left half
space Rn

u1≤0. If ∂M = ∅ then the ranges will be in the interior Rn
u1<0 ⊂ Rn

u1≤0.

Definition 8.6 A the support of a differential form α ∈ Ω(M) is the closure
of the set {p ∈ M : α(p) 6= 0} and is denoted by supp(α). The set of all k-forms
α(k) that have compact support contained in U ⊂ M is denoted by Ωk

c (U).

Let us return to the case of a k-form α(k) on an open subset U of Rk. If α(k)

has compact support in U we may define the integral
∫

U
α(k) by

∫

U

α(k) =
∫

U

a(u)du1 ∧ · · · ∧ duk

:=
∫

U

a(u)
∣∣du1 · · · duk

∣∣

where this latter integral is the Riemann (or Lebesgue) integral of a(u). We
have written

∣∣du1 · · · duk
∣∣ instead of du1 · · · duk to emphasize that the order of

the dui does not matter as it does for du1 ∧ · · · ∧ duk. Of course, we would get
the wrong answer if the order of the u′s did not give the standard orientation
on Rk.

Now consider an oriented n−dimensional manifold M and let α ∈ Ωn
M . If

α has compact support inside Uα for some chart (Uα, xα) compatible with the
orientation then x−1

α : xα(Uα) → Uα and (x−1
α )∗α has compact support in

xα(Uα) ⊂ Rn
u1≤0. We define

∫
α :=

∫

xα(Uα)

(x−1
α )∗α.



8.1. STOKES’ THEOREM 271

The standard change of variables formula show that this definition is indepen-
dent of the oriented chart chosen. Now if α ∈ Ωn(M) does not have support
contained in some chart domain then we choose a locally finite cover of M by
oriented charts (xi, Ui) and a smooth partition of unity (ρi, Ui) , supp(ρi) ⊂ Ui.
Then we define

∫
α :=

∑

i

∫

xi(Ui)

(x−1
i )∗(ρiα)

Proposition 8.1 The above definition is independent of the choice of the charts
xi, Ui and smooth partition of unity ρi, Ui.

Proof. Let (x̄i, Vi), and ρi be another such choice. Then we have

∫
α :=

∑

i

∫

xi(Ui)

(x−1
i )∗(ρiα)

=
∑

i

∫

xi(Ui)

(x−1
i )∗(ρi

∑

j

ρjα)

∑

i

∑

j

∫

xi(Ui∩Uj)

(x−1
i )∗(ρiρjα)

=
∑

i

∑

j

∫

x̄j(Ui∩Uj)

(x̄−1
j )∗(ρiρjα)

=
∑

j

∫

x̄i(Ui)

(x̄−1
j )∗(ρjα)

8.1 Stokes’ Theorem

Let us start with a couple special cases .

Case 8.1 (1) Let ωj = fdu1∧ · · ·∧ d̂uj ∧ · · ·∧dun be a smooth n−1 form with
compact support contained in the interior of Rn

u1≤0 where the hat symbol over
the duj means this j-th factor is omitted. All n − 1 forms on Rn

u1≤0 are sums
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of forms of this type. Then we have
∫

Rn
u1≤0

dωj =
∫

Rn
u1≤0

d(fdu1 ∧ · · · ∧ d̂uj ∧ · · · ∧ dun)

=
∫

Rn
u1≤0

(df ∧ du1 ∧ · · · ∧ d̂uj ∧ · · · ∧ dun)

=
∫

Rn
u1≤0

(
∑

k

∂f

∂uk
duk ∧ du1 ∧ · · · ∧ d̂uj ∧ · · · ∧ dun)

=
∫

Rn
u1≤0

(−1)j−1 ∂f

∂uj
du1 ∧ · · · ∧ dun =

∫

Rn

(−1)j−1 ∂f

∂uj
du1 · · · dun

= 0

by the fundamental theorem of calculus and the fact that f has compact
support.

Case 8.2 (2) Let ωj = fdu1∧ · · ·∧ d̂uj ∧ · · ·∧dun be a smooth n−1 form with
compact support meeting ∂Rn

u1≤0 = Rn
u1=0 = 0×Rn−1 then

∫

Rn
u1≤0

dωj =
∫

Rn
u1≤0

d(fdu1 ∧ · · · ∧ d̂uj ∧ · · · ∧ dun)

=
∫

Rn−1
(−1)j−1

(∫ ∞

−∞

∂f

∂uj
duj

)
du1 · · · d̂uj · · · dun =

= 0 if j 6= 1 and if j = 1 we have
∫

Rn
u1≤0

dω1 =

=
∫

Rn−1
(−1)j−1

(∫ 0

−∞

∂f

∂u1
du1

)
du2 ∧ · · · ∧ dun

=
∫

Rn−1
f(0, u2, ..., un)du2 · · · dun

=
∫

∂Rn
u1≤0

f(0, u2, ..., un)du2 ∧ · · · ∧ dun =
∫

∂Rn
u1≤0

ω1

Now since clearly
∫

∂Rn
u1≤0

ωj = 0 if j 6= 1 or if ωj has support that doesn’t meet

∂Rn
u1≤0 we see that in any case

∫
Rn

u1≤0
dωj =

∫
∂Rn

u1≤0
ωj. Now as we said all

n− 1 forms on Rn
u1≤0 are sums of forms of this type and so summing such we

have for any smooth n− 1 form on Rn
u1≤0.

∫

Rn
u1≤0

dω =
∫

∂Rn
u1≤0

ω.

Now we define integration on a manifold (possibly with boundary). Let
AM = (Uα, xα)α∈A be an oriented atlas for a smooth orientable n-manifold
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M consisting of nice charts so either xα : Uα
∼= Rn or xα : Uα

∼= Rn
u1≤0.

Now let {ρα} be a smooth partition of unity subordinate to {Uα}. Notice that
{ρα|Uα∩∂M} is a partition of unity for the cover {Uα ∩ ∂M} of ∂M . Then for
ω ∈ Ωn−1(M) we have that

∫

M

dω =
∫

Uα

∑
α

d(ραω) =
∑
α

∫

Uα

d(ραω)

=
∑
α

∫

xα(Uα)

(x−1
α )∗d(ραω) =

∑
α

∫

xα(Uα)

d((x−1
α )∗ραω)

=
∑
α

∫

xα(Uα)

d((x−1
α )∗ραω) =

∑
α

∫

∂{xα(Uα)}
((x−1

α )∗αρω)

=
∑
α

∫

∂Uα

ραω =
∫

∂M

ω

so we have proved

Theorem 8.1 (Stokes’ Theorem) Let M be an oriented manifold with bound-
ary (possibly empty) and give ∂M the induced orientation. Then for any ω ∈
Ωn−1(M) we have ∫

M

dω =
∫

∂M

ω

8.2 Differentiating integral expressions

Suppose that S ⊂ M is a regular submanifold with boundary ∂S (possibly
empty) and Φt is the flow of some vector field X ∈ X(M). In this case St :=
Φt(S) is also an regular submanifold with boundary. We then consider d

dt

∫
S

Φ∗t η.
We have

d

dt

∫

S

Φ∗t η = lim
h→0

1
h

[∫

S

Φ∗t+hη −
∫

S

Φ∗t η
]

= lim
h→0

1
h

[
Φ∗t

∫

S

(Φ∗hη − η)
]

= lim
h→0

[
Φ∗t

∫

S

1
h

(Φ∗hη − η)
]

=
[∫

ΦtS

lim
h→0

1
h

(Φ∗hη − η)
]

=
∫

St

LXη

But also
∫

S
Φ∗t η =

∫
St

η and the resulting formula d
dt

∫
St

η =
∫
ΦtS

LXη is quite
useful. As a special case (t = 0) we have

d

dt

∣∣∣∣
t=0

∫

St

η =
∫

S

LXη
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We can go farther using Cartan’s formula LX = ιX ◦ d + d ◦ ιX . We get

d

dt

∫

St

η =
d

dt

∫

S

Φ∗t η =
∫

ΦtS

ιXdη +
∫

ΦtS

dιXη

=
∫

ΦtS

ιXdη +
∫

∂St

ιXη.

This becomes particularly interesting in the case that S = Ω is an open sub-
manifold of M with compact closure and smooth boundary and vol is a volume
form on M . We then have d

dt

∫
Ωt

vol =
∫

∂Ωt
ιXvol and then

d

dt

∣∣∣∣
t=0

∫

Ωt

vol =
∫

∂Ω

ιXvol

Definition 8.7 If vol is a volume form orienting a manifold M then LXvol =
(div X) vol for a unique function div X called the divergence of X with respect
to the volume form vol.

We have

d

dt

∣∣∣∣
t=0

∫

Ωt

vol =
∫

∂Ω

ιXvol

and

d

dt

∣∣∣∣
t=0

∫

Ωt

vol =
∫

Ω

LXvol =
∫

Ω

(div X) d V .

Now let E1, ..., En be a local frame field on U ⊂ M and ε1, ..., εn the dual frame
field. Then for some smooth function ρ we have

vol = ρε1 ∧ · · · ∧ εn
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and so

LXvol = LX

(
ρε1 ∧ · · · ∧ εn

)
= dιX

(
ρε1 ∧ · · · ∧ εn

)

= d

n∑

j=1

(−1)j−1ρε1 ∧ · · · ιXεk ∧ · · · ∧ εn

= d

n∑

j=1

(−1)j−1ρε1 ∧ · · · ∧ εk(X) ∧ · · · ∧ εn

= d

n∑

j=1

(−1)j−1ρε1 ∧ · · · ∧ εk(
n∑

r=1

Xrεr) ∧ · · · ∧ εn

= d
n∑

k=1

(−1)j−1ρXkε1 ∧ · · · ∧ ε̂k ∧ · · · ∧ εn

=
n∑

k=1

(−1)j−1d(ρXk) ∧ ε1 ∧ · · · ∧ ε̂k ∧ · · · ∧ εn

=
n∑

k=1

(−1)j−1
n∑

i=1

(ρXk)iε
i ∧ ε1 ∧ · · · ∧ ε̂k ∧ · · · ∧ εn

=
n∑

k=1

(
1
ρ
(ρXk)k

)
ρε1 ∧ · · · ∧ εn

n∑

k=1

(
1
ρ
(ρXk)k

)
vol

where (ρXk)k := d(ρXk)(Ek). Thus

div X =
n∑

k=1

1
ρ
(ρXk)k

In particular, if Ek = ∂
∂xk for some chart (U, x) = (x1, ..., xn) then

div X =
n∑

k=1

1
ρ

∂

∂xk
(ρXk)

Now if we were to replace the volume form vol by −vol then divergence with
respect to that volume form would be given locally by

∑n
k=1

1
−ρ

∂
∂xk (−ρXk) =∑n

k=1
1
ρ

∂
∂xk (ρXk) and so the orientation seems superfluous! What if M isn’t

even orientable? In fact, since divergence is a local concept and orientation a
global concept it seems that we should replace the volume form in the definition
by something else that makes sense even on a nonorientable manifold. But
what? This brings us to our next topic.
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8.3 Pseudo-forms

Let M be a smooth manifold and {(Uα, xα)} be an atlas for M . The flat
orientation line bundle Oflat(TM) is the vector bundle constructed from the
local bundles Uα × R by the transition functions gαβ : Uα ∩ Uβ → Gl(1,R)
defined by

gαβ(p) :=
det

(
xα ◦ x−1

β

)
∣∣∣det

(
xα ◦ x−1

β

)∣∣∣
= ±1

For every chart (Uα, xα) there is a frame field for Oflat(TM) over Uα consisting
of a single section oxα

. A pseudo-k-form is a cross section of Oflat(TM) ⊗
∧kT ∗M . The set of all pseudo-k-forms will be denoted by Ωk

o(M). Now we can
extend the exterior product to maps ∧ : Ωk

o(M)× Ωl(M) → Ωk+l
o (M) by the

rule
(o1 ⊗ θ1) ∧ θ2 = o1 ⊗ θ1 ∧ θ2

with a similar and obvious map ∧ : Ωk(M)× Ωl
o(M) → Ωk+l

o (M). Similarly, we
have a map ∧ : Ωk

o(M)× Ωl
o(M) → Ωk+l(M) given by

(o1 ⊗ θ1) ∧ (o2 ⊗ θ2) = (o1o2)⊗ θ1 ∧ θ2

and where (o1o2) is the locally constant function equal to +1 wherever o1 = o2

and−1 otherwise. Now we can extend the exterior algebra to
∑n

k,l=0

(
Ωk(M)⊕ Ωl

o(M)
)
.

If ω ∈ Ωk
o(M) then with respect to the chart (Uα, xα), α has the local expression

ω = oxα ⊗ aα
~I
dx

~I
α

and if ω = oxβ
⊗aβ

~J
dx

~J
β for some other chart (Uβ , xβ) then aα

~I
=

det(xα◦x−1
β )

|det(xα◦x−1
β )|

dx
~J

dx
~I
β

aβ
~J
.

In particular if ω is a pseudo-n-form (a volume pseudo-form) then ~I = (1, 2, ..., n) =
~J and dx

~J

dx
~I
β

= det
(
xα ◦ x−1

β

)
and so that rule becomes

aα
12..n =

det
(
xα ◦ x−1

β

)
∣∣∣det

(
xα ◦ x−1

β

)∣∣∣
det

(
xα ◦ x−1

β

)
aβ
12..n

or
aα
12..n =

∣∣∣det
(
xα ◦ x−1

β

)∣∣∣ aβ
12..n.

There is another way to think about pseudo-forms that has the advantage of
having a clearer global description. Recall that the set of frames {e1, ..., en} in
TpM are divided into two equivalence classes called orientations. Equivalently,
an orientation at p is an equivalence class of elements of ∧nT ∗p M . For each p
there are exactly two such orientations and the set of all orientations Or(M)
at all points p ∈ M form a set with a differentiable structure and the map
πOr that takes both orientations at p the point p is a two fold covering map.
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The group Z/2Z ={1,−1} action as deck transformations on Or(M) so that
−1 sends each orientation to its opposite. Denote the action of g ∈ Z/2Z by
lg : Or(M) → Or(M). Now we think of a pseudo-k-form as being nothing more
than a k-form η on the manifold Or(M) with the property that l∗−1η = −η. Now
we would like to be able to integrate a k-form over a map h : N → M where N
is a k−dimensional manifold. By definition h is said to be orientable if there is
a lift h̃ : Or(N) → Or(M)

Or(N)
eh→ Or(M)

↓ πOrN
↓ πOrM

N
h→ M

We will say that h̃ is said to orient the map. In this case we define the integral
of a pseudo-k-form η over h to be

∫

h

η :=
1
2

∫

Or(N)

h̃∗η

Now there is clearly another lift h̃− which sends each ñ ∈ Or(N) to the opposite
orientation of h̃(ñ). This is nothing more that saying h̃− = l−1 ◦ h̃ = h̃ ◦ l−1.

Exercise 8.1 Assume M is connected. Show that there are at most two such
lifts h̃.

Now ∫

Or(N)

h̃∗−η =
∫

Or(N)

h̃∗l∗gη =
∫

Or(N)

h̃∗η

and so the definition of
∫

h
η is independent of the lift h̃.

If S ⊂ M is a regular k-submanifold and if the inclusion map ιS : S ↪→ M
map is orientable than we say that S has a transverse orientation in M . In this
case we define the integral of a pseudo-k-form η over S to be

∫

S

η :=
∫

ιS

η =
1
2

∫

Or(N)

ι̃S
∗η

Exercise 8.2 Show that the identity map idM : M → M is orientable:

Or(M)
eid→ Or(M)

↓ ℘OrM
↓ ℘OrM

M
id→ M

ĩd = ±idOr(M).

Now finally, if ω is a pseudo-n-form on M then by definition
∫

M

ω :=
1
2

∫

Or(M)

ĩd
∗
ω =

1
2

∫

Or(M)

ω
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If (U, x) is a chart then the map σx : p 7→ [dx1 ∧ · · · ∧ dxn] is a local cross
section of the covering ℘Or : Or(M) → M meaning that the following diagram
commutes

Or(M)
σx↗ ↓ ℘Or

U ↪→ M

and we can define the integral of ω locally using a partition of unity {ρα}
subordinate to a cover Uα, ρα :

∫

M

jω :=
∑
α

∫

Uα

ρασ∗xa
ω.

Now suppose we have a vector field X ∈ X(M). Since ℘Or : Or(M) → M

is a surjective local diffeomorphism there is a vector field X̃ ∈ X(M̃) such that
T℘ · X̃ep = Xp (where ℘Or (p̃) = p) for all p. Similarly, if vol is a volume form
on M then there is a volume pseudo-form ṽol on M , i.e. a Z/2Z anti-invariant
n−form ṽol on Or(M) such ṽol = ℘∗Orvol. In this case, it is easy to show that
the divergence div X̃ of X̃ with respect to ṽol is the lift of div X (with respect
to vol). Thus if M is not orientable and so has no volume form we may still
define div X (with respect to the pseudo-volume form ṽol) to be the unique
vector field on M which is ℘Or−related to div X̃ (with respect to volume form
ṽol on Or(M)).

8.3.1 Twisted Forms

Consider the orientation cover πOr : Or(M) → M of a manifold M . A smooth
local section of Or(M) over an open set U is a smooth map σ : p 7→ op such
that πOr ◦σ = idU . Thus a local section is smooth choice of orientation for each
of the tangents spaces at point in U . For every p in M there is a smooth local
section on some open U containing p. For each p, let Orp(M) the the discrete
fiber of Or(M) over p consisting of the two orientations of TpM . A twisted
k−form at p ∈ M is a map αp : TpM × · · · × TpM × Orp(M) → R such that
for each fixed op ∈ Orp(M) with op an orientation of TpM , the map αp(., op) :
TpM × · · · × TpM → R given by (v1, ..., vk) 7→ αp(v1, ..., vk, o) is an element of
Lk

alt(TpM) and such that for all (v1, ..., vk, op) ∈ TpM × · · · × TpM × Orp(M)
we have

αp(v1, ..., vk,−op) = −αp(v1, ..., vk, op)

where −o denotes the orientation opposite to op. A twisted differential k-form
on M is an assignment p 7→ αpof a twisted k−form at p for every p ∈ M and
such that for any smooth vector fields X1, ...Xk and local section σ : p 7→ op

of the cover Or(M) → M simultaneously defined over an open U the function
p → (X1(p), ..., Xk(p), op) is a smooth function. We will denote the set of twisted
k−forms by Ωk

tw(M). If α is such a twisted k form then it is easy to see that
for any smooth section σ : p 7→ op of Or(M) over an open set U , the map
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p → αp(., op) is a smooth k−form over U . Let α ∈ Ωk
tw(M). In order to define

the pull-back of a twisted form we need more that just a smooth map.

Definition 8.8 Given a map f : N → M we call a smooth map f̃ : Or(N) →
Or(M) an orientation for f if the following diagram commutes:

Or(N)
ef→ Or(M)

↓ ↓
N

f→ M

We call f̃ an orienting map for f .

In general, an orienting map may or may not exist.

Definition 8.9 Let f̃ : Or(N) → Or(M) be an orienting map for f : N → M .
The for any twisted k−form α we define the pull-back f̃∗α of α by f̃ to be defined
by

f̃∗α(u1, ...uk, ox) := α(Txf · u1, ...Txf · uk, f̃ (ox))

It is not hard to see that if α is a twisted k−form then so also is f̃∗α for any
orienting map f̃ .

Now we come to a crucial point. Namely, if f : N → M is a diffeomorphism
then it has a natural orienting map defined in the obvious way: If ox ∈ Orx(N)
is given by the equivalence class of a basis (u1, ...., un) of TxN then f̃ (ox) is the
orientation defined by the basis (Txf · u1, ...Txf · un) which we just denote by
f (ox) . In this case we just indicate the pull-back by f∗α.

Let U, V be open set in Rn and ϕ : U → V a diffeomorphism. Let us
compare ϕ∗α( ∂

∂x1 , ..., ∂
∂x1 , o) with α( ∂

∂x1 , ..., ∂
∂x1 , o) where we identify all the

tangent spaces and o is the standard orientation of Rn. We have

ϕ∗α(
∂

∂x1
, ...,

∂

∂x1
, o)

= α(Tϕ
∂

∂x1
, ..., Tϕ

∂

∂x1
, ϕ (o))

= J(ϕ)α(
∂

∂x1
, ...,

∂

∂x1
, ϕo)

but ϕo = sgn J(ϕ) · o and so ϕ∗α = |J(ϕ)|α. This is an interesting result
because it allows us to define integration of twisted n−forms on n−manifolds.

First we have

Definition 8.10 Let α ∈ Ωn
tw(U) where V ⊂ Rn. Define the integral of α over

U by ∫

V

α :=
∫

V

α(
∂

∂v1
, ...,

∂

∂v1
, o)dv1 · · · dvn
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Lemma 8.1 Let U, V be open set in Rn and ϕ : U → V a diffeomorphism
which is not necessarily orientation preserving. Then for α ∈ Ωn

tw(U) we have∫
V

α =
∫

U
ϕ∗α.

Proof.
∫

V
α =

∫
V

α( ∂
∂u1 , ..., ∂

∂u1 , o)du1 · · · dun =
∫

U
α( ∂

∂u1 , ..., ∂
∂u1 , o)J(ϕ)du1 · · · dun

∫
U

α( ∂
∂u1 , ..., ∂

∂u1 , o) sgn J(ϕ) |J(ϕ)| du1 · · · dun

=
∫

U
α( ∂

∂u1 , ..., ∂
∂u1 , sgn J(ϕ)o) |J(ϕ)| du1 · · · dun

=
∫

U
ϕ∗α( ∂

∂u1 , ..., ∂
∂u1 , o)du1 · · · dun =

∫
U

ϕ∗α
Now let (U, x) be a chart and suppose that α is a twisted n form with compact

support inside U . Then (x−1)∗α is a twisted n−form on V = x(U). We can now
unambiguously define

∫
U

α to be
∫
xU

(x−1)∗α and by the discussion above this
is independent of the coordinate chart regardless of orientation considerations.
Now if α ∈ Ωn

tw(M) we may define the integral
∫

M
α by using a partition of

unity as we did for ordinary forms.

8.4 Problems

1. Let ι : S2 ↪→ R3\{0} be the inclusion map. Let τ = ι∗ω where

ω =
x dy ∧ dz + y dz ∧ dx + z dx ∧ dy

(x2 + y2 + z2)3/2
.

Compute
∫

S2 τ where S2 given the orientation induced by τ itself.

2. Let M be an oriented smooth compact manifold with boundary ∂M and
suppose that ∂M has two connected components N0 and N1. Let ıi :
N0 ↪→ M be the inclusion map for i = 0, 1. Suppose that there α is a
p−form with ı∗0α = 0 and β an n − p − 1 form with ı∗1β = 0. Prove that
in this case ∫

M

dα ∧ β = (−1)p+1

∫

M

α ∧ dβ



Chapter 9

Distributions and
Frobenius’ Theorem

9.1 Definitions

In this section we take M to be a smooth n dimensional manifold modeled.
Roughly speaking, a smooth distribution is an assignment 4 of a subspace
4p ⊂ TpM to each p ∈ M such that for each fixed p0 ∈ M there is a family
of smooth vector fields X1, ..., Xk defined on some neighborhood Up0 of p0

and such that 4x = span{X1(x), ..., Xk(x)} for each x ∈ Up0 . We call the
distribution regular if we can always choose these vector fields to be linearly
independent on each tangent space TxM for x ∈ Up0 and each Up0 . It follows
that in this case k is locally constant. For a regular distribution k is called the
rank of the distribution. A rank k regular distribution is the same thing as a
rank k subbundle of the tangent bundle.

Definition 9.1 A (smooth) regular distribution on M is a smooth vector sub-
bundle of the tangent bundle TM .

9.2 Integrability of Regular Distributions

By definition a regular distribution 4 is just another name for a subbundle
4 ⊂ TM of the tangent bundle and we write 4p ⊂ TpM for the fiber of the
subbundle at p. So what we have is a smooth assignment of a subspace 4p at
every point. The subbundle definition guarantees that the spaces4p all have the
same dimension. (we could let the dimension vary from connected component
to connected component but this would not really give any advantage). This
dimension is called the rank of the distribution (it is just the rank of the the
subbundle). There is a more general notion of distribution that we call a singular
distribution and that is defined in the same way except that the requirement of
constancy of dimension is dropped. We shall study singular distributions later.

281
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Definition 9.2 Let X locally defined vector field. We say that X lies in the
distribution 4 if X(p) ∈ 4p for each p in the domain of X. In this case, we
write X ∈ 4 (a slight abuse of notation).

Note that in the case of a regular distribution we can say that for X to lie
in the distribution 4 means that X takes values in the subbundle 4 ⊂ TM .

Definition 9.3 We say that a locally defined differential j-form ω vanishes
on 4 if for every choice of vector fields X1, ..., Xj defined on the domain of ω
that lie in 4 the function ω(X1, ..., Xj) is identically zero.

For a regular distribution 4 consider the following two conditions.

Fro1 For every pair of locally defined vector fields X and Y with common
domain that lie in the distribution 4 the bracket [X, Y ] also lies in the
distribution.

Fro2 For each locally defined smooth 1-form ω that vanishes on 4 the 2-form
dω also vanishes on 4.

Lemma 9.1 Conditions (1) and (2) above are equivalent.

Proof. The proof that these two conditions are equivalent follows easily
from the formula

dω(X, Y ) = X(ω(Y ))− Y ω(X)− ω([X, Y ]).

Suppose that (1) holds. If ω vanishes on 4 and X, Y lie in 4 then the above
formula becomes

dω(X, Y ) = −ω([X, Y ])

which shows that dω vanishes on 4 since [X,Y ] ∈ 4 by condition (1). Con-
versely, suppose that (2) holds and that X, Y ∈ 4. Then dω(X,Y ) = −ω([X, Y ])
again and a local argument using the Hahn-Banach theorem shows that [X, Y ] =
0.

Definition 9.4 If either of the two equivalent conditions introduced above holds
for a distribution 4 then we say that 4 is involutive.

Exercise 9.1 Suppose that X is a family of locally defined vector fields of M
such that for each p ∈ M and each local section X of the subbundle 4 defined
in a neighborhood of p, there is a finite set of local fields {Xi} ⊂ X such that
X =

∑
aiXi on some possible smaller neighborhood of p. Show that if X is

closed under bracketing then 4 is involutive.

There is a very natural way for distributions to arise. For instance, con-
sider the punctured 3-space M = R3 − {0}. The level sets of the function
ε : (x, y, x) 7→ x2 + y2 + x2 are spheres whose union is all of R3 − {0}. Now
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define a distribution by the rule that 4p is the tangent space at p to the sphere
containing p. Dually, we can define this distribution to be the given by the rule

4p = {v ∈ TpM : dε(v) = 0}.

The main point is that each p contains a submanifold S such that 4x = TxS
for all x ∈ S ∩ U for some sufficiently small open set U ⊂ M . On the other
hand, not all distributions arise in this way.

Definition 9.5 A distribution 4 on M is called integrable at p ∈ M there is
a submanifold Sp containing p such that 4x = TxSp for all x ∈ S. (Warning:
Sp is locally closed but not necessarily a closed subset and may only be defined
very near p.) We call such submanifold a local integral submanifold of 4.

Definition 9.6 A regular distribution 4 on M is called (completely) inte-
grable if for every p ∈ M there is a (local) integral submanifold of 4 containing
p.

If one considers a distribution on a finite dimensional manifold there is a
nice picture of the structure of an integrable distribution. Our analysis will
eventually allow us to see that a regular distribution 4 of rank k on an n-
manifold M is (completely) integrable if and only if there is a cover of M by
charts ψa, Ua such that if ψa = (y1, ..., yn) then for each p ∈ Ua the submanifold
Sα,p defined by Sα,p := {x ∈ Ua : yi(x) = yi(p) for k + 1 ≤ i ≤ n} has

4x = TxSα,p for all x ∈ Sp.

Some authors use this as the definition of integrable distribution but this def-
inition would be inconvenient to generalize to the infinite dimensional case. A
main goal of this section is to prove the theorem of Frobenius which says that
a regular distribution is integrable if and only if it is involutive.

9.3 The local version Frobenius’ theorem

Here we study regular distributions; also known as tangent subbundles. The
presentation draws heavily on that given in [L1]. Since in the regular case a
distribution is a subbundle of the tangent bundle it will be useful to consider
such subbundles a little more carefully. Recall that if E → M is a subbundle
of TM then E ⊂ TM and there is an atlas of adapted VB-charts for TM ; that
is, charts φ : π−1

M (U) → U × M = U × E × F where E × F is a fixed splitting
of M. Thus M is modeled on the split space E × F = M. Now for all local
questions we may assume that in fact the tangent bundle is a trivial bundle of
the form (U1 × U2)× (E× F) where U1 × U2 ⊂ E× F. It is easy to see that our
subbundle must now consist of a choice of subspace E1(x, y) of (E×F) for every
(x, y) ∈ U1 × U2. In fact, the inverse of our trivialization gives a map

φ−1 : (U1 × U2)× (E× F) → (U1 × U2)× (E× F)



284 CHAPTER 9. DISTRIBUTIONS AND FROBENIUS’ THEOREM

such that the image under φ−1 of {(x, y)}×E×{0} is exactly {(x, y)}×E1(x, y).
The map φ−1 must have the form

φ((x, y), v, w) = ((x, y), f(x,y)(v, w), g(x,y)(v, w))

for where f(x,y) : E × F → E and g(x,y) : E × F → E are linear maps depending
smoothly on (x, y). Furthermore, for all (x, y) the map f(x,y) takes E × {0}
isomorphically onto {(x, y)} × E1(x, y). Now the composition

κ : (U1 × U2)× E ↪→ (U1 × U2)× (E× {0}) φ−1

→ (U1 × U2)× (E× F)

maps {(x, y)}×E isomorphically onto {(x, y)}×E1(x, y) and must have the form

κ(x, y, v) = (x, y, λ(x, y) · v, `(x, y) · v)

for some smooth maps (x, y) 7→ λ(x, y) ∈ L(E,E) and (x, y) 7→ `(x, y) ∈ L(E, F).
By a suitable “rotation” of the space E× F for each (x, y) we may assume that
λ(x,y) = idE . Now for fixed v ∈ E the map Xv : (x, y) 7→ (x, y, v, `(x,y)v) is
(a local representation of) a vector field with values in the subbundle E. The
principal part is Xv(x, y) = (v, `(x,y) · v).

Now `(x, y) ∈ L(E,F) and so D`(x, y) ∈ L(E × F, L(E, F)). In general for a
smooth family of linear maps Λu and a smooth map v : (x, y) 7→ v(x, y) we have

D(Λu · v)(w) = DΛu(w) · v + Λu · (Dv)(w)

and so in the case at hand

D(`(x, y) · v)(w1, w2)
= (D`(x, y)(w1, w2)) · v + `(x, y) · (Dv)(w1, w2).

For any two choices of smooth maps v1 and v2 as above we have

[Xv1 , Xv2 ](x,y) = (DXv2)(x,y)Xv1(x, y)− (DXv1)(x,y)Xv2(x, y)
= ((Dv2)(v1, `(x,y)v1)− (Dv1)(v2, `(x,y)v2), D`(x, y)(v1, `(x,y)v1) · v2

+ `(x, y) · (Dv2)(v1, `(x,y)v1)−D`(x, y)(v2, `(x,y)v2) · v1

− `(x, y) · (Dv1)(v2, `(x,y)v2))
= (ξ, D`(x, y)(v1, `(x,y)v1) · v2 −D`(x, y)(v2, `(x,y)v2) · v1 + `(x, y) · ξ).

where ξ = (Dv2)(v1, `(x,y)v1)− (Dv1)(v2, `(x,y)v2). Thus [Xv1 , Xv2 ](x,y) is in the
subbundle if and only if

D`(x, y)(v1, `(x,y)v1) · v2 −D`(x, y)(v2, `(x,y)v2) · v1.

We thus arrive at the following characterization of involutivity:

Lemma 9.2 Let ∆ be a subbundle of TM. For every p ∈ M there is a tangent
bundle chart containing TpM of the form described above so that any vector field
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vector field taking values in the subbundle is represented as a map Xv : U1×U2 →
E× F of the form (x, y) 7→ (v(x, y), `(x,y)v(x, y)). Then ∆ is involutive (near p)
if and only if for any two smooth maps v1 : U1×U2 → E and v2 : U1×U2 → E
we have

D`(x, y)(v1, `(x,y)v1) · v2 −D`(x, y)(v2, `(x,y)v2) · v1.

Theorem 9.1 A regular distribution ∆ on M is integrable if and only if it is
involutive.

Proof. First suppose that ∆ is integrable. Let X and Y be local vector fields
that lie in ∆. Pick a point x in the common domain of X and Y . Our choice
of x being arbitrary we just need to show that [X, Y ](x) ∈ ∆. Let S ⊂ M be
a local integral submanifold of ∆ containing the point x. The restrictions X|S
and Y |S are related to X and Y by an inclusion map and so by the result on
related vector fields we have that [X|S , Y |S ] = [X,Y ]|S on some neighborhood
of x. Since S is a manifold and [X|S , Y |S ] a local vector field on S we see
that [X,Y ]|S (x) = [X, Y ](x) is tangent to S and so [X, Y ](x) ∈ ∆. Suppose
now that ∆ is involutive. Since this is a local question we may assume that our
tangent bundle is a trivial bundle (U1×U2)×(E×F) and by our previous lemma
we know that for any two smooth maps v1 : U1×U2 → E and v2 : U1×U2 → E
we have

D`(x, y)(v1, `(x,y)v1) · v2 −D`(x, y)(v2, `(x,y)v2) · v1.

Claim 9.1 For any (x0, y0) ∈ U1×U2 there exists possibly smaller open product
U ′

1×U ′
2 ⊂ U1×U2 containing (x0, y0) and a unique smooth map α : U ′

1×U ′
2 → U2

such that α(x0, y) = y for all y ∈ U ′
2 and

D1α(x, y) = `(x, α(x, y))

for all (x, y) ∈ U ′
1 × U ′

2.

Before we prove this claim we show how the result follows from it. For any
y ∈ U ′

2 we have the partial map αy(x) := α(x, y) and equation ?? above reads
Dαy(x, y) = `(x, αy(x)). Now if we define the map φ : U ′

1 × U ′
2 → U1 × U2

by φ(x, y) := (x, αy(x)) then using this last version of equation ?? and the
condition α(x0, y) = y from the claim we see that

D2α(x0, y0) = Dα(x0, .)(y0)
= D idU ′2 = id .

Thus the Jacobian of φ at (x0, y0) has the block form
(

id 0
∗ id

)
.

By the inverse function theorem φ is a local diffeomorphism in a neighborhood
of (x0, y0). We also have that

(D1φ)(x, y) · (v, w) = (v, Dαy(x) · w)
= (v, `(x, αy(x)) · v).
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Which represents an elements of the subbundle but is also of the form of tangents
to the submanifolds that are the images of U ′

1 × {y} under the diffeomorphism
φ for various choices of y ∈ U2. This clearly saying that the subbundle is
integrable.

Proof of the claim: By translation we may assume that (x0, y0) = (0, 0).
We use theorem H.2 from appendix B. With the notation of that theorem we
let f(t, x, y) := `(tz, y) · z where y ∈ U2 and z is an element of some ball B(0, ε)
in E. Thus the theorem provides us with a smooth map β : J0 × B(0, ε) × U2

satisfying β(0, z, y) = y and

∂

∂t
β(t, z, y) = `(tz, β(t, z, y)) · z.

We will assume that 1 ∈ J since we can always arrange for this by making a
change of variables of the type t = as, z = x/a for a sufficiently small positive
number a (we may do this at the expense of having to choose a smaller ε for
the ball B(0, ε). We claim that if we define

α(x, y) := β(1, x, y)

then for sufficiently small |x| we have the required result. In fact we shall show
that

D2β(t, z, y) = t`(tz, β(t, z, y))

from which it follows that

D1α(x, y) = D2β(1, x, y) = `(x, α(x, y))

with the correct initial conditions (recall that we translated to (x0, y0)). Thus
it remains to show that equation ?? holds. ¿From (3) of theorem H.2 we know
that D2β(t, z, y) satisfies the following equation for any v ∈ E :

∂

∂t
D2β(t, z, y) = t

∂

∂t
`(tz, β(t, z, y)) · v · z

+ D2`(tz, β(t, z, y)) ·D2β(t, z, y) · v · z
+ `(tz, β(t, z, y)) · v.

Now we fix everything but t and define a function of one variable:

Φ(t) := D2β(t, z, y) · v − t`(tz, β(t, z, y).

Clearly, Φ(0) = 0. Now we use two fixed vectors v,z and construct the fields
Xv(x, y) = (v, `(x,y) · v) and Xz(x, y) = (z, `(x,y) · z). In this special case, the
equation of lemma 9.2 becomes

D`(x, y)(v, `(x,y)v) · z −D`(x, y)(z, `(x,y)z) · v.
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Now with this in mind we compute d
dtΦ(t) :

d

dt
Φ(t) =

∂

∂t
(D2β(t, z, y) · v − t`(tz, β(t, z, y))

=
∂

∂t
D2β(t, z, y) · v − t

d

dt
`(tz, β(t, z, y))− `(tz, β(t, z, y))

=
∂

∂t
D2β(t, z, y) · v − t{D1`(tz, β(t, z, y)) · z

+ D2`(tz, β(t, z, y)) · ∂

∂t
β(t, z, y)− `(tz, β(t, z, y))

= D2`(tz, β(t, z, y)) · {D2β(t, z, y) · v − t`(tz, β(t, z, y)} · z (use 9.3)
= D2`(tz, β(t, z, y)) · Φ(t) · z.

So we arrive at d
dtΦ(t) = D2`(tz, β(t, z, y))·Φ(t)·z with initial condition Φ(0) = 0

which implies that Φ(t) ≡ 0. This latter identity is none other than D2β(t, z, y) ·
v = t`(tz, β(t, z, y).

It will be useful to introduce the notion of a codistribution and then explore
the dual relationship existing between distributions and codistributions.

Definition 9.7 A (regular) codistribution Ω on a manifold M is a subbundle
of the cotangent bundle. Thus a smooth assignment of a subspace Ωx ⊂ T ∗x M
for every x ∈ M . If dimΩx = l < ∞ we call this a rank l codistribution.

Using the definition of vector bundle chart adapted to a subbundle it is not
hard to show , as indicated in the first paragraph of this section, that a (smooth)
distribution of rank k < ∞ can be described in the following way:

Claim 9.2 For a smooth distribution 4 of rank on M we have that for every
p ∈ M there exists a family of smooth vector fields X1, ..., Xk defined near p
such that 4x = span{X1(x), ..., Xk(x)} for all x near p.

Similarly, we have

Claim 9.3 For a smooth codistribution Ω of rank k on M we have that for
every p ∈ M there exists a family of smooth 1-forms fields ω1, ..., ωk defined
near p such that Ωx = span{ω1(x), ..., ωk(x)} for all x near p.

On the other hand we can use a codistribution to define a distribution and
visa-versa. For example, for a regular codistribution Ω on M we can define a
distribution 4⊥Ω by

4⊥Ω
x := {v ∈ TxM : ωx(v) = 0 for all ωx ∈ Ωx}.

Similarly, if 4 is a regular distribution on M then we can define a codistribution
Ω⊥4 by

Ω⊥4x := {ωx ∈ T ∗x M : ωx(v) = 0 for all v ∈ 4x}.
Notice that if 41 ⊂ 42 then 4⊥Ω

2 ⊂ 4⊥Ω
1 and (41∩42)⊥Ω = 4⊥Ω

1 +4⊥Ω
2 etc.
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9.4 Foliations

Definition 9.8 Let M be a smooth manifold modeled on M and assume that
M = E×F. A foliation FM of M (or on M) is a partition of M into a family
of disjoint subsets connected {Lα}α∈A such that for every p ∈ M , there is a
chart centered at p of the form ϕ : U → V ×W ⊂ E× F with the property that
for each Lα the connected components (U ∩ Lα)β of U ∩ Lα are given by

ϕ((U ∩ Lα)β) = V × {cα,β}

where cα,β ∈ W ⊂ F are constants. These charts are called distinguished charts
for the foliation or foliation charts. The connected sets Lα are called the
leaves of the foliation while for a given chart as above the connected components
(U ∩ Lα)β are called plaques.

Recall that the connected components (U ∩ Lα)β of U ∩ Lα are of the form
Cx(U ∩ Lα) for some x ∈ Lα. An important point is that a fixed leaf Lα may
intersect a given chart domain U in many, even an infinite number of disjoint
connected pieces no matter how small U is taken to be. In fact, it may be
that Cx(U ∩ Lα) is dense in U . On the other hand, each Lα is connected by
definition. The usual first example of this behavior is given by the irrationally
foliated torus. Here we take M = T 2 := S1 × S1 and let the leaves be given as
the image of the immersions ιa : t 7→ (eiat, eit) where a is a real numbers. If a
is irrational then the image ιa(R) is a (connected) dense subset of S1 × S1. On
the other hand, even in this case there are an infinite number of distinct leaves.

It may seem that a foliated manifold is just a special manifold but from one
point of view a foliation is a generalization of a manifold. For instance, we can
think of a manifold M as foliation where the points are the leaves. This is called
the discrete foliation on M . At the other extreme a manifold may be thought
of as a foliation with a single leaf L = M (the trivial foliation). We also have
handy many examples of 1-dimensional foliations since given any global flow the
orbits (maximal integral curves) are the leaves of a foliation. We also have the
following special cases:

Example 9.1 On a product manifold say M ×N we have two complementary
foliations:

{{p} ×N}p∈M

and
{M × {q}}q∈N

Example 9.2 Given any submersion f : M → N the level sets {f−1(q)}q∈N

form the leaves of a foliation. The reader will soon realize that any foliation is
given locally by submersions. The global picture for a general foliation can be
very different from what can occur with a single submersion.

Example 9.3 The fibers of any vector bundle foliate the total space.
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Example 9.4 (Reeb foliation) Consider the strip in the plane given by {(x, y) :
|x| ≤ 1}. For a ∈ R ∪ {±∞} we form leaves La as follows:

La := {(x, a + f(x)) : |x| ≤ 1} for a ∈ R
L±∞ := {(±1, y) : |y| ≤ 1}

where f(x) := exp
(

x2

1−x2

)
− 1. By rotating this symmetric foliation about the y

axis we obtain a foliation of the solid cylinder. This foliation is such that trans-
lation of the solid cylinder C in the y direction maps leaves diffeomorphically
onto leaves and so we may let Z act on C by (x, y, z) 7→ (x, y + n, z) and then
C/Z is a solid torus with a foliation called the Reeb foliation.

Example 9.5 The one point compactification of R3 is homeomorphic to S3 ⊂
R4. Thus S3 − {p} ∼= R3 and so there is a copy of the Reeb foliated solid torus
inside S3. The complement of a solid torus in S3 is another solid torus. It is
possible to put another Reeb foliation on this complement and thus foliate all of
S3. The only compact leaf is the torus that is the common boundary of the two
complementary solid tori.

Exercise 9.2 Show that the set of all v ∈ TM such that v = Tϕ−1(v, 0) for
some v ∈ E and some foliated chart ϕ is a (smooth) subbundle of TM that is
also equal to {v ∈ TM : v is tangent to a leaf}.

Definition 9.9 The tangent bundle of a foliation FM with structure pseu-
dogroup GM,F is the subbundle TFM of TM defined by

TFM := {v ∈ TM : v is tangent to a leaf}
= {v ∈ TM : v = Tϕ−1(v, 0) for some v ∈ E and some foliated chart ϕ}

9.5 The Global Frobenius Theorem

The first step is to show that the (local) integral submanifolds of an integrable
regular distribution can be glued together to form maximal integral submani-
folds. These will form the leaves of a distribution.

Exercise 9.3 If ∆ is an integrable regular distribution of TM , then for any two
local integral submanifolds S1 and S2 of ∆ that both contain a point x0, there is
an open neighborhood U of x0 such that

S1 ∩ U = S2 ∩ U

Theorem 9.2 If ∆ is a subbundle of TM (i.e. a regular distribution) then the
following are equivalent:

1) ∆ is involutive.
2) ∆ is integrable.
3) There is a foliation FM on M such that TFM = ∆.
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Proof. The equivalence of (1) and (2) is the local Frobenius theorem already
proven. Also, the fact that (3) implies (2) is follows from 9.2. Finally, assume
that (2) holds so that ∆ is integrable. Recall that each (local) integral submani-
fold is an immersed submanifold which carries a submanifold topology generated
by the connected components of the intersections of the integral submanifolds
with chart domains. Any integral submanifold S has a smooth structure given
by restricting charts U,ψ on M to connected components of S ∩ U (not on all
of S ∩ U !). Recall that a local integral submanifold is a regular submanifold
(we are not talking about maximal immersed integral submanifolds!). Thus we
may take U small enough that S ∩ U is connected. Now if we take two (local)
integral submanifolds S1 and S2 of ∆ and any point x0 ∈ S1 ∩ S2 (assuming
this is nonempty) then a small enough chart U,ψ with x0 ∈ U induces a chart
U ∩ S1, ψ|U∩S1

on S1 and a chart Cx0(U ∩ S2), ψ|Cx0 (U∩S2)
on S2. But as we

know S1 ∩ U = S2 ∩ U and the overlap is smooth. Thus the union S1 ∪ S2

is a smooth manifold with charts given by U ∩ (S1 ∪ S2), ψ|U∩(S1∪S2)
and the

overlap maps are U ∩ (S1 ∩ S2), ψ|U∩(S1∩S2)
. We may extend to a maximal

connected integral submanifold using Zorn’s lemma be we can see the existence
more directly. Let La(x0) be the set of all points that can be connected to x0

by a smooth path c : [0, 1] → M with the property that for any t0 ∈ [0, 1], the
image c(t) is contained inside a (local) integral submanifold for all t sufficiently
near t0. Using what we have seen about gluing intersecting integral submani-
fold together and the local uniqueness of such integral submanifolds we see that
La(x0) is a smooth connected immersed integral submanifold that must be the
maximal connected integral submanifold containing x0. Now since x0 was arbi-
trary there is a maximal connected integral submanifold containing any point
of M . By construction we have that the foliation L given by the union of all
these leaves satisfies (3).

There is an analogy between the notion of a foliation on a manifold and a
differentiable structure on a manifold.

From this point of view we think of a foliation as being given by a maximal
foliation atlas that is defined to be a cover of M by foliated charts. The
compatibility condition on such charts is that when the domains of two foliation
charts, say ϕ1 : U1 → V1 ×W1 and ϕ2 : U2 → V2 ×W2, then the overlap map
has the form

ϕ2 ◦ ϕ−1
1 (x, y) = (f(x, y), g(y)).

A plaque in a chart ϕ1 : U1 → V1×W1 is a connected component of a set of the
form ϕ−1

1 {(x, y) : y =constant}.

9.6 Singular Distributions

Lemma 9.3 Let X1, ..., Xn be vector fields defined in a neighborhood of x ∈ M
such that X1(x), ..., Xn(x) are a basis for TxM and such that [Xi, Xj ] = 0 in a
neighborhood of x. Then there is an open chart U,ψ = (y1, ..., yn) containing x
such that Xi|U = ∂

∂yi .
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Proof. For a sufficiently small ball B(0, ε) ⊂ Rn and t = (t1, ..., tn) ∈ B(0, ε)
we define

f(t1, ..., tn) := ϕX1
t1 ◦ · · · ◦ ϕXn

tn
(x).

By theorem 2.9 the order that we compose the flows does not change the value
of f(t1, ..., tn). Thus

∂

∂ti
f(t1, ..., tn)

=
∂

∂ti
ϕX1

t1 ◦ · · · ◦ ϕXn
tn

(x)

=
∂

∂ti
ϕXi

ti
◦ ϕX1

t1 ◦ · · · ◦ ϕXn
tn

(x) (put the i-th flow first)

Xi(ϕX1
t1 ◦ · · · ◦ ϕXn

tn
(x)).

Evaluating at t = 0 shows that T0f is nonsingular and so (t1, ..., tn) 7→ f(t1, ..., tn)
is a diffeomorphism on some small open set containing 0. The inverse of this
map is the coordinate chart we are looking for (check this!).

Definition 9.10 Let Xloc(M) denote the set of all sections of the presheaf XM .
That is

Xloc(M) :=
⋃

open U⊂M

XM (U).

Also, for a distribution ∆ let X∆(M) denote the subset of Xloc(M) consisting
of local fields X with the property that X(x) ∈ ∆x for every x in the domain of
X.

Definition 9.11 We say that a subset of local vector fields X ⊂ X∆(M) spans
a distribution ∆ if for each x ∈ M the subspace ∆x is spanned by {X(x) : X ∈
X}.

If ∆ is a smooth distribution (and this is all we shall consider) then X∆(M)
spans ∆. On the other hand, as long as we make the convention that the
empty set spans the set {0} for every vector space we are considering, then any
X ⊂ X∆(M) spans some smooth distribution which we denote by ∆(X ).

Definition 9.12 An immersed integral submanifold of a distribution ∆ is an
injective immersion ι : S → M such that Tsι(TsS) = ∆ι(s) for all s ∈ S.
An immersed integral submanifold is called maximal its image is not properly
contained in the image of any other immersed integral submanifold.

Since an immersed integral submanifold is an injective map we can think
of S as a subset of M . In fact, it will also turn out that an immersed integral
submanifold is automatically smoothly universal so that the image ι(S) is an
initial submanifold. Thus in the end, we may as well assume that S ⊂ M
and that ι : S → M is the inclusion map. Let us now specialize to the finite
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dimensional case. Note however that we do not assume that the rank of the
distribution is constant.

Now we proceed with our analysis. If ι : S → M is an immersed integral
submanifold and of a distribution 4 then if X ∈ X∆(M) we can make sense of
ι∗X as a local vector field on S. To see this let U be the domain of X and take
s ∈ S with ι(s) ∈ U . Now X(ι(s)) ∈ Tsι(TsS) we can define

ι∗X(s) := (Tsι)−1X(ι(s)).

ι∗X(s) is defined on some open set in S and is easily seen to be smooth by
considering the local properties of immersions. Also, by construction ι∗X is ι
related to X.

Next we consider what happens if we have two immersed integral submani-
folds ι1 : S1 → M and ι2 : S2 → M such that ι1(S1)∩ι2(S2) 6= ∅. By proposition
2.7 we have

ιi ◦ ϕ
ι∗i X
t = ϕX

t ◦ ιi for i = 1, 2.

Now if x0 ∈ ι1(S1)∩ ι2(S2) then we choose s1 and s2 such that ι1(s1) = ι2(s2) =
x0 and pick local vector fields X1, ..., Xk such that (X1(x0), ..., Xk(x0)) is a basis
for 4x0 . For i = 1 and 2 we define

fi(t1, ..., tk) := (ϕι∗i X1

t1 ◦ · · · ◦ ϕ
ι∗i Xk

tk )

and since ∂
∂tj

∣∣
0fi = ι∗i Xj for i = 1, 2 and j = 1, ..., k we conclude that fi, i = 1, 2

are diffeomorphisms when suitable restricted to a neighborhood of 0 ∈ Rk. Now
we compute:

(ι−1
2 ◦ ι1 ◦ f1)(t1, ..., tk) = (ι−1

2 ◦ ι1 ◦ ϕ
ι∗1X1

t1 ◦ · · · ◦ ϕ
ι∗1Xk

tk )(x1)

= (ι−1
2 ϕX1

t1 ◦ · · · ◦ ϕXk

tk ◦ ι1)(x1)

= (ϕι∗2X1

t1 ◦ · · · ◦ ϕ
ι∗2Xk

tk ◦ ι−1
2 ◦ ι1)(x1)

= f2(t1, ..., tk).

Now we can see that ι−1
2 ◦ι1 is a diffeomorphism. This allows us to glue together

the all the integral manifolds that pass through a fixed x in M to obtain a unique
maximal integral submanifold through x. We have prove the following result:

Proposition 9.1 For a smooth distribution ∆ on M and any x ∈ M there is
a unique maximal integral manifold Lx containing x called the leaf through x.

Definition 9.13 Let X ⊂ Xloc(M). We call X a stable family of local vector
fields if for any X, Y ∈ X we have

(ϕX
t )∗Y ∈ X

whenever (ϕX
t )∗Y is defined. Given an arbitrary subset of local fields X ⊂

Xloc(M) let S(X ) denote the set of all local fields of the form

(ϕX1
t1 ◦ ϕX2

t2 ◦ · · · ◦ ϕXk

tt )∗Y
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where Xi, Y ∈ X and where t = (t1, ..., tk) varies over all k-tuples such that the
above expression is defined.

Exercise 9.4 Show that S(X ) is the smallest stable family of local vector fields
containing X .

Definition 9.14 If a diffeomorphism φ of a manifold M with a distribution ∆
is such that Txφ(∆x) ⊂ ∆φ(x) for all x ∈ M then we call φ an automorphism
of ∆. If φ : U → φ(U) is such that Txφ(∆x) ⊂ ∆φ(x) for all x ∈ U we call φ a
local automorphism of ∆.

Definition 9.15 If X ∈ Xloc(M) is such that TxϕX
t (∆x) ⊂ ∆ϕX

t (x) we call X
a (local) infinitesimal automorphism of ∆. The set of all such is denoted
autloc(∆).

Example 9.6 Convince yourself that autloc(∆) is stable.
For the next theorem recall the definition of X∆.

Theorem 9.3 Let ∆ be a smooth singular distribution on M . Then the follow-
ing are equivalent:

1) ∆ is integrable.
2) X∆ is stable.
3) autloc(∆) ∩ X∆ spans ∆.
4) There exists a family X ⊂ Xloc(M) such that S(X ) spans ∆.

Proof. Assume (1) and let X ∈ X∆. If Lx is the leaf through x ∈ M then
by proposition 2.7

ϕX
−t ◦ ι = ι ◦ ϕι∗X

−t

where ι : Lx ↪→ M is inclusion. Thus

Tx(ϕX
−t)(∆x) = T (ϕX

−t) · Txι · (TxLx)

= T (ι ◦ ϕι∗X
−t ) · (TxLx)

= TιTx(ϕι∗X
−t ) · (TxLx)

= TιTϕι∗X
−t (x)Lx = ∆ϕι∗X

−t (x).

Now if Y is in X∆ then at an arbitrary x we have Y (x) ∈ ∆x and so the above
shows that ((ϕX

t )∗Y )(x) ∈ ∆ so (ϕX
t )∗Y ) is in X∆ . We conclude that X∆ is

stable and have shown that (1) ⇒ (2).
Next, if (2) hold then X∆ ⊂ autloc(∆) and so we have (3).
If (3) holds then we let X := autloc(∆) ∩ X∆. Then for Y, Y ∈ X we have

(ϕX
t )∗Y ∈ X∆ and so X ⊂ S(X ) ⊂ X∆. from this we see that since X and X∆

both span ∆ so does S(X ).
Finally, we show that (4) implies (1). Let x ∈ M . Since S(X ) spans the

distribution and is also stable by construction we have

T (ϕX
t )∆x = ∆ϕX

t (x)
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for all fields X from S(X ). Let the dimension ∆x be k and choose fields
X1, ..., Xk ∈ S(X ) such that X1(x), ..., Xk(x) is a basis for ∆x. Define a map
f :: Rk → M by

f(t1, ..., tn) := (ϕX1
t1 ϕX2

t2 ◦ · · · ◦ ϕXk

tk )(x)

which is defined (and smooth) near 0 ∈ Rk. As in lemma 9.3 we know that the
rank of f at 0 is k and the image of a small enough open neighborhood of 0
is a submanifold. In fact, this image, say S = f(U) is an integral submanifold
of ∆ through x. To see this just notice that the TxS is spanned by ∂f

∂tj (0) for
j = 1, 2, ..., k and

∂f

∂tj
(0) =

∂

∂tj

∣∣∣∣
0

(ϕX1
t1 ϕX2

t2 ◦ · · · ◦ ϕXk

tk )(x)

= T (ϕX1
t1 ϕX2

t2 ◦ · · · ◦ ϕ
Xj−1

tj−1 )Xj((ϕ
Xj

tj ϕ
Xj+1

tj+1 ◦ · · · ◦ ϕXk

tk )(x))

= ((ϕX1
−t1)

∗(ϕX2
−t2)

∗ ◦ · · · ◦ (ϕXj−1

−tj−1)∗Xj)(f(t1, ..., tn)).

But S(X ) is stable so each ∂f
∂tj (0) lies in ∆f(t). From the construction of f and

remembering ?? we see that span{ ∂f
∂tj (0)} = Tf(t)S = ∆f(t) and we are done.

9.7 Problems

1. Let H be the Heisenberg group consisting of all matrices of the form

A =




1 x12 x13

0 1 x23

0 0 1


 .

That is, the upper-diagonal 3 × 3 real matrices with 1’s on the diagonal.
Let V12, V13, V23 be the left-invariant vector-fields on H that have values at
the identity (1, 0, 0), (0, 1, 0), and (0, 0, 1), respectively. Let ∆{V12,V13} and
∆{V12,V23} be the 2−dimensional distributions generated by the indicated
pairs of vector fields. Show that ∆{V12,V13} is integrable and ∆{V12,V23} is
not.



Chapter 10

De Rham Cohomology

For a given manifold M of dimension n we have the sequence of maps

C∞(M) = Ω0(M) d→ Ω1(M) d→ · · · d→ Ωn(M) d→ 0

and we have defined the de Rham cohomology groups (actually vector spaces)
as the quotients

Hi(M) =
Zi(M)
Bi(M)

where Zi(M) := ker(d : Ωi(M) → Ωi+1(M)) and Bi(M) := Im(d : Ωi−1(M) →
Ωi(M)). The elements of Zi(M) are called closed i-forms or i-cocycles and
the elements of Bi(M) are called exact i-forms or i-coboundaries.

Let us immediately consider a simple situation that will help the reader see
what these cohomologies are all about. Let M = R2 − {0} and consider the
1-form

ϑ :=
xdy − ydx

x2 + y2
.

We got this 1-form by taking the exterior derivative of θ = arctan(x). This
function is not defined as a single valued smooth function on all of M = R2−{0}
but it turns out that the result ydx−xdy

x2+y2 is well defined on all of M . One may
also check that dϑ = 0 and so ϑ is closed. We have the following situation:

1. ϑ := xdy−ydx
x2+y2 is a smooth 1-form M with dϑ = 0.

2. There is no function f defined on (all of) M such that ϑ = df .

3. For any small ball B(p, ε) in M there is a function f ∈ C∞(B(p, ε)) such
that ϑ|B(p,ε) = df .

(1) says that ϑ is globally well defined and closed while (2) says that ϑ
is not exact. (3) says that ϑ is what we might call locally exact. What
prevents us from finding a (global) function with ϑ = df? Could the same
kind of situation occur if M = R2? The answer is no and this difference
between R2 and R2 − {0} is that H1(R2) = 0 while H1(R2 − {0}) 6= 0.

295
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Exercise 10.1 Verify (1) and (3) above.

The reader may be aware that this example has something to do with path
independence. In fact, if we could show that for a given 1-form α, the path
integral

∫
c
α only depended on the beginning and ending points of the curve c(0)

then we could define a function f(x) :=
∫ x

x0
α where

∫ x

x0
α is just the path integral

for any path beginning at a fixed x0 and ending at x. With this definition one
can show that df = α and so α would be exact. In our example the form ϑ is
not exact and so there must be a failure of path independence.

Exercise 10.2 A smooth fixed endpoint homotopy between a path c0 : [x0, x] →
M and c1 : [x0, x] → M is a one parameter family of paths hs such that h0 = c0

and h1 = c0 and such that the map H(s, t) := hs(t) is smooth on [0, 1]× [x0, x].
Show that if α is an exact 1-form then d

ds

∫
hs

α = 0.

Since we have found a closed 1−form on R2\{0} that is not exact we know
that H1(R2\{0}) 6= 0. We are not yet in a position to determine H1(R2\{0})
completely. We will start out with even simpler spaces and eventually, develop
the machinery to bootstrap our way up to more complicated situations.

First, let M = {p}. That is, M consists of a single point and is hence a
0-dimensional manifold. In this case,

Ωk({p}) = Zk({p}) =




R for k = 0

0 for k > 0

Furthermore, Bk({p}) = 0 and so

Hk({p}) =




R for k = 0

0 for k > 0
.

Next we consider the case M = R. Here, Z0(R) is clearly just the constant
functions and so is (isomorphic to) R. On the other hand, B0(R) = 0 and so

H0(R) = R.

Now since d : Ω1(R) → Ω2(R) = 0 we see that Z1(R) = Ω1(R). If g(x)dx ∈
Ω1(R) then letting

f(x) :=
∫ x

0

g(x)dx

we get df = g(x)dx. Thus, every Ω1(R) is exact; B1(R) = Ω1(R). We are led to

H1(R) =0.

From this modest beginning we will be able to compute the de Rham cohomology
for a large class of manifolds. Our first goal is to compute Hk(R) for all k. In
order to accomplish this we will need a good bit of preparation. The methods are
largely algebraic and so will need to introduce a small portion of “homological
algebra”.
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Definition 10.1 Let R be a commutative ring. A differential R−complex
is a direct sum of modules C =

⊕
k∈Z Ck together with a linear map d : C → C

such that d ◦ d = 0 and such that d(Ck) ⊂ Ck+1. Thus we have a sequence of
linear maps

· · ·Ck−1 d→ Ck d→ Ck+1

where we have denoted the restrictions dk = d|Ck all simply by the single letter
d.

Let A =
⊕

k∈ZAk and B =
⊕

k∈ZBk be differential complexes. A map
f : A → B is called a chain map if f is a (degree 0) graded map such that
d ◦ f = f ◦ g. In other words, if we let f |Ak := fk then we require that
fk(Ak) ⊂ Bk and that the following diagram commutes for all k:

d→ Ak−1 d→ Ak d→ Ak+1 d→
fk−1 ↓ fk ↓ fk+1 ↓

d→ Bk−1 d→ Bk d→ Bk+1 d→
.

Notice that if f : A → B is a chain map then ker(f) and im(f) are complexes
with ker(f) =

⊕
k∈Z ker(fk) and im(f) =

⊕
k∈Z im(fk). Thus the notion of

exact sequence of chain maps may be defined in the obvious way.

Definition 10.2 The k-th cohomology of the complex C =
⊕

k∈Z Ck is

Hk(C) :=
ker(d|Ck)

im(d|Ck−1)

The elements of ker(d|Ck) (also denoted Zk(C)) are called k−cocycles while
the elements of im(d|Ck−1) (also denoted Bk(C)) are called k−coboundaries.

We already have an example since by letting Ωk(M) := 0 for k < 0 we have
a differential complex d : Ω(M) → Ω(M) where d is the exterior derivative. In
this case, Hk(Ω(M)) = Hk(M) by definition.

Remark 10.1 In fact, Ω(M) is an algebra under the exterior product (recall
that ∧ : Ωk(M)× Ωl(M) → Ωl+k(M)). This algebra structure actually remains
active at the level of cohomology: If α ∈ Zk(M) and β ∈ Zl(M) then for any
α′, β′ ∈ Ωk−1(M) and any β′ ∈ Ωl−1(M) we have

(α + dα′) ∧ β = α ∧ β + dα′ ∧ β

= α ∧ β + d(α′ ∧ β)− (−1)k−1α′ ∧ dβ

= α ∧ β + d(α′ ∧ β)

and similarly α ∧ (β + dβ′) = α ∧ β + d(α ∧ β′). Thus we may define a product
Hk(M)×H l(M) → Hk+l(M) by [α] ∧ [β] := [α ∧ β].
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Returning to the general algebraic case, if f : A → B is a chain map then it
is easy to see that there is a natural (degree 0) graded map f∗ : H → H defined
by

f∗([x]) := [f(x)] for x ∈ Ck.

Definition 10.3 An exact sequence of chain maps of the form

0 → A
f→ B

g→ C → 0

is called a short exact sequence.

Associated to every short exact sequence of chain maps there is a long exact
sequence of cohomology groups:

Hk+1(A)
f∗ // Hk+1(B)

g∗ // Hk+1(C)

d∗
ll

Hk(A)
f∗ // Hk(B)

g∗ // Hk(C)

d∗

[[

d∗
cc

The maps f∗ and g∗ are the maps induced by f and g and the “coboundary
map” d∗ : Hk(C) → Hk+1(A) is defined as follows: Let c ∈ Zk(C) ⊂ Ck

represent the class [c] ∈ Hk(C) so that dc = 0. Starting with this we hope
to end up with a well defined element of Hk+1(A) but we must refer to the
following diagram to explain how we arrive at a choice of representative of our
class d∗([c]) :

0 −→ Ak+1 f−→ Bk+1 g−→ Ck+1 −→ 0
d ↑ d ↑ d ↑

0 −→ Ak f−→ Bk g−→ Ck −→ 0

By the surjectivity of g there is an b ∈ Bk with g(b) = c. Also, since g(db) =
d(g(b)) = dc = 0, it must be that db = f(a) for some a ∈ Ak+1. The scheme of
the process is

c 99K b 99K a.

Certainly f(da) = d(f(a)) = ddb = 0 and so since f is 1-1 we must have da = 0
which means that a ∈ Zk+1(C). We would like to define d∗([c]) to be [a] but we
must show that this is well defined. Suppose that we repeat this process starting
with c′ = c + dck−1 for some ck−1 ∈ Ck−1. In our first step we find b′ ∈ Bk
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with g(b′) = c′ and then a′ with f(a′) = db′. We wish to show that [a] = [a′].
We have g(b − b′) = c − c = 0 and so there is an ak ∈ Ak with f(ak) = b − b′.
By commutativity we have

f(d(ak)) = d(f(ak)) = d(b− b′)
= db− db′ = f(a)− f(a′) = f(a− a′)

and then since f is 1-1 we have d(ak) = a − a′ which means that [a] = [a′].
Thus our definition δ([c]) := [a] is independent of the choices. We leave it to
the reader to check (if there is any doubt) that d∗, so defined, is linear.

We now return to the de Rham cohomology. If f : M → N is a C∞ map
then we have f∗ : Ω(N) → Ω(M). Since pull-back commutes with exterior
differentiation and preserves the degree of differential forms, f∗ is a chain map.
Thus we have the induced map on the cohomology that we will also denote by
f∗ :

f∗ : H∗(M) → H∗(M)
f∗ : [α] 7→ [f∗α]

where we have used H∗(M) to denote the direct sum
⊕

i Hi(M). Notice that
f 7→ f∗ together with M 7→ H∗(M) is a contravariant functor which means
that for f : M → N and g : N → P we have

(g ◦ f)∗ = f∗ ◦ g∗.

In particular if ιU : U → M is inclusion of an open set U then ι∗Uα is the same
as restriction of the form α to U . If [α] ∈ H∗(M) then ιU

∗([α]) ∈ H∗(U);

ιU
∗ : H∗(M) → H∗(U).

10.1 The Meyer Vietoris Sequence

Suppose that M = U0 ∪ U1 for open sets U . Let U0 t U1 denote the disjoint
union of U and V . We then have inclusions ι1 : U1 → M and ι2 : U2 → M as
well as the inclusions

∂0 : U0 ∩ U1 → U1 ↪→ U0 t U1

and
∂1 : U0 ∩ U1 → U0 ↪→ U0 t U1

that we indicate (following [Bo Tu]) by writing

M
ι0
⇔
ι1

U0 t U1

∂0

⇔
∂1

U0 ∩ U1 .

This gives rise to the Mayer-Vietoris short exact sequence

0 → Ω(M) ι∗→ Ω(U0)⊕ Ω(U1)
∂∗→ Ω(U0 ∩ U1) → 0
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where ι(ω) := (ι∗0ω, ι∗1ω) and ∂∗(α, β) := (∂∗0(β) − ∂∗1(α)). Notice that ι∗0ω ∈
Ω(U0) while ι∗1ω ∈ Ω(U1). Also, ∂∗0(β) = β|U0∩U1

and ∂∗1(α) = α|U0∩U1
and so

live in Ω(U0 ∩ U1).
Let us show that this sequence is exact. First if ι(ω) := (ι∗1ω, ι∗0ω) = (0, 0)

then ω|U0
= ω|U1

= 0 and so ω = 0 on M = U0∪U1 thus ι∗ is 1-1 and exactness
at Ω(M) is demonstrated.

Next, if η ∈ Ω(U0 ∩ U1) then we take a smooth partition of unity {ρ0, ρ1}
subordinate to the cover {U0, U1} and then let ω := (−(ρ1η)U0 , (ρ0η)U1) where
we have extended ρ1|U0∩U1

η by zero to a smooth function (ρ1η)U0 on U0 and
ρ0|U0∩U1

η to a function (ρ0η)U1 on U1 (think about this). Now we have

∂∗(−(ρ1η)U0 , (ρ0η)U1)

= ((ρ0η)U1
∣∣
U0∩U1

+ (ρ1η)U0
∣∣
U0∩U1

)

= ρ0η|U0∩U1
+ ρ1η|U0∩U1

= (ρ0 + ρ1)η = η.

Perhaps the notation is too pedantic. If we let the restrictions and extensions
by zero take care of themselves, so to speak, then the idea is expressed by saying
that ∂∗ maps (−ρ1η, ρ0η) ∈ Ω(U0)⊕ Ω(U1) to ρ0η − (−ρ1η) = η ∈ Ω(U0 ∩ U1).
Thus we see that ∂∗ is surjective.

It is easy to see that ∂∗ ◦ ι∗ = 0 so that im(∂∗) ⊂ ker(ι∗). Finally, let
(α, β) ∈ Ω(U0) ⊕ Ω(U1) and suppose that ∂∗(α, β) = (0, 0). This translates to
α|U0∩U1

= β|U0∩U1
which means that there is a form ω ∈ Ω(U0 ∪ U1) = Ω(M)

such that ω coincides with α on U0 and with β on U0. Thus

ι∗ω = (ι∗0ω, ι∗1ω)
= (α, β)

so that ker(ι∗) ⊂ im(∂∗) that together with the reverse inclusion gives im(∂∗) =
ker(ι∗).

Following the general algebraic pattern, the Mayer-Vietoris short exact se-
quence gives rise to the Mayer-Vietoris long exact sequence:

Hk+1(M) // Hk+1(U)⊕Hk+1(V ) ∂ // Hk+1(U ∩ V )

d∗
mm

Hk(M) // Hk(U)⊕Hk(V ) ∂ // Hk(U ∩ V )

d∗

``

d∗
ff
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Since our description of the coboundary map in the algebraic case was rather
abstract we will do well to take a closer look at d∗ in the present context.
Referring to the diagram below, ω ∈ Ωk(U ∩ V ) represents a cohomology class
[ω] ∈ Hk(U ∩ V ) so that in particular dω = 0.

↑ ↑ ↑
0 → Ωk+1(M) → Ωk+1(U)⊕ Ωk+1(V ) → Ωk+1(U ∩ V ) → 0

d ↑ d ↑ d ↑
0 → Ωk(M) → Ωk(U)⊕ Ωk(V ) → Ωk(U ∩ V ) → 0

By exactness of the rows we can find a form ξ ∈ Ωk(U) ⊕ Ωk(V ) which maps
to ω. In fact, we may take ξ = (−ρV ω, ρUω) as before. Now since dω = 0 and
the diagram commutes, we see that dξ must map to 0 in Ωk+1(U ∩ V ). This
just tells us that −d (ρV ω) and d (ρUω) agree on the intersection U ∩ V . Thus
there is a well defined form in Ωk+1(M) which maps to dξ. This global form η
is given by

η =




−d(ρV ω) on U

d(ρUω) on V

and then by definition d∗[ω] = [η] ∈ Hk+1(M).

Exercise 10.3 Let the circle S1 be parameterized by angle θ in the usual way.
Let U be that part of a circle with −π/4 < θ < π/4 and let V be given by
3π/4 < θ < 5π/4.

(a) Show that H(U) ∼= H(V ) ∼= R
(b) Show that the “difference map” H(U) ⊕ H(V ) ∂→ H(U ∩ V ) has 1-

dimensional image.

Now we come to an important lemma which provides the leverage needed
to compute the cohomology of some higher dimensional manifolds based on
that of lower dimensional manifolds. We start we a smooth manifold M and
also form the product manifold M × R. We then have the obvious projection
pr1 : M × R→M and the “zero section” s0 : M → M × R given by x 7→ (x, 0).
We can apply the cohomology functor to this pair of maps. First

M × R Ω(M × R)
pr1 ↓↑ s0 Ã pr∗1 ↓↑ s∗0

M Ω(M)

and then the maps pr∗1 and s∗0 induce maps on cohomology:

H∗(M × R)
pr∗1 ↓↑ s∗0
H∗(M)

Theorem 10.1 (Poincaré Lemma) Given M and the maps defined above we
have that pr∗1 : H∗(M ×R) →H∗(M) and s∗0 : H∗(M)→H∗(M ×R) are mutual
inverses. In particular,

H∗(M × R) ∼=H∗(M).
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Proof. The main idea of the proof is the use of a so called homotopy operator
which in the present case is a degree −1 map K : Ω(M ×R) → Ω(M ×R) with
the property that idM − pr∗1 ◦ s∗0 = ±(d ◦K −K ◦ d). The point is that such
a map must send closed forms to closed forms and exact forms to exact forms.
Thus on the level of cohomology ±(d ◦K −K ◦ d) = 0 and hence idM − pr∗1 ◦ s∗0
must be the zero map so that in fact id = pr∗1 ◦ s∗0 on H∗(M).

Our task is to construct K. First notice that a function φ(x, t) on M × R
which happens to be constant with respect to the second variable must be of
the form pr∗1f for some f ∈ C∞(M). Similarly, for α ∈ Ωk(M) we think of the
form pr∗1α as not depending on t ∈ R. For any ω ∈ Ωk(M × R) we can find a
pair of functions f1(x, t) and f2(x, t) such that

ω = f1(x, t)pr∗1α + f2(x, t)pr∗1β ∧ dt

for some forms α, β ∈ Ωk(M). This decomposition is unique in the sense that if
f1(x, t)pr∗1α+f2(x, t)pr∗1β∧dt = 0 then f1(x, t)pr∗1α = 0 and f2(x, t)pr∗1β∧dt =
0. Using this decomposition we have a well defined map

Ωk(M × R) 3 ω 7→
∫ t

0

f2(x, τ)dτ × pr∗1β ∈ Ωk−1(M × R)

This map is our proposed homotopy operator K.
Let us now check that K has the required properties. It is clear from what

we have said that we may check the action of K separately on forms of the type
and f1(x, t)pr∗1α and the type f2(x, t)pr∗1β ∧ dt.

Case I (type f1(x, t)pr∗1α).If ω = f1(x, t)pr∗1α then Kω = 0 and so (d ◦K −
K ◦ d)ω = −K(dω) and

K(dω) = K(d(f1(x, t)pr∗1α))
= K(df1(x, t) ∧ pr∗1α + f1(x, t)pr∗1dα)

= K(df1(x, t) ∧ pr∗1α) = ±K(
∂f1

∂t
(x, t)pr∗1α ∧ dt)

= ±
∫ t

0

∂f1

∂t
(x, τ)dτ × pr∗1α = ±{f1(x, t)− f(x, 0)}pr∗1α

On the other hand,

(idM − pr∗1 ◦ s∗0)ω =
(idM − pr∗1 ◦ s∗0)f1(x, t)pr∗1α = f1(x, t)pr∗1α− f1(x, 0)pr∗1α

= ±{f1(x, t)− f(x, 0)}pr∗1α

as above. So in the present case we get (d ◦K −K ◦ d)ω = ±(idM − pr∗1 ◦ s∗0)ω.
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Case II. (type ω = f(x, t)dt ∧ pr∗1β) In this case

(d ◦K −K ◦ d)ω
= dK{f(x, t)dt ∧ pr∗1β} −Kd{f(x, t)dt ∧ pr∗1β}

= d{
∫ t

0

f(x, τ)dτ × pr∗1β} −Kd(f(x, t)dt ∧ pr∗1β) + 0

= d{
∫ t

0

f(x, τ)dτ × pr∗1β} −K

{
∂f

∂t
(x, t)dt ∧ pr∗1β + f(x, t)pr∗1dβ

}

= f(x, t)dt ∧ pr∗1β +
∫ t

0

f(x, τ)dτ × pr∗1dβ − pr∗1dβ ×
∫ t

0

f(x, τ)dτ −
∫ t

0

∂f

∂t
dt× pr∗1β

= f(x, t)pr∗1β ∧ dt = ω

On the other hand, we also have (idM − pr∗1 ◦ s∗0)ω = ω since s∗0dt = 0.
This concludes the proof.

Corollary 10.1

Hk(point) = Hk(Rn) =
{
R if k = 0
0 otherwise

Proof. One first verifies that the statement is true for Hk(point). Then the
remainder of the proof is a simple induction:

Hk(point) ∼= Hk(point× R) = Hk(R)
∼= Hk(R× R) = Hk(R2)
∼= .....

∼= Hk(Rn−1 × R) = Hk(Rn)

Corollary 10.2 (Homotopy invariance) If f : M → N and g : M → N are
homotopic then the induced maps f∗ : H∗(N) → H∗(M) and g∗ : H∗(N) →
H∗(M) are equal.

Proof. By extending the homotopies in a trivial way we may assume that
we have a map F : M × R→N such that

F (x, t) = f(x) for t ≥ 1
F (x, t) = g(x) for t ≤ 0.

If s1(x) := (x, 1) and s0(x) := (x, 0) then f = F ◦ s1 and g = F ◦ s0 and so

f∗ = s∗1 ◦ F ∗

g∗ = s∗0 ◦ F ∗.
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It is easy to check that s∗1 and s∗0 are one sided inverses of pr∗1 . But we have
shown that pr∗1 is an isomorphism. It follows that s∗1 = s∗0 and then from above
we have f∗ = g∗.

Homotopy plays a central role in algebraic topology and so this last result is
very important. Recall that if there exist maps f : M → N and g : N → M such
that both f ◦g and g ◦f are defined and homotopic to idN and idM respectively
then f (or g) is called a homotopy equivalence and M and N are said to have
the same homotopy type. In particular, if a topological space has the same
homotopy type as a single point then we say that the space is contractible. If
we are dealing with smooth manifolds we may take the maps to be smooth. In
fact, any continuous map between two manifolds is continuously homotopic to
a smooth map. We shall use this fact often without mention. The following
corollary follows easily:

Corollary 10.3 If M and N are smooth manifolds which are of the same ho-
motopy type then H∗(M) ∼= H∗(N).

Next consider the situation where A is a subset of M and i : A ↪→ M is the
inclusion map. If there exist a map r : M → A such that r ◦ i = idA then we say
that r is a retraction of M onto A. If A is a submanifold of a smooth manifold
M then if there is a retraction r of M onto A we may assume that r is smooth.
If we can find a retraction r such that i ◦ r is homotopic to the identity idM

then we say that r is a deformation retraction. The following exercises show the
usefulness of these ideas.

Exercise 10.4 Let U+ and U− be open subsets of the sphere Sn ⊂ Rn given
by

U+ := {(xi) ∈ Sn : −ε < xn+1 ≤ 1

U− := {(xi) ∈ Sn : −1 ≤ xn+1 < ε

where 0 < ε < 1/2. Show that there is a deformation retraction of U+ ∩ U−
onto the equator xn+1 = 0 in Sn. Notice that the equator is a two point set in
case n = 0.

Exercise 10.5 Use the last exercise and the long Meyer-Vietoris sequence to
show that

Hk(Sn) =
{
R if k = 0 or n
0 otherwise

10.1.1 Compactly Supported Cohomology

Let Ωc(M) denote the algebra of compactly supported differential forms on a
manifold M . Obviously, if M is compact then Ωc(M) = Ω(M) so our main
interest here is the case where M is not compact. We now have a slightly
different complex

· · · d→ Ωk
c (M) d→ Ωk+1

c (M) d→ · · ·
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which has a corresponding cohomology H∗
c (M) called the de Rham cohomol-

ogy with compact support. Now if we look at the behavior of differential
forms under the operation of pull-back we immediately realize that the pull-back
of a differential form with compact support may not have compact support. In
order to get desired functorial properties we consider the class of smooth maps
called proper maps Recall that a smooth map f : P → M is called a proper
map if f−1(K) is compact whenever K is compact.

It is easy to verify that the set of all smooth manifolds together with proper
smooth maps is a category and the assignments M 7→ Ωc(M) and f 7→ {α 7→
f∗α} is a contravariant functor. In plain language this means that if f : P → M
is a proper map then f∗ : Ωc(M) → Ωc(P ) and for two such maps we have
(f ◦ g)∗ = g∗ ◦ f∗ as before but the assumption that f and g are proper maps
is essential.

We can also achieve functorial behavior by using the assignment M 7→
Ωc(M). The first thing we need is a new category (which is fortunately easy to
describe). The category we have in mind has a objects the set of all open sub-

sets of a fixed manifold M . The morphisms are inclusion maps V
jV U
↪→ U which

are only defined in case V ⊂ U . Now for any such inclusion jV U we define a
map (jV,U )∗ : Ωc(V ) → Ωc(U) according to the following simple prescription:
For any α ∈ Ωc(V ) let (jV,U )∗ α be the form in Ωc(U) which is equal to α at
all points in V and equal to zero otherwise (this is referred to as extension by
zero). Since the support of α is neatly inside the open set V we can see that
the extension (jV,U )∗ α is perfectly smooth.

We warn the reader that what we are about to describe is much simpler
than the notation which describes it and a little doodling while reading might
be helpful. If U and V are open subsets of M with nonempty intersection then
we have inclusions jV ∩U,U : V ∩U → U and jV ∩U,V : V ∩U → V as well as the
inclusions jV,M : V → M and jU,M : U → M . Now if U tV is the disjoint union
of U and V , then we have inclusions V → U t V and U → U t V and after
composing in the obvious way we get two different maps j1 : V ∩ U ↪→ U t V
and j2 : V ∩U ↪→ U t V . Also, using jV,M : V → M and jU,M : U → M we get
another obvious map U tV → M (which is not exactly an inclusion). Following
[Bo Tu] we denote this situation as

M ←− U t V ⇔ V ∩ U. (10.1)

Now let us define a map δ : Ωc(V ∩U) → Ωc(V )⊕Ωc(U) by α 7→ (−j
V∩U,U∗α, jV ∩U,V ∗α)

which we can see as arising from U t V ⇔ V ∩ U . If we also consider the map
Ωc(V )⊕Ωc(U) → Ωc(M) which sums: (α, β) 7→ α + β then we can associate to
the sequence 10.1 above, the new sequence

0 ← Ωc(M) sum←− Ωc(V )⊕ Ωc(U) δ←− Ωc(V ∩ U) ← 0

This is the (short) Mayer-Vietoris sequence for differential forms with compact
support.

Theorem 10.2 The sequence 10.1.1 above is exact.



306 CHAPTER 10. DE RHAM COHOMOLOGY

The proof is not hard but in the interest of saving space we simply refer the
reader to the book [Bo Tu].

Corollary 10.4 There is a long exact sequence

Hk+1
c (M) // Hk+1

c (U)⊕Hk+1
c (V ) ∂ // Hk+1

c (U ∩ V )

d∗
mm

Hk
c (M) // Hk

c (U)⊕Hk
c (V ) ∂ // Hk

c (U ∩ V )

d∗

``

d∗
ff

which is called the (long) Mayer-Vietoris sequence for cohomology with com-
pact supports.



Chapter 11

Complex Manifolds

11.1 Some complex linear algebra

The set of all n-tuples of complex Cn numbers is a complex vector space and
by choice of a basis, every complex vector space of finite dimension (over C)
is linearly isomorphic to Cn for some n. Now multiplication by i :=

√−1 is a
complex linear map Cn → Cn and since Cn is also a real vector space R2n under
the identification

(x1 + iy1, ..., xn + iyn)  (x1, y1, ..., xn, yn)

we obtain multiplication by i as a real linear map J0 : R2n → R2n given by the
matrix 



0 −1
1 0

0 −1
1 0

. . .
0 −1
1 0




.

Conversely, if V is a real vector space of dimension 2n and there is a map
J : V → V with J2 = −1 then we can define the structure of a complex vector
space on V by defining the scalar multiplication by complex numbers via the
formula

(x + iy)v := xv + yJv for v ∈ V.

Denote this complex vector space by VJ . Now if e1, ....en is a basis for VJ (over
C) then we claim that e1, ..., en, Je1, ..., Jen is a basis for V over R. We only
need to show that e1, ..., en, Je1, ..., Jen span. For this let v ∈ V. Then for
some complex numbers ci = ai + ibj we have v =

∑
ciei =

∑
(aj + ibj)ej =∑

ajej +
∑

bjJej which is what we want.

307
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Next we consider the complexification of V which is VC := C⊗V. Now
any real basis {fj} of V is also a basis for VC if we identify fj with 1⊗fj .
Furthermore, the linear map J : V → V extends to a complex linear map
J : VC → VC and still satisfies J2 = −1. Thus this extension has eigenvalues i
and −i. Let V1,0 be the eigenspace for i and let V0,1 be the −i eigenspace. Of
course we must have VC = V1,0 ⊕ V0,1. The reader may check that the set of
vectors {e1− iJe1, ..., en− iJen} span V1,0 while {e1 + iJe1, ..., en + iJen} span
V0,1. Thus we have a convenient basis for VC = V1,0 ⊕V0,1.

Lemma 11.1 There is a natural complex linear isomorphism VJ
∼= V1,0 given

by ei 7→ ei − iJei. Furthermore, the conjugation map on VC interchanges the
spaces V1,0 and V0,1.

Let us apply these considerations to the simple case of the complex plane C.
The realification is R2 and the map J is

(
x
y

)
7→

(
0 −1
1 0

)(
x
y

)
.

If we identify the tangent space of R2n at 0 with R2n itself then { ∂
∂xi

∣∣
0
, ∂

∂yi

∣∣∣
0
}1≤i≤n

is a basis for R2n. A complex basis for R2
J
∼= C is e1 = ∂

∂x

∣∣
0

and so ∂
∂x

∣∣
0
, J ∂

∂x

∣∣
0

provides a basis for R2. This is clear anyway since J ∂
∂x

∣∣
0

= ∂
∂y

∣∣∣
0
. Now the com-

plexification of R2 is R2
C which has basis consisting of e1 − iJe1 = ∂

∂x

∣∣
0
− i ∂

∂y

∣∣∣
0

and e1 + iJe1 = ∂
∂x

∣∣
0
+ i ∂

∂y

∣∣∣
0
. Multiplying these basis vector by 1/2 gives basis

vectors which are usually denoted by ∂
∂z

∣∣
0

and ∂
∂z̄

∣∣
0
. More generally, we see

that if Cn is realified to R2n which is then complexified to R2n
C := C⊗R2n then

a basis for R2n
C is given by

{ ∂

∂z1

∣∣∣∣
0

, ..,
∂

∂zn

∣∣∣∣
0

,
∂

∂z̄1

∣∣∣∣
0

...,
∂

∂z̄n

∣∣∣∣
0

}

where
∂

∂zi

∣∣∣∣
0

:=
1
2

(
∂

∂xi

∣∣∣∣
0

− i
∂

∂yi

∣∣∣∣
0

)

and
∂

∂z̄i

∣∣∣∣
0

:=
1
2

(
∂

∂xi

∣∣∣∣
0

+ i
∂

∂yi

∣∣∣∣
0

)
.

Now if we consider the tangent bundle U × R2n of an open set U ⊂ R2n then
we have the basis vector fields ∂

∂xi ,
∂

∂yi . We can complexify the tangent bundle
of U × R2n to get U × R2n

C and then following the ideas above we have that
the fields ∂

∂xi ,
∂

∂yi also span each complexified tangent space TpU := {p}×R2n
C .

On the other hand, so do the fields { ∂
∂z1 , .., ∂

∂zn , ∂
∂z̄1 , .., ∂

∂z̄n }. Now if R2n had
some complex structure, say Cn ∼= (R2n, J0), then J0 defines a bundle map
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given J0 : TU → TU given by (p, v) 7→ (p, J0v). This can be extended to a
complex bundle map J0 : TUC = C⊗TU → TUC = C⊗TU and we get a bundle
decomposition

TUC = T 1.0U ⊕ T 0.1U

where ∂
∂z1 , .., ∂

∂zn spans T 1.0U at each point and ∂
∂z̄1 , .., ∂

∂z̄n spans T 0.1U .
Now the symbols ∂

∂z1 etc., already have meaning as differential operators.
Let us now show that this view is at least consistent with what we have done
above. For a smooth complex valued function f : U ⊂ Cn → C we have for
p = (z1, ...., zn) ∈ U

∂

∂zi

∣∣∣∣
p

f =
1
2

(
∂

∂xi

∣∣∣∣
p

f − i
∂

∂yi

∣∣∣∣
p

f

)

=
1
2

(
∂

∂xi

∣∣∣∣
p

u− i
∂

∂yi

∣∣∣∣
p

u− ∂

∂xi

∣∣∣∣
p

iv − i
∂

∂yi

∣∣∣∣
p

iv

)

1
2

(
∂u

∂xi

∣∣∣∣
p

+
∂v

∂yi

∣∣∣∣
p

)
+

i
2

(
∂u

∂yi

∣∣∣∣
p

− ∂v

∂xi

∣∣∣∣
p

)
.

and

∂

∂z̄i

∣∣∣∣
p

f =
1
2

(
∂

∂xi

∣∣∣∣
p

f + i
∂

∂yi

∣∣∣∣
p

f

)

=
1
2

(
∂

∂xi

∣∣∣∣
p

u + i
∂

∂yi

∣∣∣∣
p

u +
∂

∂xi

∣∣∣∣
p

iv + i
∂

∂yi

∣∣∣∣
p

iv

)

=
1
2

(
∂u

∂xi

∣∣∣∣
p

− ∂v

∂yi

∣∣∣∣
p

)
+

i
2

(
∂u

∂yi

∣∣∣∣
p

+
∂v

∂xi

∣∣∣∣
p

)
.

Definition 11.1 A function f : U ⊂ Cn → C is called holomorphic if

∂

∂z̄i
f ≡ 0 (all i)

on U . A function f is called antiholomorphic if

∂

∂zi
f ≡ 0 (all i).

Definition 11.2 A map f : U ⊂ Cn → Cm given by functions f1, ..., fm is
called holomorphic (resp. antiholomorphic) if each component function
f1, ..., fm is holomorphic (resp. antiholomorphic).

Now if f : U ⊂ Cn → C is holomorphic then by definition ∂
∂z̄i

∣∣
p
f ≡ 0 for

all p ∈ U and so we have the Cauchy-Riemann equations

∂u

∂xi
=

∂v

∂yi
(Cauchy-Riemann)

∂v

∂xi
= − ∂u

∂yi
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and from this we see that for holomorphic f

∂f

∂zi

=
∂u

∂xi
+ i

∂v

∂xi

=
∂f

∂xi

which means that as derivations on the sheaf O of locally defined holomorphic
functions on Cn, the operators ∂

∂zi and ∂
∂xi are equal. This corresponds to the

complex isomorphism T 1.0U ∼= (TU, J0) which comes from the isomorphism in
lemma ??. In fact, if one looks at a function f : R2n → C as a differentiable
map of real manifolds then with J0 giving the isomorphism R2n ∼= Cn, our map
f is holomorphic if and only if

Tf ◦ J0 = J0 ◦ Tf

or in other words



∂u
∂x1

∂u
∂y1

∂v
∂x1

∂v
∂y1

. . .







0 −1
1 0

. . .


 =




0 −1
1 0

. . .







∂u
∂x1

∂u
∂y1

∂v
∂x1

∂v
∂y1

. . .


 .

This last matrix equation is just the Cauchy-Riemann equations again.

11.2 Complex structure

Definition 11.3 A manifold M is said to be an almost complex manifold
if there is a smooth bundle map J : TM → TM , called an almost complex
structure , having the property that J2 = −1.

Definition 11.4 A complex manifold M is a manifold modeled on Cn for
some n, together with an atlas for M such that the transition functions are all
holomorphic maps. The charts from this atlas are called holomorphic charts.
We also use the phrase “holomorphic coordinates”.

Since as real normed vector spaces we have Cn ∼= R2n and since homomor-
phic maps are always smooth we see that underlying every complex manifold
of dimension n there is a real manifold of dimension 2n. Furthermore, we will
see that each (real) tangent space of the underlying real manifold of a com-
plex manifold has a natural almost complex structure. Those almost complex
structures arising in this way are also called complex structures. Not all almost
complex structures arise in this way (there is an integrability condition).

Example 11.1 Let S2(1/2) = {(x1, x2, x3) ∈ R3 : x2
1 + x2

2 + x2
3 = 1/4}

be given coordinates ψ+ : (x1, x2, x3) 7→ 1
1−x3

(x1 + ix2) ∈ C on U+ :=
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{(x1, x2, x3) ∈ S2 : 1− x3 6= 0} and ψ− : (x1, x2, x3) 7→ 1
1+x3

(x1 + ix2) ∈ C on
U− := {(x1, x2, x3) ∈ S2 : 1 + x3 6= 0}. The chart overlap map or transition
function is ψ− ◦ ψ+(z) = 1/z. Since on ψ+U+ ∩ ψ−U− the map z 7→ 1/z is
a biholomorphism we see that S2(1/2) can be given the structure of a complex
1-manifold.

Another way to get the same complex 1-manifold is given by taking two copies
of the complex plane, say Cz with coordinate z and Cw with coordinate w and
then identify Cz with Cw − {0} via the map w = 1/z. This complex surface
is of course topologically a sphere and is also the 1 point compactification of
the complex plane. As the reader will no doubt already be aware, this complex
1-manifold is called the Riemann sphere.

Example 11.2 Let Pn(C) be the set of all complex lines through the origin in
Cn+1, which is to say, the set of all equivalence classes of nonzero elements of
Cn+1 under the equivalence relation

(z1, ..., zn+1) ∼ λ(z1, ..., zn+1) for λ ∈ C
For each i with 1 ≤ i ≤ n + 1 define the set

Ui := {[z1, ..., zn+1] ∈ Pn(C) : zi 6= 0}
and corresponding map ψi : Ui → Cn by

ψi([z1, ..., zn+1]) =
1
zi

(z1, ..., ẑi, ..., zn+1) ∈ Cn.

One can check that these maps provide a holomorphic atlas for Pn(C) which is
therefore a complex manifold (complex projective n-space).

Example 11.3 Let Mm×n (C) be the space of m × n complex matrices. This
is clearly a complex manifold since we can always “line up” the entries to get
a map Mm×n (C) → Cmn and so as complex manifolds Mm×n (C) ∼= Cmn. A
little less trivially we have the complex general linear group GL(n,C) which is
an open subset of Mm×n (C) and so is an n2 dimensional complex manifold.

Example 11.4 (Grassmann manifold) To describe this important example
we start with the set (Mn×k (C))∗ of n× k matrices with rank k < n (maximal
rank). The columns of each matrix from (Mn×k (C))∗ span a k-dimensional
subspace of Cn. Define two matrices from (Mn×k (C))∗ to be equivalent if they
span the same k-dimensional subspace. Thus the set G(k, n) of equivalence
classes is in one to one correspondence with the set of complex k dimensional
subspaces of Cn. Now let U be the set of all [A] ∈ G(k, n) such that A has its first
k rows linearly independent. This property is independent of the representative
A of the equivalence class [A] and so U is a well defined set. This last fact is
easily proven by a Gaussian reduction argument. Now every element [A] ∈ U ⊂
G(k, n) is an equivalence class that has a unique member A0 of the form

(
Ik×k

Z

)
.
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Thus we have a map on U defined by Ψ : [A] 7→ Z ∈ Mn−k×k (C) ∼= Ck(n−k).
We wish to cover G(k, n) with sets Uσ similar to U and defined similar maps.
Let σi1...ik

be the shuffle permutation that puts the k columns indexed by i1, ..., ik
into the positions 1, ..., k without changing the relative order of the remaining
columns. Now consider the set Ui1...ik

of all [A] ∈ G(k, n) such that any repre-
sentative A has its k rows indexed by i1, ..., ik linearly independent. The permu-
tation induces an obvious 1-1 onto map σ̃i1...ik

from Ui1...ik
onto U = U1...k. We

now have maps Ψi1...ik
: Ui1...ik

→ Mn−k×k (C) ∼= Ck(n−k) given by composition
Ψi1...ik

:= Ψ ◦ σ̃i1...ik
. These maps form an atlas {Ψi1...ik

, Ui1...ik
} for G(k, n)

that turns out to be a holomorphic atlas (biholomorphic transition maps) and
so gives G(k, n) the structure of a complex manifold called the Grassmann
manifold of complex k-planes in Cn.

Definition 11.5 A complex 1-manifold ( so real dimension is 2) is called a
Riemann surface.

If S is a subset of a complex manifold M such that near each p0 ∈ S there
exists a holomorphic chart U,ψ = (z1, ..., zn) such that 0 ∈ S ∩ U if and only
if zk+1(p) = · · · = zn(p) = 0 then the coordinates z1, ..., zk restricted to U ∩ S
give a chart on the set S and the set of all such charts gives S the structure of
a complex manifold. In this case we call S a complex submanifold of M .

Definition 11.6 In the same way as we defined differentiability for real man-
ifolds we define the notion of a holomorphic map (resp. antiholomorphic
map) from one complex manifold to another. Note however, that we must use
holomorphic charts for the definition.

The proof of the following lemma is straightforward.

Lemma 11.2 Let z : U → Cn be a holomorphic chart with p ∈ U . Writing
z = (z1, ..., zn) and zk = xk +iyk we have that the map Jp : TpM → TpM given
by

Jp
∂

∂xi

∣∣∣∣
p

=
∂

∂yi

∣∣∣∣
p

Jp
∂

∂yi

∣∣∣∣
p

= − ∂

∂xi

∣∣∣∣
p

is well defined independently of the choice of coordinates.

The maps Jp combine to give a bundle map J : TM → TM and so we get
an almost complex structure on M called the almost complex structure induced
by the holomorphic atlas.

Definition 11.7 An almost complex structure J on M is said to be integrable
if there is an holomorphic atlas giving the map J as the induced almost complex
structure. That is, if there is a family of admissible charts xα : Uα → R2n such
that after identifying R2n with Cn the charts form a holomorphic atlas with
J the induced almost complex structure. In this case, we call J a complex
structure.



11.3. COMPLEX TANGENT STRUCTURES 313

11.3 Complex Tangent Structures

Let Fp(C) denote the algebra of germs of complex valued smooth functions at p
on a complex n-manifold M thought of as a smooth real 2n−manifold with real
tangent bundle TM . Let Derp(F) be the space of derivations this algebra. It is
not hard to see that this space is isomorphic to the complexified tangent space
TpMC = C⊗TpM . The (complex) algebra of germs of holomorphic functions at
a point p in a complex manifold is denoted Op and the set of derivations of this
algebra denoted Derp(O). We also have the algebra of germs of antiholomorphic
functions at p which is Op and also Derp(O), the derivations of this algebra.

If ψ : U → Cn is a holomorphic chart then writing ψ = (z1, ..., zn) and
zk = xk + iyk we have the differential operators at p ∈ U :

{
∂

∂zi

∣∣∣∣
p

,
∂

∂z̄i

∣∣∣∣
p

}

(now transferred to the manifold). To be pedantic about it, we now denote the
standard complex coordinates on Cn by wi = ui + ivi and then

∂

∂zi

∣∣∣∣
p

f :=
∂f ◦ ψ−1

∂wi

∣∣∣∣
ψ(p)

∂

∂z̄i

∣∣∣∣
p

f :=
∂f ◦ ψ−1

∂w̄i

∣∣∣∣
ψ(p)

Thought of as derivations, these span Derp(F) but we have also seen that they
span the complexified tangent space at p. In fact, we have the following:

TpMC = spanC

{
∂

∂zi

∣∣∣∣
p

,
∂

∂z̄i

∣∣∣∣
p

}
= Derp(F)

TpM
1,0 = spanC

{
∂

∂zi

∣∣∣∣
p

}

= {v ∈ Derp(F) : vf = 0 for all f ∈ Op}

TpM
0,1 = spanC

{
∂

∂z̄i

∣∣∣∣
p

}

= {v ∈ Derp(F) : vf = 0 for all f ∈ Op}

and of course

TpM = spanR

{
∂

∂xi

∣∣∣∣
p

,
∂

∂yi

∣∣∣∣
p

}
.

The reader should go back and check that the above statements are consistent
with our definitions as long as we view the ∂

∂zi

∣∣
p
, ∂

∂z̄i

∣∣
p

not only as the alge-
braic objects constructed above but also as derivations. Also, the definitions of
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TpM
1,0 and TpM

0,1 are independent of the holomorphic coordinates since we
also have

T 1,0
p M = ker{Jp : TpM → TpM}

11.4 The holomorphic tangent map.

We leave it to the reader to verify that the constructions that we have at each
tangent space globalize to give natural vector bundles TMC, TM1,0 and TM0,1

(all with M as base space).
Let M and N be complex manifolds and let f : M → N be a smooth map.

The tangent map (on the underlying real manifolds) extends to a map of the
complexified bundles Tf : TMC → TNC. Now TMC = TM1,0 ⊕ TM0,1 and
similarly TNC = TN1,0⊕TN0,1. If f is holomorphic then Tf(T 1,0

p M) ⊂ T 1,0
f(p)N .

In fact, it is easily verified that the statement that Tf(TpM
1,0) ⊂ Tf(p)N

1,0 is
equivalent to the statement that the Cauchy-Riemann equations are satisfied by
the local representative of f in any holomorphic chart. As a result we have

Proposition 11.1 Tf(TpM
1,0) ⊂ Tf(p)N

1,0 for all p if and only if f is a holo-
morphic map.

The map given by the restriction Tpf : TpM
1,0 → Tf(p)N

1,0 is called the
holomorphic tangent map at p. Of course, these maps combine to give a
bundle map.

11.5 Dual spaces

Let M be a complex manifold and J the induced complex structure map TM →
TM . The dual of TpMC is T ∗p MC = C⊗T ∗p M . Now the map J has a dual bundle
map J∗ : T ∗MC → T ∗MC that must also satisfy J∗ ◦ J∗ = −1 and so we have
at each p ∈ M , a decomposition by eigenspaces

T ∗p MC = T ∗p M1,0 ⊕ T ∗p M0,1

corresponding to the eigenvalues ±i.

Definition 11.8 The space T ∗p M1,0 is called the space of holomorphic covectors
at p while T ∗p M0,1 is the space of antiholomorphic covectors at p.

We now choose a holomorphic chart ψ : U → Cn at p. Writing ψ =
(z1, ..., zn) and zk = xk + iyk we have the 1-forms

dzk = dxk + idyk

and

dz̄k = dxk − idyk.
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Equivalently, the pointwise definitions are dzk
∣∣
p

= dxk
∣∣
p
+ i dyk

∣∣
p

and dz̄k
∣∣
p

=
dxk

∣∣
p
− i dyk

∣∣
p
. Notice that we have the expected relations:

dzk(
∂

∂zi
) = (dxk + idyk)(

1
2

∂

∂xi
− i

1
2

∂

∂yi
)

=
1
2
δk
j +

1
2
δk
j = δk

j

dzk(
∂

∂z̄i
) = (dxk + idyk)(

1
2

∂

∂xi
+ i

1
2

∂

∂yi
)

= 0
and similarly

dz̄k(
∂

∂~zi
) = δk

j and dz̄k(
∂

∂zi
) = δk

j .

Let us check the action of J∗ on these forms:

J∗(dzk)(
∂

∂zi
) = J∗(dxk + idyk)(

∂

∂zi
)

= (dxk + idyk)(J
∂

∂zi
)

= i(dxk + idyk)
∂

∂zi

= idzk(
∂

∂zi
)

and

J∗(dzk)(
∂

∂z̄i
) = dzk(J

∂

∂z̄i
)

= −idzk(
∂

∂z̄i
) = 0 =

= idzk(
∂

∂z̄i
).

We conclude that dzk
∣∣
p
∈ T ∗p M1,0. A similar calculation shows that dz̄k

∣∣
p
∈

T ∗p M0,1 and in fact

T ∗p M1,0 = span
{

dzk
∣∣
p

: k = 1, ..., n
}

T ∗p M0,1 = span
{

dz̄k
∣∣
p

: k = 1, ..., n
}

and {dz1
∣∣
p
, ..., dzn|p , dz̄1

∣∣
p
, ..., dz̄n|p} is a basis for T ∗p MC.

Remark 11.1 If we don’t specify base points then we are talking about fields
(over some open set) that form a basis for each fiber separately. As before these
are called frame fields (e.g. ∂

∂zi ,
∂

∂z̄i ) or coframe fields (e.g. dzk, dz̄k).
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11.6 Examples

Under construction ASP misssspeld on poipois

11.7 The holomorphic inverse and implicit func-
tions theorems.

Let (z1, ..., zn) and (w1, ..., wm) be local coordinates on complex manifolds M
and N respectively. Consider a smooth map f : M → N. We suppose that
p ∈ M is in the domain of (z1, ..., zn) and that q = f(p) is in the domain of the
coordinates (w1, ..., wm). Writing zi = xi + iyi and wi = ui + ivi we have the
following Jacobian matrices:

1. If we consider the underlying real structures then we have the Jacobian
given in terms of the frame ∂

∂xi ,
∂

∂yi and ∂
∂ui ,

∂
∂vi

Jp(f) =




∂u1

∂x1 (p) ∂u1

∂y1 (p) ∂u1

∂x2 (p) ∂u1

∂y2 (p) · · ·
∂v1

∂x1 (p) ∂v1

∂y1 (p) ∂v1

∂x2 (p) ∂v1

∂y2 (p) · · ·
∂u2

∂x1 (p) ∂u2

∂y1 (p) ∂u2

∂x2 (p) ∂u2

∂y2 (p) · · ·
∂v2

∂x1 (p) ∂v2

∂y1 (p) ∂v2

∂x2 (p) ∂v2

∂y2 (p) · · ·
...

...
...

...




2. With respect to the bases ∂
∂zi ,

∂
∂z̄i and ∂

∂wi ,
∂

∂w̄i we have

Jp,C(f) =




J11 J12 · · ·
J12 J22

...




where the Jij are blocks of the form
[

∂wi

∂zj
∂wi

∂z̄j

∂w̄i

∂zj
∂w̄i

∂z̄j

]
.

If f is holomorphic then these block reduce to the form
[

∂wi

∂zj 0
0 ∂w̄i

∂z̄j

]
.

It is convenient to put the frame fields in the order ∂
∂z1 , ..., ∂

∂zn , ∂
∂z̄1 , ..., ∂

∂z̄n

and similarly for the ∂
∂wi ,

∂
∂w̄i . In this case we have for holomorphic f

Jp,C(f) =
[

J1,0 0
0 J1,0

]
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where

J1,0(f) =
[
∂wi

∂zj

]

J1,0(f) =
[
∂w̄i

∂z̄j

]
.

We shall call a basis arising from a holomorphic coordinate system “sepa-
rated” when arranged this way. Note that J1,0 is just the Jacobian of the
holomorphic tangent map T 1,0f : T 1,0M → T 1,0N with respect to this
the holomorphic frame ∂

∂z1 , ..., ∂
∂zn .

We can now formulate the following version of the inverse mapping theorem:

Theorem 11.1 (1) Let U and V be open sets in Cn and suppose that the map
f : U → V is holomorphic with J1,0(f) nonsingular at p ∈ U . Then there
exists an open set U0 ⊂ U containing p such that f |U0

: U0 → f(U0) is a 1-1
holomorphic map with holomorphic inverse. That is, f |U0

is biholomorphic.
(2) Similarly, if f : U → V is a holomorphic map between open sets of

complex manifolds M and N then if T 1,0
p f : T 1,0

p M → T 1,0
fp N is a linear

isomorphism then f is a biholomorphic map when restricted to a possibly smaller
open set containing p.

We also have a holomorphic version of the implicit mapping theorem.

Theorem 11.2 (1) Let f : U ⊂ Cn → V ⊂ Ck and let the component functions
of f be f1, ..., fk . If J1,0

p (f) has rank k then there are holomorphic functions
g1, g2, ..., gk defined near 0 ∈ Cn−k such that

f(z1, ..., zn) = p

⇔

zj = gj(zk+1, ..., zn) for j = 1, .., k

(2) If f : M → N is a holomorphic map of complex manifolds and if for
fixed q ∈ N we have that each p ∈ f−1(q) is regular in the sense that T 1,0

p f :
T 1,0

p M → T 1,0
q N is surjective, then S := f−1(q) is a complex submanifold of

(complex) dimension n− k.

Example 11.5 The map ϕ : Cn+1 → C given by (z1, ..., zn+1) 7→ (z1)2 + · · ·+
(zn+1)2 has Jacobian at any (z1, ..., zn+1) given by

[
2z1 2z2 · · · 2zn+1

]

which has rank 1 as long as (z1, ..., zn+1) 6= 0. Thus ϕ−1(1) is a complex
submanifold of Cn+1 having complex dimension n. Warning: This manifold
is not the same as the sphere given by

∣∣z1
∣∣2 + · · ·+ ∣∣zn+1

∣∣2 = 1 which is a real
submanifold of Cn+1 ∼= R2n+2 of real dimension 2n + 1.
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Chapter 12

Lie Groups and Lie
Algebras

12.1 Lie Algebras

Let F denote one of the fields R or C. In definition 2.21 we defined a real Lie
algebra g as a real algebra with a skew symmetric (bilinear) product called the
Lie bracket, usually denoted (v, w) 7→ [v, w], such that the Jacobi identity holds

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ g. (Jacobi Identity)

We also have the notion of a complex Lie algebra defined analogously.

Remark 12.1 We will assume that all the Lie algebras we study are finite
dimensional unless otherwise indicated.

Let V be a finite dimensional vector space over F and recall that gl(V,F) is the
set of all F−linear maps V → V. The space gl(V,F) is also denoted HomF(V,V)
or LF(V,V) although in the context of Lie algebras we take gl(V,F) as the
preferred notation. We give gl(V,F) its natural Lie algebra structure where the
bracket is just the commutator bracket

[A,B] := A ◦B −B ◦A.

If the field involved is either irrelevant or known from context we will just write
gl(V). Also, we often identify gl(Fn) with the matrix Lie algebra Mnxn(F) with
the bracket AB −BA.

For a Lie algebra g we can associate to every basis v1, ..., vn for g the struc-
ture constants ck

ij which are defined by

[vi, vj ] =
∑

k

ck
ijvk.

319
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It then follows from the skew symmetry of the Lie bracket and the Jacobi identity
that the structure constants satisfy

i) ck
ij = −ck

ji

ii)
∑

k ck
rsc

i
kt + ck

stc
i
kr + ck

trc
i
ks = 0

(12.1)

Given a real Lie algebra g we can extend it to a complex Lie algebra gC by
defining as gC the complexification gC := C⊗R g and then extending the bracket
by requiring

[1⊗ v, 1⊗ w] = [v, w]⊗ 1.

Then g can be identified with its image under the embedding map v 7→ 1 ⊗ v.
In practice one often omits the symbol ⊗ and then the complexification just
amounts to formally allowing complex coefficients.

Notation 12.1 Given two subsets S1 and S2 of a Lie algebra g we let [ S1, S2]
denote the linear span of the set defined by {[x, y] : x ∈ S1 and y ∈ S2}. Also,
let S1 + S2 denote the vector space of all x + y : x ∈ S1 and y ∈ S2.

It is easy to verify that the following relations hold:

1. [S1 + S2, S] ⊂ [S1, S] + [S2, S]

2. [S1, S2] = [S2, S1]

3. [S, [S1, S2]] ⊂ [[S, S1], S2] + [S1, [S, S2]]

where S1, S2 and S are subsets of a Lie algebra g.

Definition 12.1 A vector subspace a ⊂ g is called a subalgebra if [a, a] ⊂ a
and an ideal if [g, a] ⊂ a.

If a is a subalgebra of g and v1, ...., vk, vk+1, ..., vn is a basis for g such that
v1, ...., vk is a basis for a then with respect to this basis the structure constants
are such that

cs
ij = 0 if both i, j ≤ k and s > k.

If a is also an ideal then for any j we must have

cs
ij = 0 when both i ≤ k and s > k.

Remark 12.2 The numbers cs
ij may be viewed as the components of an element

of T 1
1,1(g) (i.e. as an algebraic tensor).

Example 12.1 Let su(2) denote the set of all traceless and skew-Hermitian
2×2 complex matrices. This is a real Lie algebra under the commutator bracket
(AB −BA). A commonly used basis for su(2) is e1, e2, e3 where

e1 =
1
2

[
0 i
i 0

]
, e2 =

1
2

[
0 1
−1 0

]
, e2 =

1
2

[
i 0
0 −i

]
.
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The commutation relations satisfied by these matrices are

[ei, ej ] = εijkek (no sum)

where εijk is the totally antisymmetric symbol given by

εijk :=





0 if (i, j, k) is not a permutation of (1, 2, 3)
1 if (i, j, k) is an even permutation of (1, 2, 3)
−1 if (i, j, k) is an odd permutation of (1, 2, 3)

.

Thus in this case the structure constants are ck
ij = εijk. In physics it is common

to use the Pauli matrices defined by σi := 2iei in terms of which the commutation
relations become [σi, σj ] = 2iεijkσk but now the Lie algebra is the the isomorphic
space of 2× 2 traceless Hermitian matrices.

Example 12.2 The Weyl basis for gl(n,R) is given by the n2 matrices esr

defined by
(ers)ij := δriδsj.

Notice that we are now in a situation where “double indices” are convenient.
For instance, the commutation relations read

[eij , ekl] = δjkeil − δilekj

while the structure constants are

cij
sm,kr = δi

sδmkδj
r − δi

kδrsδ
j
m.

12.2 Classical complex Lie algebras

If g is a real Lie algebra we have seen that the complexification gC is naturally
a complex Lie algebra. As mentioned above, it is convenient to omit the tensor
symbol and use the following convention: Every element of gC may be written
at v + iw for v, w ∈ g and then

[v1 + iw1, v2 + iw2]
= [v1, v2]− [w1, w2] + i([v1, w2] + [w1, v2]).

We shall now define a series of complex Lie algebras sometimes denoted by
An, Bn, Cn and Dn for every integer n > 0. First of all, notice that the com-
plexification gl(n,R)C of gl(n,R) is really just gl(n,C); the set of complex n×n
matrices under the commutator bracket.

The algebra An The set of all traceless n × n matrices is denoted An−1 and
also by sl(n,C).
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We call the readers attention to the following general fact: If b(., .) is a
bilinear form on a complex vector space V then the set of all A ∈ gl(n,C) such
that b(Az, w) + b(z, Aw) = 0 for every z, w ∈ V is a Lie subalgebra of gl(n,C).
This follows from the calculation

b([A,B]z, w) = b(ABz, w)− b(BAz,w)
= −b(Bz, Aw) + b(Az, Bw)
= b(z, BAw)− b(z,ABw)
= b(z, [B,A]w).

The algebras Bn and Dn Let m = 2n + 1 and let b(., .) be a nondegener-
ate symmetric bilinear form on an m dimensional complex vector space
V . Without loss we may assume V = Cm and we may take b(z, w) =∑m

i=1 ziwi. We define Bn to be o(m,C) where

o(m,C) := {A ∈ gl(m,C) : b(Az, w) + b(z,Aw) = 0}.

Similarly, for m = 2n we define Dn to be o(m,C).

The algebra Cn The algebra associated to a skew-symmetric nondegenerate
bilinear form which we may take to be b(z, w) =

∑n
i=1 ziwn+i−

∑n
i=1 zn+iwi

on C2n . We obtain the complex symplectic algebra

Cn = sp(n,C) := {A ∈ gl(m,C) : b(Az,w) + b(z,Aw) = 0}.

12.2.1 Basic Facts and Definitions

The expected theorems hold for homomorphisms; the image img(σ) := σ(a) of
a homomorphism σ : a → b is a subalgebra of b and the kernel ker(σ) is an ideal
of a.

Definition 12.2 Let h be an ideal in g. On the quotient vector space g/h with
quotient map π we can define a Lie bracket in the following way: For v̄, w̄ ∈ g/h
choose v, w ∈ g with π(v) = v̄ and π(w) = w̄ we define

[v̄, w̄] := π([v, w]).

We call g/h with this bracket the quotient Lie algebra.

Exercise 12.1 Show that the bracket defined in the last definition is well de-
fined.

Given two linear subspaces a and b of g the (not necessarily direct) sum
a + b is just the space of all elements in g of the form a + b where a ∈ a and
b ∈ b. It is not hard to see that if a and b are ideals in g then so is a + b.

Exercise 12.2 Show that for a and b ideals in g we have a natural isomorphism
(a + b)/b ∼= a/(a ∩ b).
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If g is a Lie algebra, s a subset of g, then the centralizer of s in g is
z(s) := {x ∈ g :[x, y] = 0 for all y ∈ s}. If a is a (Lie) subalgebra of g then the
normalizer of a in g is n(a) := {v ∈ g : [v, a] ⊂ a}. One can check that n(a) is
an ideal in g.

There is also a Lie algebra product. Namely, if a and b are Lie algebras,
then we can define a Lie bracket on a ×b by

[(a1, a2), (b1, b2)] := ([a1, b1], [a2, b2]).

With this bracket, a ×b is a Lie algebra called the Lie algebra product of a
and b. The subspaces a × {0} and {0} × b are ideals in a ×b that are clearly
isomorphic to a and b respectively. Depending on the context this is also written
as a⊕b and then referred to as the direct sum (external direct sum). If a and b
are subalgebras of a Lie algebra g such that a+b = g and a∩b = 0 then we have
the vector space direct sum which, for reasons which will be apparent shortly,
we denote by a+̇b. If we have several subalgebras of g, say a1, ...., ak such that
ai∩aj = 0 for i 6= j, and if g = a1+̇ · · · +̇ak which is the vector space direct sum.
For the Lie algebra direct sum we need to require that [ai, aj ] = 0 for i 6= j. In
this case we write g = a1⊕· · ·⊕ak which is the Lie algebra (internal) direct sum.
In this case is is easy to verify that each ai is an ideal in g. With respect to such
a decomposition the Lie product becomes [

∑
ai,

∑
a′j ] =

∑
i[ai, a

′
i]. Clearly,

the internal direct sum a1 ⊕ · · · ⊕ ak is isomorphic to a1 × · · · × ak which as we
have seen is also denoted as a1 ⊕ · · · ⊕ ak (the external direct sum this time).

Definition 12.3 The center z(g) of a Lie algebra g is the subspace z(g) :=
{v ∈ g : [v, y] = 0 for all y ∈ g}.

12.3 The Adjoint Representation

In the context of abstract Lie algebras, the adjoint map a → ad(a) is given by
ad(a)(b) := [a, b]. It is easy to see that z(g) = ker(ad).

We have [aivi, b
jvj ] = aibj [vi, vj ] = aibjck

ijvk and so the matrix of ad(a) with
respect to the basis (v1, ..., vn) is (ad(a))k

j = aick
ij . In particular, (ad(vi))k

j = ck
ij .

Definition 12.4 A derivation of a Lie algebra g is a linear map D : g → g
such that

D[v, w] = [Dv,w] + [v,Dw]

for all v, w ∈ g.

For each v ∈ g the map ad(v) : g → g is actually a derivation of the Lie
algebra g. Indeed, this is exactly the content of the Jacobi identity. Further-
more, it is not hard to check that the space of all derivations of a Lie algebra
g is a subalgebra of gl(g). In fact, if D1 and D2 are derivations of g then so is
the commutator D1 ◦ D2 − D2 ◦ D1. We denote this subalgebra of derivations
by Der(g).
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Definition 12.5 A Lie algebra representation ρ of g on a vector space V
is a Lie algebra homomorphism ρ : g → gl(V).

One can construct Lie algebra representations in various ways from given
representations. For example, if ρi : g → gl(Vi) (i = 1, .., k) are Lie algebra
representations then ⊕iρi : g → gl(⊕iVi) defined by

(⊕iρi)(x)(v1 ⊕ · · · ⊕ vn) = ρ1(x)v1 ⊕ · · · ⊕ ρ1(x)vn (12.2)

for x ∈ g is a Lie algebra representation called the direct sum representation
of the ρi. Also, if one defines

(⊗iρi)(x)(v1 ⊗ · · · ⊗ vk) := ρ1(x)v1 ⊗ v2 ⊗ · · · ⊗ vk

+ v1 ⊗ ρ2(x)v2 ⊗ · · · ⊗ vk + · · ·+ v1 ⊗ v2 ⊗ · · · ⊗ ρk(x)vk

(and extend linearly) then ⊗iρi is a representation ⊗iρi : g → gl(⊗iVi) is Lie
algebra representation called a tensor product representation.

Lemma 12.1 ad : g → gl(g) is a Lie algebra representation on g. The image
of ad is contained in the Lie algebra Der(g) of all derivation of the Lie algebra
g.

Proof. This follows from the Jacobi identity (as indicated above) and from
the definition of ad.

Corollary 12.1 x(g) is an ideal in g.

The image ad(g) of ad in Der(g) is called the adjoint algebra.

Definition 12.6 The Killing form for a Lie algebra g is the bilinear form given
by

K(X, Y ) = Tr(ad(X) ◦ ad(Y ))

Lemma 12.2 For any Lie algebra automorphism ϑ : g → g and any X ∈ g we
have ad(ϑX) = ϑadXϑ−1

Proof. ad(ϑX)(Y ) = [ϑX, Y ] = [ϑX, ϑϑ−1Y ] = ϑ[X, ϑ−1Y ] = ϑ ◦ adX ◦
ϑ−1(Y ).

Clearly K(X, Y ) is symmetric in X and Y but we have more identities:

Proposition 12.1 The Killing forms satisfies identities:
1) K([X, Y ], Z) = K([Z,X], Y ) for all X, Y, Z ∈ g

2) K(ρX, ρY ) = K(X,Y ) for any Lie algebra automorphism ρ : g → g and
any X,Y ∈ g.
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Proof. For (1) we calculate

K([X,Y ], Z) = Tr(ad([X,Y ]) ◦ ad(Z))
= Tr([adX, adY ] ◦ ad(Z))
= Tr(adX ◦ adY ◦ adZ − adY ◦ adX ◦ adZ)
= Tr(adZ ◦ adX ◦ adY − adX ◦ adZ ◦ adY )
= Tr([adZ, adX] ◦ adY )
= Tr(ad[Z,X] ◦ adY ) = K([Z, X], Y )

where we have used that Tr(ABC) is invariant under cyclic permutations of
A,B, C.

For (2) just observe that

K(ρX, ρY ) = Tr(ad(ρX) ◦ ad(ρY ))

= Tr(ρad(X)ρ−1ρad(Y )ρ−1) (lemma 12.2)

= Tr(ρad(X) ◦ ad(Y )ρ−1)
= Tr(ad(X) ◦ ad(Y )) = K(X, Y ).

Since K(X, Y ) is symmetric in X, Y and so there must be a basis {Xi}1≤i≤n

of g for which the matrix (kij) given by

kij := K(Xi, Xj)

is diagonal.

Lemma 12.3 If a is an ideal in g then the Killing form of a is just the Killing
form of g restricted to a× a.

Proof. Let {Xi}1≤i≤n be a basis of g such that {Xi}1≤i≤r is a basis for a.
Now since [a, g] ⊂ a, the structure constants ci

jk with respect to this basis must
have the property that ck

ij = 0 for i ≤ r < k and all j. Thus for 1 ≤ i, j ≤ r we
have

Ka(Xi, Xj) = Tr(ad(Xi)ad(Xj))

=
r∑

k=1

r∑
s=1

ck
isc

s
jk =

n∑

k=1

n∑
s=1

ci
ikck

ji

= Kg(Xi, Xj).

12.4 The Universal Enveloping Algebra

In a Lie algebra g the product [., .] is not associative except in the trivial case
that [., .] ≡ 0. On the other hand, associative algebras play an important role
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in the study of Lie algebras. For one thing, if A is an associative algebra then
we can introduce the commutator bracket on A by

[A,B] := AB −BA

which gives A the structure of Lie algebra. From the other direction, if we start
with a Lie algebra g then we can construct an associative algebra called the
universal enveloping algebra of g. This is done, for instance, by first forming
the full tensor algebra on g;

T (g) = F⊕g⊕(g⊗ g)⊕ · · ·⊕g⊗k⊕ · · ·

and then dividing out by an appropriate ideal:

Definition 12.7 Associated to every Lie algebra g there is an associative alge-
bra U(g) called the universal enveloping algebra defined by

U(g) := T (g)/J

where J is the ideal generated by elements in T (g) of the form X ⊗ Y − Y ⊗
X − [X, Y ].

There is the natural map of g into U(g) given by the composition π : g ↪→
T (g) → T (g)/J = U(g). For v ∈ g, let v∗ denote the image of v under this
canonical map.

Theorem 12.1 Let V be a vector space over the field F. For every ρ represen-
tation of g on V there is a corresponding representation ρ∗ of U(g) on V such
that for all v ∈ g we have

ρ(v) = ρ∗(v∗).

This correspondence, ρ 7→ ρ∗ is a 1-1 correspondence.

Proof. Given ρ, there is a natural representation T (ρ) on T (g). The repre-
sentation T (ρ) vanishes on J since

T (ρ)(X ⊗ Y − Y ⊗X − [X, Y ]) = ρ(X)ρ(Y )− ρ(Y )ρ(X)− ρ([X,Y ]) = 0

and so T (ρ) descends to a representation ρ∗ of U(g) on g satisfying ρ(v) =
ρ∗(v∗). Conversely, if σ is a representation of U(g) on V then we put ρ(X) =
σ(X∗). The map ρ(X) is linear and a representation since

ρ([X,Y ]) = σ([X,Y ]∗)
= σ(π(X ⊗ Y − Y ⊗X))

= σ(X∗Y ∗ − Y ∗X∗)
= ρ(X)ρ(Y )− ρ(Y )ρ(X)

for all X, Y ∈ g.
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Now let X1, X2, ..., Xn be a basis for g and then form the monomials X∗
i1

X∗
i2
· · ·X∗

ir

in U(g). The set of all such monomials for a fixed r span a subspace of U(g),
which we denote by Ur(g). Let cj

ik be the structure constants for the basis
X1, X2, ..., Xn. Then under the map π the structure equations become

[X∗
i , X∗

j ] =
∑

k

ck
ijX

∗
k .

By using this relation we can replace the spanning set Mr = {X∗
i1

X∗
i2
· · ·X∗

ir
}

for Ur(g) by spanning set M≤r for Ur(g) consisting of all monomials of the
form X∗

i1
X∗

i2
· · ·X∗

im
where i1 ≤ i2 ≤ · · · ≤ im and m ≤ r. In fact one can then

concatenate these spanning sets M≤r and it turns out that these combine to
form a basis for U(g). We state the result without proof:

Theorem 12.2 (Birchoff-Poincarè-Witt) Let ei1≤i2≤···≤im
= X∗

i1
X∗

i2
· · ·X∗

im

where i1 ≤ i2 ≤ · · · ≤ im. The set of all such elements {ei1≤i2≤···≤im
} for all

m is a basis for U(g) and the set {ei1≤i2≤···≤im
}m≤r is a basis for the subspace

Ur(g).

Lie algebras and Lie algebra representations play an important role in physics
and mathematics, and as we shall see below, every Lie group has an associated
Lie algebra that, to a surprisingly large extent, determines the structure of the
Lie group itself. Let us first explore some of the important abstract properties of
Lie algebras. A notion that is useful for constructing Lie algebras with desired
properties is that of the free Lie algebra fn which is defined to be the quotient
of the free algebra on n symbols by the smallest ideal such that we end up with
a Lie algebra. Every Lie algebra can be realized as a quotient of one of these
free Lie algebras.

Definition 12.8 The descending central series {g(k)} of a Lie algebra g is
defined inductively by letting g(1) = g and then g(k+1) = [g(k), g].

The reason for the term “descending” is the that we have the chain of inclu-
sions

g(1) ⊃ · · · ⊃ g(k) ⊃ g(k+1) ⊃ · · ·
From the definition of Lie algebra homomorphism we see that if σ : g → h

is a Lie algebra homomorphism then σ(g(k)) ⊂ h(k).

Exercise 12.3 (!) Use the Jacobi identity to prove that for all positive integers
i and j, we have [g(i), g(i)] ⊂ g(i+j).

Definition 12.9 A Lie algebra g is called k-step nilpotent if and only if
g(k+1) = 0 but g(k) 6= 0.

The most studied nontrivial examples are the Heisenberg algebras which are
2-step nilpotent. These are defined as follows:
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Example 12.3 The 2n+1 dimensional Heisenberg algebra hn is the Lie al-
gebra (defined up to isomorphism) with a basis {X1, ..., Xn, Y1, ..., Yn, Z} subject
to the relations

[Xj , Yj ] = Z

and all other brackets of elements from this basis being zero. A concrete real-
ization of hn is given as the set of all (n + 2)× (n + 2) matrices of the form




0 x1 ... xn z
0 0 ... 0 y1

...
...

...
...

0 0 ... 0 yn

0 0 ... 0 0




where xi, yi, z are all real numbers. The bracket is the commutator bracket as is
usually the case for matrices. The basis is realized in the obvious way by putting
a lone 1 in the various positions corresponding to the potentially nonzero entries.
For example,

X1 =




0 1 ... 0 0
0 0 ... 0 0
...

...
...

...
0 0 ... 0 0
0 0 ... 0 0




and

Z =




0 0 ... 0 1
0 0 ... 0 0
...

...
...

...
0 0 ... 0 0
0 0 ... 0 0




.

Example 12.4 The space of all upper triangular n×n matrices nn which turns
out to be n− 1 step nilpotent.

We also have the free k-step nilpotent Lie algebra given by the quotient
fn,k := fn/(fn)k where fn is the free Lie algebra mentioned above. (notice the
difference between fn,k and (fn)k.

Lemma 12.4 Every finitely generated k-step nilpotent Lie algebra is isomor-
phic to a quotient of the free k-step nilpotent Lie algebra.

Proof. Suppose that g is k-step nilpotent and generated by elements X1, ..., Xn.
Let F1, ..., Fn be the generators of fn and define a map h : fn → g by sending
Fi to Xi and extending linearly. This map clearly factors through fn,k since
h((fn)k) = 0. Then we have a homomorphism (fn)k → g that is clearly onto
and so the result follows.



12.4. THE UNIVERSAL ENVELOPING ALGEBRA 329

Definition 12.10 Let g be a Lie algebra. We define the commutator series
{g(k)} by letting g(1) = g and then inductively g(k) = [g(k−1), g(k−1)]. If g(k) = 0
for some positive integer k, then we call g a solvable Lie algebra.

Clearly, the statement g(2) = 0 is equivalent to the statement that g is
abelian. Another simple observation is that g(k) ⊂ g(k) so that nilpotency
implies solvability.

Exercise 12.4 (!) Every subalgebra and every quotient algebra of a solvable
Lie algebra is solvable. In particular, the homomorphic image of a solvable Lie
algebra is solvable. Conversely, if a is a solvable ideal in g and g/a is solvable,
then g is solvable. Hint: Use that (g/a)(j) = g(j)/a.

It follows from this exercise that we have

Corollary 12.2 Let h : g → g be a Lie algebra homomorphism. If img(h) :=
h(g) and ker(h) are both solvable then g is solvable. In particular, if img(ad) :=
ad(g) is solvable then so is g.

Lemma 12.5 If a is a nilpotent ideal in g contained in the center z(g) and if
g/a is nilpotent then g is nilpotent.

Proof. First, the reader can verify that (g/a)(j) = g(j)/a. Now if g/a is
nilpotent then g(j)/a = 0 for some j and so g(j) ⊂ a and if this is the case then
we have g(j+1) = [g, g(j)] ⊂ [g, a] = 0. (Here we have [g, a] = 0 since a ⊂ z(g).)
Thus g is nilpotent.

Trivially, the center z(g) of a Lie algebra a solvable ideal.

Corollary 12.3 Let h : g → g be a Lie algebra homomorphism. If img(ad) :=
ad(g) is nilpotent then g is nilpotent.

Proof. Just use the fact that ker(ad) = z(g).

Theorem 12.3 The sum of any family of solvable ideals in g is a solvable
ideal. Furthermore, there is a unique maximal solvable ideal that is the sum of
all solvable ideals in g.

Sketch of proof. The proof is a maximality argument based on the fol-
lowing idea : If a and b are solvable then a ∩ b is an ideal in the solvable a and
so is solvable. It is easy to see that a + b is an ideal. We have by exercise 12.2
(a + b)/b ∼= a/(a ∩ b). Since a/(a ∩ b) is a homomorphic image of a we see that
a/(a ∩ b)∼=(a + b)/b is solvable. Thus by our previous result a + b is solvable.

Definition 12.11 The maximal solvable ideal in g whose existence is guaran-
teed by the last theorem is called the radical of g and is denoted rad(g)
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Definition 12.12 A Lie algebra g is called simple if it contains no ideals other
than {0} and g. A Lie algebra g is called semisimple if it contains no abelian
ideals (other than {0}).

Theorem 12.4 (Levi decomposition) Every Lie algebra is the semi-direct
sum of its radical and a semisimple Lie algebra.

Define semi-direct sum be-
fore this.

12.5 nnn

The map ad : g →gl(g) = End(TeG) is given as the tangent map at the identity
of Ad which is a Lie algebra homomorphism. Thus by proposition 4.5 we have
obtain

Proposition 12.2 ad : g →gl(g) is a Lie algebra homomorphism.

Proof. This follows from our study of abstract Lie algebras and proposition
4.11.

Let’s look at what this means. Recall that the Lie bracket for gl(g) is just
A ◦B −B ◦A. Thus we have

ad([v, w]) = [ad(v), ad(w)] = ad(v) ◦ ad(w)− ad(w) ◦ ad(v)

which when applied to a third vector z gives

[[v, w], z] = [v, [w, z]]− [w, [v, z]]

which is just a version of the Jacobi identity. Also notice that using the anti-
symmetry of the bracket we get [z, [v, w]] = [w, [z, v]] + [v, [z, w]] which in turn
is the same as

ad(z)([v, w]) = [ad(z)v, w] + [v, ad(z)w]

so ad(z) is actually a derivation of the Lie algebra g as explained before.

Proposition 12.3 The Lie algebra Der(g) of all derivation of g is the Lie
algebra of the group of automorphisms Aut(g). The image ad(g) ⊂ Der(g) is
the Lie algebra of the set of all inner automorphisms Int(g).

ad(g) ⊂ Der(g)
↓ ↓

Int(g) ⊂ Aut(g)

Let µ : G×G → G be the multiplication map. Recall that the tangent space
T(g,h)(G×G) is identified with TgG× ThG. Under this identification we have

T(g,h)µ(v, w) = ThLgw + TgRhv
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where v ∈ TgG and w ∈ ThG. The following diagrams exhibit the relations:

G×G, (g, h)
pr1↙ ‖

pr2↘
G, g → G×G, (g, h) ← G, h

↘
Rh

↓ µ ↙
Lg

G, gh

The horizontal maps are the insertions g 7→ (g, h) and h 7→ (g, h). Applying the
tangent functor to the last diagram gives.

Tpr1 T(g,h)(G×G) Tpr2

↙ l ↘
TgG → TgG× ThG ← ThG

↘ ↓ Tµ ↙
TgRh TghG ThLg

We will omit the proof but the reader should examine the diagrams and try to
construct a proof on that basis.

We have another pair of diagrams to consider. Let ν : G → G be the
inversion map ν : g 7→ g−1. We have the following commutative diagrams:

Rg−1 (G, g) Lg−1

↙ ↘
(G, e) ↓ ν (G, e)

↘ ↙
Lg−1

(
G, g−1

)
Rg−1

Applying the tangent functor we get

TRg−1 TgG TLg−1

↙ ↘
TeG ↓ Tν TeG

↘ ↙
TLg−1 Tg−1G TRg−1

.

The result we wish to express here is that Tgν = TLg−1 ◦ TRg−1 = TRg−1 ◦
TLg−1 . Again the proof follows readily from the diagrams.
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Chapter 13

Lie Group Actions and
Homogenous Spaces

Here we set out our conventions regarding (right and left) group actions and
the notion of equivariance. There is plenty of room for confusion just from the
issues of right as opposed to left if one doesn’t make a few observations and set
down the conventions carefully from the start. We will make the usual choices
but we will note how these usual choices lead to annoyances like the mismatch
of homomorphisms with anti-homomorphisms in proposition 13.1 below.

13.1 Our Choices

1. When we write LXY = d
dt

∣∣
0

(
ϕX

t

)∗
Y we are implicitly using a right

action of Diff(M) on X(M)1. Namely, Y 7→ f∗Y.

2. We have chosen to make the bracket of vector fields be defined so that
[X, Y ] = XY − Y X rather than by Y X − XY . This makes it true that
LXY = [X,Y ] so the first choice seems to influence this second choice.

3. We have chosen to define the bracket in a Lie algebra g of a Lie group G
to be given by using the identifying linear map g = TeG → XL(M) where
XL(M) is the space of left invariant vector fields. What if we had used
right invariant vector fields? Then we would have [Xe, Ye]new = [X ′, Y ′]e
where X ′

g = TRg ·Xe is the right invariant vector field:

R∗hX ′(g) = TR−1
h X ′(gh) = TR−1

h TRgh ·Xe

= TR−1
h ◦ T (Rh ◦Rg) ·Xe = TRg ·Xe

= X ′(g)

1At least when X is complete since otherwise FlXt is only a diffeomorphism on relatively
compact set open sets and even then only for small enough t).

333
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On the other hand, consider the inversion map ν : G → G. We have
v ◦Rg−1 = Lg ◦ v and also Tν = − id at e ∈ TeG so

(ν∗X ′)(g) = Tν ·X ′(g−1) = Tν · TRg−1 ·Xe

= T (Lg ◦ v)Xe = TLgTv ·Xe

= −TLgXe = −X(g)

thus ν∗[X ′, Y ′] = [ν∗X ′, ν∗Y ′] = [−X,−Y ] = [X, Y ]. Now at e we have
(ν∗[X ′, Y ′])(e) = Tv ◦ [X ′, Y ′] ◦ ν(e) = −[X ′, Y ′]e. So we have [X, Y ]e =
−[X ′, Y ′]e.

So this choice is different by a sign also.

The source of the problem may just be conventions but it is interesting
to note that if we consider Diff(M) as an infinite dimensional Lie group
then the vector fields of that manifold would be maps

←→
X : Diff(M) →

T Diff(M) such
←→
X (φ) is a vector field in X(M) such that ϕ

←→
X (φ)
0 = φ.

In other words, a field for every diffeomorphism, a “field of fields” so to
speak. Then in order to get the usual bracket in X(M) we would have
to use right invariant (fields of) fields (instead of the conventional left
invariant choice) and evaluate them at the identity element of Diff(M) to
get something in Tid Diff(M) = X(M). (THINKTHISTHRUAGAIN) This
makes one wonder if right invariant vector fields would have been a better
convention to start with. Indeed some authors do make that convention.

13.1.1 Left actions

Definition 13.1 A left action of a Lie group G on a manifold M is a smooth
map λ : G×M → M such that λ(g1, λ(g2,m)) = λ(g1g2,m)) for all g1, g2 ∈ G.
We often write λ(g,m) as g ·m.

Define the partial map λg : M → M by λg(m) = λ(g, m). Then λ̃ : g 7→ λg

is a group homomorphism G → Diff(M).

Definition 13.2 For a left group action as above, we have for every v ∈ g we
define a vector field vλ ∈ X(M) defined by

vλ(m) =
d

dt

∣∣∣∣
t=0

exp(tv) ·m

which is called the fundamental vector field associated with the action λ.

Notice that vλ(m) = Tλ(e,m) · (v, 0).

Proposition 13.1 Given left action λ : G × M → M of a Lie group G on a
manifold M , the map λ̃ : g 7→ λg is a group homomorphism G → Diff(M).
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Despite this, the map X 7→ Xλ is a Lie algebra anti-homomorphism
g → X(M):

[v, w]λ = −[vλ, wλ]X(M)

which implies that the bracket for the Lie algebra diff(M) of Diff(M) (as an
infinite dimensional Lie group) is in fact [X,Y ]diff(M) := −[X, Y ]X(M).

Proposition 13.2 If G acts on itself from the left by multiplication L : G×G →
G then the fundamental vector fields are the right invariant vector fields!

13.1.2 Right actions

Definition 13.3 A right action of a Lie group G on a manifold M is a smooth
map ρ : M ×G → M such that ρ(ρ(m, g2), g1) = ρ(m, g2g1)) for all g1, g2 ∈ G.
We often write ρ(m, g) as m · g

Define the partial map ρg : M → M by ρg(m) = ρ(m, g). Then ρ̃ : g 7→ ρg

is a group anti-homomorphism G → Diff(M).

Definition 13.4 For a right group action as above, we have for every v ∈ g a
vector field vρ ∈ X(M) defined by

vρ(m) =
d

dt

∣∣∣∣
t=0

m · exp(tv)

which is called the fundamental vector field associated with the right action
ρ.

Notice that vρ(m) = Tρ(m,e) · (0, v).

Proposition 13.3 Given right action ρ : M × G → M of a Lie group G on a
manifold M , the map ρ̃ : g 7→ ρg is a group anti-homomorphism G → Diff(M)
by definition. However, the map X 7→ Xλ is a true Lie algebra homo-
morphism g → X(M):

[v, w]ρ = [vρ, wρ]X(M)

this disagreement again implies that the Lie algebra diff(M) of Diff(M) (as an
infinite dimensional Lie group) is in fact X(M), but with the bracket [X,Y ]diff(M) :=
−[X,Y ]X(M).

Proposition 13.4 If G acts on itself from the right by multiplication L : G×
G → G then the fundamental vector fields are the left invariant vector fields
XL(G).

Proof: Exercise.
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13.1.3 Equivariance

Definition 13.5 Given two left actions λ1 : G×M → M and λ2 : G× S → S
we say that a map f : M → N is (left) equivariant (with respect to these
actions) if

f(g · s) = g · f(s)
i.e.

f(λ1(g, s)) = λ2(g, f(s))

with a similar definition for right actions.

Notice that if λ : G×M → M is a left action then we have an associated
right action λ−1 : M ×G → M given by

λ−1(p, g) = λ(g−1, p).

Similarly, to a right action ρ : M ×G → M there is an associated left action

ρ−1(g, p) = ρ(p, g−1)

and then we make the follow conventions concerning equivariance when mixing
right with left.

Definition 13.6 Is is often the case that we have a right action on a manifold P
(such as a principle bundle) and a left action on a manifold S. Then equivariance
is defined by converting the right action to its associated left action. Thus we
have the requirement

f(s · g−1) = g · f(s)

or we might do the reverse and define equivariance by

f(s · g) = g−1 · f(s)

13.1.4 The action of Diff(M) and map-related vector fields.

Given a diffeomorphism Φ : M → N define Φ? : Γ(M, TM) → Γ(N, TN) by

Φ∗X = TΦ ◦X ◦ Φ−1

and Φ∗ : Γ(M, TN) → Γ(M,TM) by

Φ∗X = TΦ−1 ◦X ◦ Φ

If M = N , this gives a right and left pair of actions of the diffeomorphism group
Diff(M) on the space of vector fields X(M) = Γ(M, TM).

Diff(M)× X(M) → X(M)
(Φ, X) 7→ Φ∗X

and

X(M)×Diff(M) → X(M)
(X, Φ) 7→ Φ∗X
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13.1.5 Lie derivative for equivariant bundles.

Definition 13.7 An equivariant left action for a bundle E → M is a pair of
actions γE : G × E → E and : G × M → M such that the diagram below
commutes

γE :

γ :

G× E → E
↓ ↓

G×M → M

In this case we can define an action on the sections Γ(E) via

γ∗gs = (γE)−1 ◦ s ◦ γg

and then we get a Lie derivative for X ∈ LG

LX(s) =
d

dt

∣∣∣∣
0

γ∗exp tXs
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Chapter 14

Homogeneous Spaces and
Klein Geometries.

1. Affine spaces: These are the spaces An which are just Rn acted on the
left by the affine group Aff(n) or the proper affine group Aff+(n).

2. Special affine space: This is again the space An but with the group now
restricted to be the special affine group SAff(n).

3. Euclidean spaces: These are the spaces En which are just Rn acted on the
left by the group of Euclidean motions Euc(n) or the proper affine group
Euc+(n) (defined by requiring the linear part to be orientation preserving.

4. Projective spaces: These are the spaces RPn = P (Rn+1) (consisting of
lines through the origin in Rn+1) acted on the left by the PSl(n).

In this chapter we will have actions acting both from the left and from the
right and so we will make a distinction in the notation. Recall that the orbit
of x ∈ M under a right action by G is denoted x ·G or xG and the set of orbits
M/G partition M into equivalence classes. For left actions we write G· x = Gx
and G\M for the orbit space.

Example 14.1 If H is a closed subgroup of G then H acts on G from the right
by right multiplication.. The space of orbits G/H of this right action is just the
set of right cosets. Similarly, we have the space of left cosets H\G.

Warning: We call gH a right coset because it comes from a right action
but for at least half of the literature the convention is to call gH a left coset
and G/H the space of left cosets.

We recall a few more definitions from chapter ??:

Definition 14.1 A left (resp. right) action is said to be effective if g · p = x
( resp. x · g = x) for every x ∈ M implies that g = e and is said to be free if
g · x = x ( resp. x · g = x) for even one x ∈ M implies that g = e.

339



340CHAPTER 14. HOMOGENEOUS SPACES AND KLEIN GEOMETRIES.

Definition 14.2 A left (resp. right) action is said to be a transitive action
if there is only one orbit in the space of orbits.

This single orbit would have to be M and transitivity means, by definition,
that given pair x, y ∈ M , there is a g ∈ G with g · x = y (resp. x · g = y).

Theorem 14.1 Let λ : G × M → M be a left action and fix x0 ∈ M . Let
H = Hx0 be the isotropy subgroup of x0 defined by

H = {g ∈ G : g · x0 = x0}.

Then we have a natural bijection

G · x0
∼= G/H

given by g · x0 7→ gH. In particular, if the action is transitive then G/H ∼= M
and x0 maps to H.

Exercise 14.1 Show that the action of Aff+(A2) on A2 is transitive and ef-
fective but not free.

Exercise 14.2 Fix a point x0 (say (0, 0)) in A2 and show that H := {g ∈
Aff+(A2) : gx0 = x0} is a closed subgroup of Aff+(A2) isomorphic to Sl(2).

Exercise 14.3 Let H ∼= Sl(2) be as in the previous exercise. Show that there is
a natural 1-1 correspondence between the cosets of Aff+(A2)/H and the points
of A2.

Exercise 14.4 Show that the bijection of the previous example is a homeomor-
phism if we give Aff+(A2)/H its quotient topology.

Exercise 14.5 Let S2 be the unit sphere considered a subset of R3 in the usual
way. Let the group SO(3) act on S2 by rotation. This action is clearly contin-
uous and transitive. Let n = (0, 0, 1) be the “north pole”. Show that if H is
the (closed) subgroup of SO(3) consisting of all g ∈ SO(3) such that g · n = n
then x = g · n 7→ g gives a well defined bijection S2 ∼= SO(3)/H. Note that
H ∼= SO(2) so we may write S2 ∼= SO(3)/SO(2).

Let λ : G×M → M be a left action and fix x0 ∈ M . Denote the projection
onto cosets by π and also write rx0 : g 7−→ gx0. Then we have the following
equivalence of maps

G = G
π ↓ ↓ rx0

G/H ∼= M

Thus, in the transitive action case from the last theorem, we may as well assume
that M = G/H and then we have the literal equality rx0 = π and the left action
is just lg : g0H 7→ hg0H (or gx 7→ hx where x ∈ G/H). Continuing for now to
make a distinction between M and G/H we note that the isotropy H also acts
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on M or equivalently on G/H. We denote this action by Ix0 : H × M → M
where Ix0 : h 7→ hx. The equivalent action on G/H is (h, gH) 7→ hgH. Of
course Ix0 is just the restriction of l : G ×M → M to H ×M ⊂ G ×M and
Ix0
h = lh for any h ∈ H (Ix0

h =: Ix0(h)).

Exercise 14.6 Let H1 := Gx1 (isotropy of x1) and H2 := Gx2 (isotropy of
x2) where x2 = gx1 for some g ∈ G. Show that there is a natural Lie group
isomorphisms H1

∼= H2 and a natural diffeomorphism G/H1
∼= G/H2 which is

an equivalence of actions.

For each h ∈ H the map Ix0
h : M → M fixes the point x0 and so the

differential Tx0I
x0
h maps Tx0M onto itself. Let us abbreviate Tx0I

x0
h to ιx0(h).

For each h we have a linear automorphism ιx0(h) ∈ Gl(Tx0M) and it is easy
to check that h 7→ ιx0(h) is a group representation on the space Tx0M . This
representation is called the linear isotropy representation (at x0) and the
group Ix0(H) ⊂ Gl(Tx0M) is called the linear isotropy subgroup. On the
other hand we for each h ∈ H have another action Ch : G → G given by
g 7−→ hgh−1 which fixes H and whose derivative is the adjoint map Adh : g → g
and h 7−→ Adh is the adjoint representation defined earlier in the book. It is
easy to see that the map Adh : g → g descends to a map Ãdh : g/h → g/h. We
are going to show that there is a natural isomorphism Tx0M

∼= g/h such that
for each h ∈ H the following diagram commutes:

Ãdh : g/h → g/h
↓ ↓

Ix0 : Tx0M → Tx0M

(14.1)

One way to state the meaning of this result is to say that h 7→ Ãdh is a repre-
sentation of H on the vector space g/h which is equivalent to the linear isotropy
representation. The isomorphism Tx0M

∼= g/h is given in the following very
natural way: Let ξ ∈ g and consider Teπ(ξ) ∈ Tx0M . If ς ∈ h then

Teπ(ξ + ς) = Teπ(ξ) + Teπ(ς) = Teπ(ξ)

and so ξ 7→ Teπ(ξ) induces a map on g/h. Now if Teπ(ξ) = 0 ∈ Tx0M then as
you are asked to show in exercise 14.7 below ξ ∈ h which in turn means that the
induced map g/h → Tx0M has a trivial kernel. As usual this implies that the
map is in fact an isomorphism since dim(g/h) = dim(Tx0M). Let us now see
why the diagram 14.1 commutes. Let us take a the scenic root to the conclusion
since it allows us to see the big picture a bit better. First the following diagram
clearly commutes:

exp tξ
Ch→ h(exp tξ)h−1

π ↓ π ↓
(exp tξ)H τh→ h(exp tξ)H

which under the identification M = G/H is just

exp tξ → h(exp tξ)h−1

π ↓ π ↓
(exp tξ)x0 → h(exp tξ)x0

.
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Applying the tangent functor (looking at the differential) we get the commuta-
tive diagram

ξ → Adhξ
↓ ↓

Teπ(ξ) dτh→ Teπ(Adhξ)

and in turn
[ξ] 7→ Ãdh([ξ])
↓ ↓

Teπ(ξ) 7→ Teπ(Adhξ)
.

This latter diagram is in fact the element by element version of 14.1.

Exercise 14.7 Show that Teπ(ξ) ∈ Tx0M implies that ξ ∈ h.

Consider again homogenous space En with the action of Euc(n). This ex-
ample has a special property that is shared by many important homogeneous
spaces called reductivity.

Note: More needs to be added here about reductive homogeneous spaces.

14.1 Geometry of figures in Euclidean space

We take as our first example the case of a Euclidean space. We intend to study
figures in En but we first need to set up some machinery using differential
forms and moving frames. Let e1, e2, e3 be a moving frame on E3. Using the
identification of TxE3 with R3 we may think of each ei as a function with
values in R3. If x denotes the identity map then we interpret dx as the map
TE3 → R3 given by composing the identity map on the tangent bundle TE3
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with the canonical projection map TE3 = E3 × R3 → R3. If θ1, θ2, θ3 is the
frame field dual to e1, e2, e3 then we may write

dx =
∑

eiθ
i. (14.2)

Also, since we are interpreting each ei as an R3−valued function we may take
the componentwise exterior derivative to make sense of dei. Then dei is a vector
valued differential form: If ei = f1i + f2j + f3k then dei = df1i + df2j + df3k.
We may write

dej =
∑

eiω
i
j (14.3)

for some set of 1−forms ωi
j which we arrange in a matrix ω = (ωi

j). If we take
exterior derivative of equations 14.2 and 14.3 For the first one we calculate

0 = ddx =
n∑

i=1

eiθ
i

=
n∑

i=1

dei ∧ θi +
n∑

i=1

ei ∧ dθi

=
n∑

i=1




n∑

j=1

ejω
i
j


 ∧ θi +

n∑

i=1

ei ∧ dθi.

From this we get the first of the following two structure equations. The second
one is obtained similarly from the result of differentiating 14.3.

dθi = −
∑

ωi
j ∧ θj (14.4)

dωi
j = −

∑
ωi

k ∧ ωk
j

Furthermore, if we differentiate ei · ej = δij we find out that ωi
j = −ωj

i .
If we make certain innocent identifications and conventions we can relate

the above structure equations to the group Euc(n) and its Lie algebra. We will
identify En with the set of column vectors of the form

[
1
x

]
where x ∈ Rn

Then the group Euc(n) is presented as the set of all square matrices of the form
[

1 0
v Q

]
where Q ∈ O(n) and v ∈ Rn.

The action Euc(n) × En → En is then simply given by matrix multiplication
(see chapter ??). One may easily check that the matrix Lie algebra that we
identify as the Lie algebra euc(n) of Euc(n) consists of all matrices of the form

[
0 0
v A

]
where v ∈ Rn and A ∈ so(n) (antisymmetric matrices)
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The isotropy of the point o :=
[

1
0

]
is easily seen to be the subgroup Go

consisting of all elements of the form
[

1 0
0 Q

]
where Q ∈ O(n)

which is clearly isomorphic to O(n). This isotropy group Go is just the group
of rotations about the origin. The origin is not supposed to special and so we
should point out that any point would work fine for what we are about to do.

In fact, for any other point x ∼
[

1
x

]
we have an isomorphism Go

∼= Gx given

by h 7→ txhtx where

tx =
[

1 0
x I

]
.

(see exercise 14.6).
For each x ∈ En tangent space TxEn consists of pairs x × v where v ∈ Rn

and so the dot product on Rn gives an obvious inner product on each TxEn:
For two tangent vectors in TxEn, say vx = x × v and wx = x × w we have
〈vx, wx〉 = v · w.

Remark 14.1 The existence of an inner product in each tangent space makes
En a Riemannian manifold (a smoothness condition is also needed). Rieman-
nian geometry (studied in chapter 16) is one possible generalization of Euclidean
geometry (See figure ?? and the attendant discussion). Riemannian geometry
represents an approach to geometry that is initially quite different in spirit from
Klein’s approach.

Now think of each element of the frame e1, ..., en as a column vector of
functions and form a matrix of functions e. Let x denote the “identity map”
given as a column vector of functions x = (x1, x2, x3) = (x, y, z). Next we form
the matrix of functions [

1 0
x e

]

This just an element of Euc(n)! Now we can see that the elements of Euc(n)
are in a natural 1 − 1 correspondents with the set of all frames on En and
the matrix we have just introduce corresponds exactly to the moving frame
x 7→ (e1(x), ..., en(x)). The differential of this matrix gives a matrix of one
forms

$ =
[

0 0
θ ω

]

and it is not hard to see that θ is the column consisting of the same θi as before

and also that ω = (ωi
j). Also, notice that x 7→ $(x) =

[
0 0
θ ω

]
takes values

in the Lie algebra euc(n). This looking like a very natural state of affairs. In
fact, the structure equations are encoded as a singe matrix equation

d$ = $ ∧$.
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The next amazingly cool fact it that if we pull-back $ to Euc(n) via the

projection π :
[

0 0
x e

]
7→ x ∈ En then we obtain the Maurer-Cartan form of

the group Euc(n) and the equation d$ = $ ∧ $ pulls back to the structure
equations for Euc(n).
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Chapter 15

Connections and Covariant
Derivatives

15.1 Definitions

The notion of a “connection” on a vector bundle and the closely related notion
of “covariant derivative” can be approached in so many different ways that we
shall only be able to cover a small portion of the subject. “covariant derivative”
and “connection” are sometimes treated as synonymous. In fact, a covariant
derivative is sometimes called a Kozsul connection (or even just a connection;
the terms are conflated). At first, we will make a distinction but eventually we
will use the word connection to refer to both concepts. In any case, the central
idea is that of measuring the rate of change of fields on bundles in the direction
of a vector or vector field on the base manifold.

A covariant derivative (Koszul connection) can either be defined as a map
∇ : X(M)×Γ(M, E) → Γ(M,E) with certain properties from which one deduces
a well defined map ∇ : TM × Γ(M, E) → Γ(M, E) with nice properties or the
other way around. We also hope that the covariant derivative is natural with
respect to restrictions to open sets and so a sheaf theoretic definition could be
given. For finite dimensional manifolds the several approaches are essentially
equivalent.

Definition 15.1 (I) A Koszul connection or covariant derivative on a
C∞−vector bundle E → M is a map ∇ : X(M) × Γ(M, E) → Γ(M,E) (where
∇(X, s) is written as ∇Xs) satisfying the following four properties

i) ∇fX(s) = f∇Xs for all f ∈ C∞, X ∈ X(M) and s ∈ Γ(M,E)
ii) ∇X1+X2s = ∇X1s +∇X2s for all X1, X2 ∈ X(M) and s ∈ Γ(M,E)
iii) ∇X(s1 + s2) = ∇Xs1 +∇Xs2 for all X ∈ X(M) and s1, s2 ∈ Γ(M, E)
iv) ∇X(fs) = (Xf)s+f∇X(s) for all f ∈ C∞, X ∈ X(M) and s ∈ Γ(M, E)
For a fixed X ∈ X(M) the map ∇X : Γ(M, E) → Γ(M, E) is called the

covariant derivative with respect to X.
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As we will see below, for finite dimensional E and M this definition is enough
to imply that∇ induces maps∇U : X(U)×Γ(U,E) → Γ(U,E) that are naturally
related in the sense we make precise below. Furthermore the value (∇Xs)(p)
depends only on the value Xp and only on the values of s along any smooth
curve c representing Xp. The proof of these facts depends on the existence of
cut-off functions. We have already developed the tools to obtain the proof easily
in sections ?? and 6.5 and so we leave the verification of this to the reader. In
any case we shall take a different route.

We would also like to be able to differentiate sections of a vector bundle
along maps f : N → M .

In the case of the tangent bundle of Rn one can identify vector fields with
maps X : Rn → Rn and thus it makes sense to differentiate a vector field
just as we would a function. For instance, if X = (f1, ..., fn) then we can
define the directional derivative in the direction of v at p ∈ TpRn ∼= Rn by
DvX = (Dpf

1 ·v, ...,Dpf
n ·v) and we get a vector in TpRn

ν as an answer. Taking
the derivative of a vector field seems to require involve the limit of difference
quotient of the type

lim
t→0

X(p + tv)−X(p)
t

and yet how can we interpret this in a way that makes sense for a vector field
on a general manifold? One problem is that p + tv makes no sense if the
manifold isn’t a vector space. This problem is easily solve by replacing p + tv
by c(t) where ċ(0) = v and c(0) = p. We still have the more serious problem
that X(c(t)) ∈ Tc(t)M while X(p) = X(c(0)) ∈ TpM . The difficulty is that
Tc(t)M is not likely to be the same vector space as TpM and so what sense does
X(c(t)) − X(p) make? In the case of a vector space (like Rn) every tangent
space is canonically isomorphic to the vector space itself so there is sense to be
made of a difference quotient involving vectors from different tangent spaces.
In order to get an idea of how we might define a covariant derivative on a
general manifold, let us look again at the case of a submanifold M of Rn. Let
X ∈ X(M) and v ∈ TpM . Form a curve with ċ(0) = v and c(0) = p and consider
the composition X ◦ c. Since every vector tangent to M is also a vector in Rn

we can consider X ◦ c to take values in Rn and then take the derivative

d

dt

∣∣∣∣
0

X ◦ c.

This is well defined but while X ◦ c(t) ∈ Tc(t)M ⊂ Tc(t)Rn we only know that
d
dt

∣∣
0
X ◦ c ∈ TpRn. It would be more nature if the result of differentiation of a

vector field tangent to M should have been in TpM . The simple solution is to
take the orthogonal projection of d

dt

∣∣
0
X ◦c onto Tc(0)M. Denote this orthogonal

projection of a vector onto its tangent part by X 7→ X>. Our definition of a
covariant derivative operator on M induced by D is then

∇vX :=
(

d

dt

∣∣∣∣
0

X ◦ c

)>
∈ TpM.
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This turns out to be a very good definition. In fact, one may easily verify that
we have the following properties:

1. (Smoothness) If X and Y are smooth vector fields then the map

p 7→ ∇XpY

is also a smooth vector field on M . This vector filed is denoted ∇XY .

2. (Linearity over R in second “slot”) For two vector fields X and Y and any
a, b ∈ R we have

∇v(aX1 + bX2) = a∇vX1 + b∇vX2.

3. (Linearity over C∞(M) in first “slot”) For any three vector fields X, Y
and Z and any f, g ∈ C∞(M) we have

∇fX+gY Z = f∇XZ + g∇Y Z.

4. (Product rule) For v ∈ TpM , X ∈ X(M) and f ∈ C∞(M) we have

∇vfX = f(p)∇vX + (vf)X(p)
= f(p)∇vX + df(v)X(p).

5. ∇v(X · Y ) = ∇vX · Y + X · ∇vY for all v, X, Y .

Notice that if p 7→ ∇XpY is denoted by ∇XY then ∇ : X, Y 7−→ ∇XY is
a Koszul connection 15.1. But is 15.1 the best abstraction of the properties
we need? In finding the correct abstraction we could use the properties of our
example on the tangent bundle of a submanifold of Rn with the aim of defining
a so called covariant derivative it is a bit unclear whether we should define ∇XY
for a pair of fields X, Y or define ∇vX for a tangent vector v and a field X.
Different authors take different approaches but it turns out that one can take ei-
ther approach and, at least in finite dimensions, end up with equivalent notions.
We shall make the following our basic definition of a covariant derivative.

Definition 15.2 A natural covariant derivative ∇ on a smooth vector bun-
dle E → M is an assignment to each open set U ⊂ M of a map ∇U :
X(U)× Γ(U,E) → Γ(U,E) written ∇U : (X,σ) → ∇U

Xσ such that the following
hold:

1. ∇U
Xσ is C∞(U)-linear in X,

2. ∇U
Xσ is R-linear in σ,

3. ∇U
X(fσ) = f∇U

Xσ + (Xf)σ for all X ∈ X(U), σ ∈ Γ(U,E) and all f ∈
C∞(U).
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4. If V ⊂ U then rU
V (∇U

Xσ) = ∇V
rU

V X
rU
V σ (naturality with respect to restric-

tions rU
V : σ 7→ σ|V ).

5. (∇U
XY )(p) only depends of the value of X at p (infinitesimal locality).

Here ∇U
XY is called the covariant derivative of Y with respect to X. We will

denote all of the maps ∇U by the single symbol ∇ when there is no chance of
confusion.

We have worked naturality with respect to restrictions and infinitesimal
locality into the definition of a natural covariant derivative in order to have
a handy definition for infinite dimensional manifolds which circumvents the
problem of localization. We will show that on finite dimensional manifolds a
Koszul connections induces a natural covariant derivative. We have the following
intermediate result still stated for possibly infinite dimensional manifolds.

Lemma 15.1 Suppose that M admits cut-off functions and ∇ : X(M)×Γ(E) →
Γ(E) is such that (1), (2), and (3) hold (for U = M). Then if on some open U
either X = 0 or σ = 0 then

(∇Xσ)(p) = 0 for all p ∈ U .

Proof. We prove the case of σ|U = 0 and leave the case of X|U = 0 to the
reader.

Let q ∈ U . Then there is some function f that is identically one on a
neighborhood V ⊂ U of q and that is zero outside of U thus fσ ≡ 0 on M and
so since ∇ is linear we have ∇(fσ) ≡ 0 on M . Thus since (3) holds for global
fields we have

∇(fσ)(q) = f(p)(∇Xσ)(q) + (Xqf)σ(q)
= (∇Xσ)(q) = 0.

Since q ∈ U was arbitrary we have the result.
In the case of finite dimensional manifolds we have

Proposition 15.1 Let M be a finite dimensional smooth manifold. Suppose
that there exist an operator ∇ : X(M)×Γ(E) → Γ(E) such that (1), (2), and (3)
hold (for U = M) for example a Koszul connection. If we set ∇U

Xσ := rM
U (∇MeX σ̃)

for any extensions X̃ and σ̃of X and σ ∈ Γ(U,E) to global fields then U 7→ ∇U

is a natural covariant derivative.

Proof. By the previous lemma ∇U
Xσ := rM

U (∇MeX σ̃) is a well defined operator
that is easily checked to satisfy (1), (2), (3), and (4) of definition 15.2. We
now prove property (5). Let α ∈ T ∗E and fix σ ∈ Γ(U,E). define a map
X(U) → C∞(U) by X 7→ α(∇U

Xσ). By theorem J.4 we see that α(∇U
Xσ) depend

only on the value of X at p ∈ U .
Since many authors only consider finite dimensional manifolds they define a

covariant to be a map ∇ : X(M)× Γ(E) → Γ(E) satisfying (1), (2), and (3).
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It is common to write expressions like ∇ ∂
∂xi

σ where σ is a global field and
∂

∂xi is defined only on a coordinate domain U . This still makes sense as a field
p 7→ ∇ ∂

∂xi (p)σ on U by virtue of (5) or by interpreting ∇ ∂

∂xi
σ as ∇ ∂

∂xi
σ|U and

invoking (4) if necessary.
In the next section we indicate a local condition which guarantees that we

will have a natural covariant derivative on π : E → M . We now introduce the
notion of a system of connection forms.

15.2 Connection Forms

Let π : E → M be a rank r vector bundle with a connection ∇. Recall that
a choice of a local frame field over an open set U ⊂ M is equivalent to a
trivialization of the restriction πU : E|U → U . Namely, if φ = (π, Φ) is such a
trivialization over U then defining ei(x) = φ−1(x, ei) where (ei) is the standard
basis of Fn we have that σ = (e1, ..., ek). We now examine the expression for the
connection from the viewpoint of such a local frame. It is not hard to see that
for every such frame field there must be a matrix of 1-forms Aσ = (Ai

j)1≤i,j≤r

such that for X ∈ Γ(U,E) we may write

∇Xei = Ab
i (X)eb. (sum over b)

For a section s = siei

∇Xs = ∇X(siei)
= (Xsa)ea + sa∇Xea

= (Xsi)ei + siAj
i (X)ej

= (Xsi)ei + srAi
r(X)ei

= (Xsi + Ai
r(X)sr)ei

So the a−component of ∇Xs is (∇Xs)i = Xsi + Ai
r(X)sr. Of course the

frames are defined only locally say on some open set U . We may surely choose
U small enough that it is also the domain of a moving frame {Eµ} for M . Thus
we have ∇Eµej = Γk

µjek where Ak
µj = Aj

i (Eµ). We now have the formula

∇Xs = (XµEµsi + XµAi
r(Eµ)sr)ei

and in the usual case where Eµ = ∂µ is a holonomic frame associated to a chart
then ∇Xs = (Xµ∂µsi + XµAi

µjs
r)ei.

Now suppose that we have two moving frames whose domains overlap, say
σ = (ej) and σ′ = (e′j). Let us examine how the matrix of forms Aσ =

(
Aj

i

)
is

related to the forms Aσ′ =
(
A′ji

)
on this open set. The change of frame is

σ′b = gb
aσb
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which in matrix notation is
σ′ = σg.

for some smooth g : U ∩ U ′ → Gl(n). Differentiating both sides

σ′ = σg

∇σ′ = ∇(σg)
σ′A′ = (∇σ)g + σdg

σ′A′ = σgg−1Ag + σgg−1dg

σ′A′ = fσ′g−1Ag + σ′g−1dg

A′ = g−1Ag + g−1dg

Conversely, we have the following theorem which we state without proof:

Theorem 15.1 Let π : E → M be a smooth F−vector bundle of rank k. Sup-
pose that for every moving frame σ = (e1, ..., ek) we are given a matrix of
1−forms Aσ so that Aσg = g−1Aσg + g−1dg. Then there is a unique covariant
derivative ∇ on π : E → M such that for a moving frame σ on Uσ

∇Xs = (Xsj + Aj
r(X)sr)ej

for s =
∑

sjej and where Aσ = (Aj
r).

Definition 15.3 A family of matrix valued 1-forms related as in the previous
theorem will be called a system of connection forms.

Sometimes one hears that the Aσ are locally elements of Ω(M, End(E)) but
the transformation law just discovered says that we cannot consider the forms
Aσ as coming from a section of End(E). However, we have the following:

Proposition 15.2 If Aα, Uα and Aα, Uα are two systems of connection forms
for the same cover then the difference forms 4Aα = Aα − A′α are the local
expressions of a global 4A ∈ Ω(M, End(E)).

4Aα = Aα −A′α
= g−1Aαg + g−1dg − (g−1A′αg + g−1dg)

= g−1Aαg − g−1A′αg

= g−1(4Aα)g

so that the forms 4Aα are local expressions of a global section of Ω(M, End(E))

Exercise 15.1 Show that the set of all connections on E is naturally an affine
space C(E) whose vector space of differences is End(E). For any fixed con-
nection ∇0 we have an affine isomorphism End(E) → C(E) given by 4A 7→
∇0 +4A.
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Now in the special case mentioned above for a trivial bundle, the connection
form in the defining frame is zero and so in that case 4Aα = Aα. So in this
case Aα determines a section of End(E). Now any bundle is locally trivial so in
this sense Aα is locally in End(E). But this is can be confusing since we have
changed (by force so to speak) the transformation law for Aα among frames
defined on the same open set to that of a difference 4Aα rather than Aα. The
point is that even though 4Aα and Aα are equal in the distinguished frame
they are not the same after transformation to a new frame.

In the next section we give another way to obtain a covariant derivative
which is more geometric and global in character.

15.3 Vertical and Horizontal

One way to get a natural covariant derivative on a vector bundle is through the
notion of connection in another sense. To describe this we will need the notion
of a vertical bundle. We give the definition not just for vector bundles but also
for a general fiber bundle as this will be useful to us later.

Lemma 15.2 Let E
π→ M be a fiber bundle; fix p ∈ M . Set N := Ep, and let

ı : N ↪→ E be the inclusion. For all ξ ∈ N,

Tξı (Nξ) = ker[Tξı : TξE → Mp] = (Tξπ)−1 (0p) ⊂ TξE

where 0p ∈ Mp is the zero vector. If ϕ : N → F is a diffeomorphism and x
a chart on an open set V in F , then for all ξ ∈ ϕ−1 (V ), dx ◦ Tξϕ maps TξN
isomorphically onto Rm, where m := dim F .

Proof. π◦ı◦γ is constant for each C∞ curve γ in N , so Tπ ·(T ı · γ̇(0)) = 0p;
thus Tξı (Nξ) ⊂ (Tξπ)−1 (0p). On the other hand,

dim((Tξπ)−1 (0p)) = dimE − dim M = dim F = dim Nξ

so(Tξı) (N) = (Tξπ)−1 (0p). The rest follows since dx = pr2 ◦ Tx.
Let VpE := (Tξπ)−1 (0p) and VpE.

Definition 15.4 Let π : E → M be a fiber bundle with typical fiber F and
dim F = m. The vertical bundle on π : E → M is the real vector bundle
πV : V E → E with total space defined by the disjoint union

V E :=
⊔

p∈E

VpE ⊂ TE

The projection map is defined by the restriction πV := Tπ| V E. A vector bundle
atlas on VE consists of the vector bundle charts of the form

(πV , dx ◦ Tφ) : π−1
V (π−1U ∩ φ−1V ) → (π−1U) ∩ φ−1V )× Rm

where Φ = (π, φ) is a bundle chart on E over U and x is a chart on V in F .
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Exercise 15.2 Prove: Let f : N → M be a smooth map and π : E → M a fiber
bundle with typical fiber F . Then Vf∗E → N is bundle isomorphic to pr∗2VE →
N . Hint: It is enough to prove that Vf∗E is isomorphic to VE along the map
pr2 : f∗E → E. Also check that (Tf)∗E = {(u, v) ∈ TN ×TE|Tf ·u = Tπ · v}.

Suppose now that π : E → M is a vector bundle. The vertical vector
bundle VE is isomorphic to the vector bundle π∗E over E (we say that VE is
isomorphic to E along π). To see this note that if (ζ, ξ) ∈ π∗E, then π(ζ + tξ)
is constant in t. From this we see that the map from π∗E to TE given by
(ζ, ξ) 7→ d/dt|0(ζ + tξ) maps into VE. It is easy to see that this map (real)
vector bundle isomorphism. Let VE be the vertical bundle on a vector bundle
E over M . Denote the isomorphism from π∗E to VE by j:

j : π∗E → VE (ζ, ξ) 7→ d

dt 0
(ζ + tξ) =: ξζ

Denote the vector bundle isomorphism from VE to E along π by pr2 :

pr2 : VE → E ξζ 7→ ξ

The map pr2 : VE → E pick off the “second component” ξ of ξζ , whereas
the projection map πV : VE → E yields the “first component” ζ. The reader
should think of ξζ and (ζ, ξ) as the “same object”.

Definition 15.5 A connection on a vector bundle π : E → M is a smooth
distribution H on the total space E such that

(i) H is complementary to the vertical bundle:

TE = H⊕ VE

(ii) H is homogeneous: Tξµr (Hξ) = Hrξ for all ξ ∈ H, r ∈ R and where µr is
the multiplication map µr : ξ 7→ rξ. The subbundle H is called the horizontal
subbundle (or horizontal distribution).

Any ξ ∈ TE has a decomposition ξ = Hv + Vv. Here, H : v 7→ Hv and
V : v 7→ Vv are the obvious projections. An individual element v ∈ TξE is
horizontal if v ∈ Hξ and vertical if v ∈ VξE. A vector field X̃ ∈ X(E) is said
to be a horizontal vector field (resp. vertical vector field) if X̃(ξ) ∈ Hξ

(resp. X̃(ξ) ∈ VξE) for all ξ ∈ E.
A map f : N → E is said to be horizontal or parallel if Tf · v is horizontal

for all v ∈ TN . The most important case comes when we start with a section
of E along a map f : N → M . A horizontal lift of f is a section f̃ along f such
that f̃ is horizontal; in other words, the following diagram commutes and T f̃
has image in H:

E

f̃ ↗ ↓
N → M
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Now if we have a connection on π : E → M we have a so called connector
(connection map) which is the map κ : TE → E defined by κ := pr2(Vv). The
connector is a vector bundle homomorphism along the map π : E → M :

TE
κ→ E

↓ ↓
E

π→ M

Now an interesting fact is that TE is also a vector bundle over TM (via the
map Tπ) and κ gives a vector bundle homomorphism along πTM : TM → M .
More precisely, we have the following

Theorem 15.2 If κ is the connector for a connection on a vector bundle π :
E → M then κ gives a vector bundle homomorphism from the bundle Tπ :
TE → TM to the bundle π : E → M .

TE
κ→ E

↓ ↓
TM → M

Now using this notion of connection with associated connector κ we can get
a natural covariant derivative.

Definition 15.6 If H is a connection on E → M with connector κ then we
define the covariant derivative of a section σ ∈ Γf (E) along a map f : N →
M with respect to v ∈ TpN by

∇f
vσ := κ (Tpσ · v) .

If V is a vector field on N then (∇V σ) (p) := ∇V (p)σ.

Now let ε1, ..., εn be a frame field defined over U ⊂ M . Since f is continuous
O = f−1(U) is open and on O, the ε1 ◦ f, ..., εn ◦ f are fields along f and so
locally (on O) we may write σ = σi (εi ◦ f) for some functions σa : U ⊂ N → R.

For any p ∈ O and v ∈ TpN we have

∇f
vσ := (dσa · v) εa(f (p)) + Aa

r |p (Tf · v) σr(p)εa(f (p))

Exercise 15.3 Prove this last statement.

Exercise 15.4 Prove that if f = idM then for v ∈ TM , ∇v : X(M) → X(M)
is a Koszul connection and that we recover our previous results.

If all we had were the connection forms we could use the above formula as
the definition of ∇f

vσ. Since f might not be even be an immersion this definition
would only make sense because of the fact that it is independent of the frame.

In the same way that one extends a derivation to a tensor derivation one may
show that a covariant derivative on a vector bundle induces naturally related
covariant derivatives on all the multilinear bundles. In particular, Π : E∗ → M
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denotes the dual bundle to π : E → M we may define connections on Π : E∗ →
M and on π⊗Π : E⊗E∗ → M . We do this in such a way that for s ∈ Γ(M,E)
and s∗ ∈ Γ(M,E∗) we have

∇E⊗E∗
X (s⊗ s∗) = ∇Xs⊗ s∗ + s⊗∇E∗

X s∗

and

(∇E∗
X s∗)(s) = X(s∗(s))− s∗(∇Xs).

Of course this last formula follows from our insistence that covariant differenti-
ation commutes with contraction:

X(s∗(s)) =

(∇XC(s⊗ e∗)) = C(∇E⊗E∗
X (s⊗ s∗))

= C
(
∇Xs⊗ s∗ + s⊗∇E∗

X s∗
)

= s∗(∇Xs) + (∇E∗
X s∗)(s)

where C denotes the contraction s ⊗ α 7→ α(s). All this works like the tensor
derivation extension procedure discussed previously.

Now the bundle E⊗E∗ → M is naturally isomorphic to End(E) and by this
isomorphism we get a connection on End(E).

(∇XA)(s) = ∇X(A(s))−A(∇Xs)

Indeed, since c : s⊗A 7→ A(s) is a contraction we must have

∇X(A(s)) = c (∇Xs⊗A + s⊗∇XA)
= A(∇Xs) + (∇XA)(s)

15.4 Parallel Transport

Once again let E → M be a vector bundle with a connection given by a system

of connection forms {
α

A}α. Suppose we are given a curve c : I → M together
with a section along c; that is a map σ : I → E such that the following diagram
commutes:

E
σ

↗ ↓
I

c→ M

Motivation: If c is an integral curve of a field X then we have

(∇Xs)(c(t)) = (X(c(t)).sa(c(t)) + (Aa
r |c(t) Xc(t))sr(c(t)))εa(c(t))

= (ċ(t).sa(t))εa(t) + (Aa
r |c(t) ċ(t))sr(t)εa(t)
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where we have abbreviated sa(t) := sa(c(t)) and εa(t) := εa(c(t)). As a special
case of covariant differentiation along a map we have

∇∂t
σ := (

d

dt
σa(t))εa(t) + (Aa

r |c(t) ċ(t))σr(t)εa(t)

Simple schematic of parallel transport

Now on to the important notion of parallel transport.

Definition 15.7 Let c : [a, b] → M be a smooth curve. A section σ along c is
said to be parallel along c if

∇σ

dt
(t) := (∇∂tσ)(t) = 0 for all t ∈ [a, b].

Similarly, a section σ ∈ Γ(M, E) is said to be parallel if ∇Xσ = 0 for all
X ∈ X(M).

Exercise 15.5 Show that if t 7→ X(t) is a curve in Ep then we can consider X
a vector field along the constant map p : t 7→ p and then ∇∂tX(t) = X ′(t) ∈ Ep.

Exercise 15.6 Show that σ ∈ Γ(M,E) is a parallel section if and only if X ◦ c
is parallel along c for every curve c : I → M

Exercise 15.7 Show that for f : I → R and σ : I → M is a section of E along
c then ∇∂t(fσ) = df

dtσ + f∇∂tσ.

Exercise 15.8 Show that if σ : I → U ⊂ M where U is the domain of a
local frame field {ε1, ..., εk} then σ(t) =

∑k
i=1 σi(t)εi(c(t)). Write out the local

expression in this frame field for ∇vσ where v = vjεj.



358 CHAPTER 15. CONNECTIONS AND COVARIANT DERIVATIVES

Theorem 15.3 Given a smooth curve c : [a, b] → M and numbers t0 ∈ [a, b]
with c(t0) = p and vector v ∈ Ep there is a unique parallel section σc along c
such that σc(t0) = v.

Proof. In local coordinates this reduces to a first order initial value problem
that may be shown to have a unique smooth solution. Thus if the image of the
curve lies completely inside a coordinate chart then we have the result. The
general result follows from patching these together. This is exactly what we do
below when we generalize to piecewise smooth curves so we will leave this last
part of the proof to the skeptical reader.

Under the conditions of this last theorem the value σc(t) is a vector in the
fiber Ec(t) and is called the parallel transport or parallel translation of v
along c from c(t0) to c(t). Let us denote this by P (c)t

t0v. Next we suppose that
c : [a, b] → M is a (continuous) piecewise smooth curve. Thus we may find
a monotonic sequence t0, t1, ...tj = t such that ci := c|[ti−1,ti]

(or c|[ti,ti−1]
) is

smooth1. In this case we define

P (c)t
t0 := P (c)t

tj−1
◦ · · · ◦ P (c)t1

t0

Now given v ∈ Ec(t0) as before, the obvious sequence of initial value problems
gives a unique piecewise smooth section σc along c such that σc(t0) = v and the
solution must clearly be P (c)t

t0v (why?).

Exercise 15.9 P (c)t
t0 : Ec(t0) → Ec(t) is a linear isomorphism for all t with

inverse P (c)t0
t and the map t 7→ σc(t) = P (c)t

t0v is a section along c that is
smooth wherever c is smooth.

We may approach the covariant derivative from the direction of parallel
transport. Indeed some authors given an axiomatic definition of parallel trans-
port, prove its existence and then use it to define covariant derivative. For us
it will suffice to have the following theorem:

Theorem 15.4 For any smooth section σ of E defined along a smooth curve
c : I → M . Then we have

(∇∂tσ)(t) = lim
ε→0

P (c)t
t+εσ(t + ε)− σ(t)

ε

Proof. Let e1, ...., ek be a basis of Ec(t0) for some fixed t0 ∈ I. Let εi(t) :=
P (c)t

t0ei. Then ∇∂tεi(t) ≡ 0 and σ(t) =
∑

σi(t)ei(t). Then

lim
ε→0

P (c)t
t+εσ(t + ε)− σ(t)

ε

= lim
ε→0

σi(t + ε)P (c)t
t+εεi(t + ε)− σ(t)

ε

= lim
ε→0

σi(t + ε)εi(t)− σi(t)ei(t)
ε

=
∑ dσi

dt
(t)εi(t).

1It may be that t < t0 .
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On the other hand

(∇∂tσ)(t) = ∇∂t(σ
i(t)εi(t))

=
∑ dσi

dt
(t)εi(t) +

∑
σi(t)∇∂tεi(t)

=
∑ dσi

dt
(t)εi(t).

Exercise 15.10 Let ∇ be a connection on E → M and let α : [a, b] → M and
β : [a, b] → Eα(t0). If X(t) := P (α)t

t0(β(t)) then

(∇∂tX) (t) = P (α)t
t0(β

′(t))

Note: β′(t) ∈ Eα(t0) for all t.

An important fact about covariant derivatives is that they don’t need to
commute. If σ : M → E is a section and X ∈ X(M) then ∇Xσ is a section
also and so we may take it’s covariant derivative ∇Y∇Xσ with respect to some
Y ∈ X(M). In general, ∇Y∇Xσ 6= ∇X∇Y σ and this fact has an underlying
geometric interpretation which we will explore later. A measure of this lack of
commutativity is the curvature operator that is defined for a pair X,Y ∈
X(M) to be the map F (X, Y ) : Γ(E) → Γ(E) defined by

F (X, Y )σ := ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ.

i.e.
F (X, Y )σ :=[∇X ,∇Y ]σ −∇[X,Y ]σ

Theorem 15.5 For fixed σ the map (X, Y ) 7→ F (X,Y )σ is C∞(M) bilinear
and antisymmetric.
F (X,Y ) : Γ(E) → Γ(E) is a C∞(M) module homomorphism; that is it is linear
over the smooth functions:

F (X, Y )(fσ) = fF (X, Y )(σ)

Proof. We leave the proof of the first part as an easy exercise. For the
second part we just calculate:

F (X, Y )(fσ) = ∇X∇Y fσ −∇Y∇Xfσ −∇[X,Y ]fσ

= ∇X(f∇Y σ + (Y f)σ)−∇Y (f∇Xσ + (Xf)σ)
− f∇[X,Y ]σ − ([X,Y ]f)σ
= f∇X∇Y σ + (Xf)∇Y σ + (Y f)∇Xσ + X(Y f)
− f∇Y∇Xσ − (Y f)∇Xσ − (Xf)∇Y σ − Y (Xf)
− f∇[X,Y ]σ − ([X,Y ]f)σ
= f [∇X ,∇Y ]− f∇[X,Y ]σ = fF (X,Y )σ
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Thus we also have F as a map F : X(M) × X(M) → Γ(M, End(E)). But
then since R is tensorial in the first two slot and antisymmetric we also may
think in the following terms

F ∈ Γ(M, End(E)⊗ ∧2M)
or

F ∈ Γ(M, E ⊗ E∗ ⊗ ∧2M).

In the current circumstance it is harmless to identify E ⊗ E∗ ⊗ ∧2M with
∧2M⊗E⊗E∗ the second one seems natural too although when translating into
matrix notation the first is more consistent.

We will have many occasions to consider differentiation along maps and so
we should also look at the curvature operator for sections along maps:

Let f : N → M be a smooth map and σ a section of E → M along f . For
U, V ∈ X(N) we define a map F f (U, V ) : Γf (E) → Γf (E) by

F f (U, V )X := ∇U∇V X −∇V∇UX −∇[U,V ]X

for all X ∈ Γf (E).
Notice that if X ∈ Γ(E) then X ◦f ∈ Γf (E) and if U ∈ X(N) then Tf ◦U ∈

Γf (TM) := Xf (M) is a vector field along f . Now as a matter of notation we
let F (Tf ◦U, Tf ◦V )X denote the map p 7→ F (Tf ·Up, T f ·Vp)Xp which makes
sense because the curvature is tensorial. Thus F (Tf ◦ U, Tf ◦ V ) X ∈ Γf (E).
Then we have the following useful fact:

Proposition 15.3 Let X ∈ Γf (E) and U, V ∈ X(N). Then

F f (U, V )X = F (Tf ◦ U, Tf ◦ V )X.

Proof. Exercise!

15.5 The case of the tangent bundle: Linear
connections

A connection on the tangent bundle TM of a smooth manifold M is called a
linear connection (or affine connection; especially in older literature) on M . A
natural linear connection can be given in terms of connection forms but in this
case one often sees the concept of Christoffel symbols. This is just another way
of presenting the connection forms and so the following is a bit redundant.

Definition 15.8 A system of Christoffel symbols on a smooth manifold M
(modeled on M) is an assignment of a differentiable map

Γα : ψα(Uα) → L(M, M;M)
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to every admissible chart Uα, ψα such that if Uα, ψα and Uβ , ψβ are two such
charts with Uα ∩ Uβ 6= ∅, then for all p ∈ Uα ∩ Uβ

D(ψβ ◦ ψ−1
α ) · Γα(x)

= D2(ψβ ◦ ψ−1
α ) + Γβ(y) ◦ (D(ψβ ◦ ψ−1

α )×D(ψβ ◦ ψ−1
α ))

where y = ψβ(p) and x = ψα(p). For finite dimensional manifolds with ψα =
(x1, ..., xn) and ψβ = (y1, ..., yn) this last condition reads

∂yr

∂xk
(x)Γk

ij(x) =
∂2yr

∂xi∂xj
(x) + Γ̄r

pq(y(x))
∂yp

∂xi
(x)

∂yq

∂xj
(x)

where Γk
ij(x) are the components of Γα(x) and Γ̄r

pq the components of Γβ(y(x)) =
Γβ(ψβ ◦ ψ−1

α (x)) with respect to the standard basis of L(Rn,Rn;Rn).

Proposition 15.4 Given a system of Christoffel symbols on a smooth manifold
M there is a unique natural covariant derivative ( a linear connection) ∇ on M
such that the local expression (∇XY )U of ∇XY with respect to a chart (U, x)
is given by DYU (x) ·XU (x) + ΓU (x)(XU (x), YU (x)) for x ∈ x(U). Conversely,
a natural covariant derivative determines a system of Christoffel symbols.

Proof. The proof of this is not significantly different from the proof of
15.1.Let a system of Christoffel symbols be given. Now for any open set U ⊂ M
we may let {Ua, xa}a be any family of charts such that

⋃
a Ua = U . Given vector

fields X, Y ∈ X(U) we define

sX,Y (Ua) := ∇Ua

rU
Ua

X
rU
Ua

Y

to have principal representation

(∇XY )Uα
= DYUα ·XUα ·+ΓUα(XUα , YUα).

One should check that the transformation law in the definition of a system of
Christoffel symbols implies that DYUα · XUα · +ΓUα(XUα , YUα) transforms as
the principal local representative of a vector. It is straightforward to check that
the change of chart formula for Christoffel symbols implies that

rUa

Ua∩Ub
sX,Y (Ua) = sX,Y (Ua ∩ Ub) = rUb

Ua∩Ub
sX,Y (Ua)

and so by there is a unique section

∇XY ∈ X(U)

such that
rU
Ua
∇XY = sX,Y (Ua)

The verification that this defines a natural covariant derivative is now a straight-
forward (but tedious) verification of (1)-(5) in the definition of a natural covari-
ant derivative.
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For the converse, suppose that ∇ is a natural covariant derivative on M . Define
the Christoffel symbol for a chart Ua, ψα to be in the following way. For fields
X and Y one may define Θ(XUα , YUα) := (∇XY )Uα

−DYUα ·XUα and then use
the properties (1)-(5) to show that Θ(XUα

, YUα
)(x) depends only on the values

of XUα and YUα at the point x. Thus there is a function Γ : Uα → L(M, M; M)
such that Θ(XUα

, YUα
)(x) = Γ(x)(XUα

(x), YUα
(x)). We wish to show that this

defines a system of Christoffel symbols. But this is just an application of the
chain rule.

In finite dimensions and using traditional notation

∇XY =
(

∂Y k

∂xj
Xj + Γk

ijX
iY j

)
∂

∂xk
.

where X = Xj ∂
∂xj and Y = Y j ∂

∂xj . In particular,

∇ ∂

∂xi

∂

∂xj
= Γk

ij

∂

∂xk
.

Let ∇ be a natural covariant derivative on E → M . It is a consequence of
proposition 6.5 that for each X ∈ X(U) there is a unique tensor derivation ∇X

on Tr
s(U) such that ∇X commutes with contraction and coincides with the given

covariant derivative on X(U) (also denoted ∇X) and with LXf on C∞(U).
To describe the covariant derivative on tensors more explicitly consider Υ ∈

T0
1 with a 1-form Since we have the contraction Y ⊗ ω 7→ C(Y ⊗ ω) = ω(Y ) we

should have

∇XΥ(Y ) = ∇XC(Y ⊗ ω)
= C(∇X(Y ⊗ ω))
= C(∇XY ⊗ ω + Y ⊗∇Xω)
= ω(∇XY ) + (∇Xω)(Y )

and so we should define (∇Xω)(Y ) := ∇X(ω(Y )) − ω(∇XY ). More generally,
if Υ ∈ Tr

s then

(∇XΥ)(Y1, ..., Ys) = ∇X(Υ(ω1, ..., ωr, Y1, ..., Ys))−
r∑

j=1

Υ(ω1, .∇Xωj , .., ωr, Y1, ...)

(15.1)

−
s∑

i=1

Υ(ω1, ..., ωr, Y1, ...,∇XYi, ...) (15.2)

Definition 15.9 The covariant differential of a tensor field Υ ∈ Tk
l is denoted

by ∇Υ is defined to be the element of Tk
l+1 such that if Υ ∈ Tk

l then

∇Υ(ω1, ..., ω1, X, Y1, ..., Ys) := ∇XΥ(ω1, ..., ω1, Y1, ..., Ys)

For any fixed frame field E1, ..., En we denote the components of ∇Υ by
∇iΥi1...ir

j1...js
.
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Remark 15.1 We have place the new variable at the beginning as suggested by
our notation ∇iΥi1

j1...js
for the for the components of ∇Υ but in opposition to the

equally common Υi1
j1...js;i. This has the advantage of meshing well with exterior

differentiation , making the statement of theorem 15.6 as simple as possible.

The reader is asked in problem 1 to show that T (X, Y ) := ∇XY − ∇Y X
defines a tensor and so T (Xp, Yp) is well defined for Xp, Yp ∈ TpM .

Definition 15.10 Let ∇ be a connection on M and let T (X,Y ) := ∇XY −
∇Y X. Then T is called the torsion tensor of ∇. If T is identically zero then
we say that the connection ∇ is torsion free.

15.5.1 Comparing the differential operators

On a smooth manifold we have the Lie derivative LX : Tr
s(M) → Tr

s(M) and
the exterior derivative d : Ωk(M) → Ωk+1(M) and in case we have a torsion
free covariant derivative ∇ then that makes three differential operators which
we would like to compare. To this end we restrict attention to purely covariant
tensor fields T0

s(M).
The extended map ∇ξ : T0

s(M) → T0
s(M) respects the subspace consisting

of alternating tensors and so we have a map

∇ξ : Lk
alt(M) → Lk

alt(M)

which combine to give a degree preserving map

∇ξ : Lalt(M) → Lalt(M)

or in other notation
∇ξ : Ω(M) → Ω(M).

It is also easily seen that not only do we have ∇ξ(α⊗ β) = ∇ξα⊗ β + α⊗∇ξβ
but also

∇ξ(α ∧ β) = ∇ξα ∧ β + α ∧∇ξβ

Now as soon as one realizes that ∇ω ∈ Ωk(M)C∞ ⊗ Ω1(M) instead of
Ωk+1(M) we search for a way to fix things. By antisymmetrizing we get a
map Ωk(M) → Ωk+1(M) which turns out to be none other than our old friend
the exterior derivative as will be shown below.

On a smooth manifold we have the Lie derivative LX : Tr
s(M) → Tr

s(M) and
the exterior derivative d : Ωk(M) → Ωk+1(M) and in case we have a torsion
free covariant derivative ∇ then that makes three differential operators which
we would like to compare. To this end we restrict attention to purely covariant
tensor fields T0

s(M).
The extended map ∇ξ : T0

s(M) → T0
s(M) respects the subspace consisting

of alternating tensors and so we have a map

∇ξ : Lk
alt(M) → Lk

alt(M)
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which combine to give a degree preserving map

∇ξ : Lalt(M) → Lalt(M)

or in other notation

∇ξ : Ω(M) → Ω(M).

It is also easily seen that not only do we have ∇ξ(α⊗ β) = ∇ξα⊗ β + α⊗∇ξβ
but also

∇ξ(α ∧ β) = ∇ξα ∧ β + α ∧∇ξβ

Now as soon as one realizes that ∇ω ∈ Ωk(M)C∞ ⊗ Ω1(M) instead of
Ωk+1(M) we search for a way to fix things. By antisymmetrizing we get a
map Ωk(M) → Ωk+1(M) which turns out to be none other than our old friend
the exterior derivative as will be shown below.

Now recall 15.1. There is a similar formula for the Lie derivative:

(LXS)(Y1, ..., Ys) = X(S(Y1, ..., Ys))−
s∑

i=1

S(Y1, ..., Yi−1,LXYi, Yi+1, ..., Ys).

(15.3)
On the other hand, if ∇ is torsion free so that LXYi = [X, Yi] = ∇XYi −∇YiX
then we obtain the

Proposition 15.5 For a torsion free connection we have

(LXS)(Y1, ..., Ys) = (∇XS)(Y1, ..., Ys) +
s∑

i=1

S(Y1, ..., Yi−1,∇YiX, Yi+1, ..., Ys).

(15.4)

Theorem 15.6 If ∇ is a torsion free covariant derivative on M then

d = k!Alt ◦ ∇

or in other words, if ω ∈ Ωk(M) then

dω(X0, X1, ..., Xk) =
k∑

i=0

(−1)i(∇Xiω)(X0, ..., X̂i, ..., Xk)

Proof. Note that Alt◦∇ω(X0, X1, ..., Xk) = 1
k!

∑k
i=0(−1)i(∇Xiω)(X0, ..., X̂i, ..., Xk).
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The proof is now just a computation

dω(X0, X1, ..., Xk) =
k∑

i=0

(−1)iXi(ω(X0, ..., X̂i, ..., Xk))

+
∑

1≤r<s≤k

(−1)r+sω([Xr, Xs], X0, ..., X̂r, ..., X̂s, ..., Xk)

=
k∑

i=0

(−1)iXi(ω(X0, ..., X̂i, ..., Xk))

+
∑

1≤r<s≤k

(−1)r+sω(∇XrXs −∇XrXs, X0, ..., X̂r, ..., X̂s, ..., Xk)

k∑

i=0

(−1)iXi(ω(X0, ..., X̂i, ..., Xk))

+
∑

1≤r<s≤k

(−1)r+1ω(X0, ..., X̂r, ...,∇XrXs, ..., Xk)

−
∑

1≤r<s≤k

(−1)sω(X0, ...,∇XsXr, ..., X̂s, ..., Xk)

=
k∑

i=0

(−1)i∇Xiω(X0, ..., X̂i, ..., Xk) (by using 15.1)

15.5.2 Higher covariant derivatives

Now let us suppose that we have a connection ∇Ei on every vector bundle
Ei → M in some family {Ei}i∈I . We then also have the connections ∇E∗i

induced on the duals E∗
i → M . By demanding a product formula be satisfied

as usual we can form a related family of connections on all bundles formed
from tensor products of the bundles in the family {Ei, E

∗
i }i∈I . In this situation

it might be convenient to denote any and all of these connections by a single
symbol as long as the context makes confusion unlikely. In particular we have
the following common situation: By the definition of a connection we have that
X 7→ ∇E

Xσ is C∞(M) linear and so ∇Eσ is an section of the bundle T ∗M ⊗E.
We can use the Levi-Civita connection ∇ on M together with ∇E to define a
connection on E⊗T ∗M . To get a clear picture of this connection we first notice
that a section ξ of the bundle E ⊗ T ∗M can be written locally in terms of a
local frame field {θi} on T ∗M and a local frame field {ei} on E. Namely, we
may write ξ = ξi

jei ⊗ θj . Then the connection ∇E⊗T∗M on E ⊗ T ∗M is defined
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so that a product rule holds:

∇E⊗T∗M
X ξ = ∇E

X

(
ξi
jei

)⊗ θj + ξi
jei ⊗∇Xθj

=
(
Xξi

jei + ξi
j∇E

Xei

)⊗ θj + ξi
jei ⊗∇Xθj

=
(
Xξr

l er + erA
r
i (X)ξi

l

)⊗ θl − ωj
l (X)θl ⊗ ξr

j er

=
(
Xξr

l + Ar
i (X)ξi

l − ωj
l (X)ξr

j

)
er ⊗ θl

Now let ξ = ∇Eσ for a given σ ∈ Γ(E). The map X 7→ ∇E⊗T∗M
X (∇Eσ)

is C∞(M) linear and ∇E⊗T∗M (∇Eσ) is an element of Γ (E ⊗ T ∗M ⊗ T ∗M)
which can again be given the obvious connection. The process continues and
denoting all the connections by the same symbol we may consider the k−th
covariant derivative ∇kσ ∈ Γ(E ⊗ T ∗M⊗k) for each σ ∈ Γ(E).

It is sometimes convenient to change viewpoints just slightly and define the
covariant derivative operators ∇X1,X2,...,Xk

: Γ(E) → Γ(E). The definition
is given inductively as

∇X1,X2σ := ∇X1∇X2σ −∇∇X1X2σ

∇X1,...,Xk
σ := ∇X1 (∇X2,X3,...,Xk

σ)
−∇∇X1X2,X3,...,Xk

− ...−∇X2,X3,...,∇X1Xk

Then we have following convenient formula which is true by definition:

∇(k)σ(X1, ..., Xk) = ∇X1,...,Xk
σ

Warning. ∇∂ι∇∂j τ is a section of E but not the same section as ∇∂ι∂j τ
since in general

∇∂ι∇∂j τ 6= ∇∂i∇∂j σ −∇∇∂i
∂j σ

Now we have that

∇X1,X2σ −∇X2,X1σ = ∇X1∇X2σ −∇∇X1X2σ −
(∇X2∇X1σ −∇∇X2X1σ

)

= ∇X1∇X2σ −∇X2∇X1σ −∇(∇X1X2−∇X2X1)σ

= F (X1, X2)σ −∇T (X1,X2)σ

so if ∇ (the connection on he base M) is torsion free then we recover the
curvature

∇X1,X2σ −∇X2,X1σ = F (X1, X2)σ

One thing that is quite important to realize is that F depends only on the
connection on E while the operators ∇X1,X2 involve a torsion free connection
on the tangent bundle TM .

Clearly there must be some kind of cancellation in the above formula for
curvature. This leads naturally to the notion of “exterior covariant derivative”.
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15.5.3 Exterior covariant derivative

The exterior covariant derivative essentially antisymmetrizes the higher covari-
ant derivatives just defined in such a way that the dependence on the auxiliary
torsion free linear connection on the base cancel out. Of course this means
that there must be a definition that does not involve this connection on the
base at all. We give the definitions below but first we point out a little more
algebraic structure. We can give the space of E−valued forms Ω(M, E) the
structure of a (Ω(M), Ω(M))− “bi-module” over C∞(M). This means that
we define a product ∧ : Ω(M) × Ω(M,E) → Ω(M, E) and another product
∧ : Ω(M,E)× Ω(M) → Ω(M,E) which are compatible in the sense that

(α ∧ ω) ∧ β = α ∧ (ω ∧ β)

for ω ∈ Ω(M,E) and α ∈ Ω(M). These products are defined by extending
linearly the rules

α ∧ (σ ⊗ ω) := σ ⊗ α ∧ ω for σ ∈ Γ(E), α, ω ∈ Ω(M)
(σ ⊗ ω) ∧ α := σ ⊗ ω ∧ α for σ ∈ Γ(E), α, ω ∈ Ω(M)

α ∧ σ = σ ∧ α = σ ⊗ α for α ∈ Ω(M) and σ ∈ Γ(E)

for. It follows that

α ∧ ω = (−1)klω ∧ α for α ∈ Ωk(M) and ω ∈ Ωl(M, E)

In the situation where σ ∈ Γ(E) := Ω0(M, E) and ω ∈ Ω(M) all three of the
following conventional equalities:

σω = σ ∧ ω = σ ⊗ ω (special case)

The proof of the following theorem is analogous the proof of the existence of
the exterior derivative

Theorem 15.7 Given a connection ∇E on a vector bundle π : E → M , there
exists a unique operator dE : Ω(M, E) → Ω(M, E) such that

(i) dE(Ωk(M, E)) ⊂ Ωk+1(M, E)
(ii) For α ∈ Ωk(M) and ω ∈ Ωl(M, E) we have

dE(α ∧ ω) = dα ∧ ω + (−1)kα ∧ dEω.

dE(ω ∧ α) = dEω ∧ α + (−1)lω ∧ dα

(iii) dEα = dα for α ∈ Ω(M)

(iv) dEσ = ∇Eσ for σ ∈ Γ(E)
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In particular, if α ∈ Ωk(M) and σ ∈ Ω0(M, E) = Γ(E) we have

dE(σ ⊗ α) = dEσ ∧ α + σ ⊗ dα.

It can be shown that we have the following formula:

dω(X0, ..., Xk) =
∑

0≤i≤k

(−1)i∇E
Xi

(ω(X0, ..., X̂i, ..., Xk))

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, ..., X̂i, ..., X̂j , ..., Xk).

Definition 15.11 The operator whose existence is given by the pervious theo-
rem is called the exterior covariant derivative.

Remark 15.2 In the literature it seems that it isn’t always appreciated that
there is a difference between

(
dE

)k and
(∇E

)k. The higher derivative given by(
dE

)k are not appropriate for defining k − th order Sobolev spaces since as we
shall see

(
dE

)2 is zero for any flat connection and
(
dE

)3 = 0 is always true
(Bianchi identity).

If ∇TM is a torsion free covariant derivative on M and ∇E is a connection
on the vector bundle E → M then as before we get a covariant derivative ∇ on
all the bundles E ⊗∧kT ∗M and as for the ordinary exterior derivative we have
the formula

dE = k!Alt ◦ ∇
or in other words, if ω ∈ Ωk(M, E) then

dω(X0, X1, ..., Xk) =
k∑

i=0

(−1)i(∇Xiω)(X0, ..., X̂i, ..., Xk)

Lets look at the local expressions with respect to a moving frame. In doing
so we will rediscover and generalize the local expression obtained above. Let
{ei} be a frame field for E on U ⊂ M . Then locally, for ω ∈ Ωk(M,E) we may
write

ω = ei ⊗ ωi

where ωi ∈ Ωk(M, E) and σi ∈ Ω0(M, E) = Γ(E). We have

dEω = dE
(
ei ⊗ ωi

)
= ei ⊗ dωi + dEei ∧ ωi

= ej ⊗ dωj + Aj
iej ∧ ωi

= ej ⊗ dωj + ej ⊗Aj
i ∧ ωi

= ej ⊗
(
dωj + Aj

i ∧ ωi
)

.
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Thus the “k + 1−form coefficients” of dEω with respect to the frame {σj} are
given by dωj + Aj

i ∧ ωi. Notice that if k = 0 and we write s = ei ⊗ si then we
get

dEs = dE
(
ei ⊗ si

)

= ej ⊗
(
dsj + Aj

is
i
)

and if we apply this to X we get

dEs = ∇E
Xs = ej

(
Xsj + Aj

i (X)si
)

(∇E
Xs

)j
= Xsj + Aj

i (X)si

which is our earlier formula. As before, it is quite convenient to employ matrix
notation. If eU = (e1, ..., er) is the frame over U written as a row vector and
ωU = (ω1, ..., ωr)t is the column vector of k−form coefficients then dEeU =
eUAU and the above calculation looks quite nice:

dE (eUωU ) = eUdωU + dEeU ∧ ωU

= eU (dωU + AU ∧ ωU )

Now there is another module structure we should bring out. We identify
End(E)⊗∧kTM with E⊗E∗⊗∧kT ∗M . The space Ω(M, End(E)) is an algebra
over C∞(M) where the multiplication is according to (L1 ⊗ ω1) ∧ (L2 ⊗ ω2) =
(L1 ◦ L2)⊗ω1∧ω2. Now Ω(M,E) is a module over this algebra because we can
multiply as follows

(L⊗ α) ∧ (σ ⊗ β) = Lσ ⊗ (α ∧ β)

To understand what is going on a little better lets consider how the action
of Ω(M, End(E)) on Ω(M,E) comes about from a slightly different point of
view. We can identify Ω(M, End(E)) with Ω(M,E ⊗ E∗) and then the action
of Ω(M,E ⊗ E∗) on Ω(M, E) is given by tensoring and then contracting: For
α, β ∈ Ω(M), s, σ ∈ Γ(E) and s∗ ∈ Γ(E) we have

(s⊗ s∗ ⊗ α) ∧ (σ ⊗ β) := C(s⊗ s∗ ⊗ σ ⊗ (α ∧ β))
= s∗(σ)s⊗ (α ∧ β)

Now from ∇E get related connections on E∗, E ⊗ E∗and E ⊗ E∗ ⊗ E. The
connection on E ⊗ E∗ is also a connection on End(E). Of course we have

∇End(E)⊗E
X (L⊗ σ)

= (∇End(E)
X L)⊗ σ + L⊗∇E

Xσ

and after contraction

∇E
X (L(σ))

= (∇End(E)
X L)(σ) + L(∇E

Xσ)
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The connections on End(E) and End(E) ⊗ E gives corresponding exterior
covariant derivative operators

dEnd(E) : Ωk(M, End(E)) → Ωk+1(M, End(E))
and

dEnd(E)⊗E : Ωk(M, End(E)⊗ E) → Ωk+1(M, End(E)⊗ E)

Let C denote the contraction A ⊗ σ 7→ A(σ). For α ∈ Ωk(M), β ∈ Ω(M),
s ∈ Γ(E) and s∗ ∈ Γ(E) we have ∇E

X(L(σ)) = ∇E
XC(L ⊗ σ) = C(∇End(E)

X L ⊗
σ + L⊗∇E

Xσ) = (∇End(E)
X L)(σ) + L(∇E

Xσ). But by definition X 7→ L(∇E
Xσ) is

just L ∧∇Eσ. Using this we have

dE((A⊗ α) ∧ (σ ⊗ β)) := dE(A(σ)⊗ (α ∧ β))

= ∇E(A(σ)) ∧ (α ∧ β)
+ A(σ)⊗ d (α ∧ β)

= (−1)k
(
α ∧∇E(A(σ)) ∧ β

)
+ A(σ)⊗ d (α ∧ β)

= (−1)k
(
α ∧ {∇End(E)A ∧ σ + A ∧∇Eσ} ∧ β

)

+ A(σ)⊗ d (α ∧ β) + A(σ)⊗ dα ∧ β + (−1)kA(σ)⊗ α ∧ dβ

= (∇End(E)A) ∧ α ∧ σ ∧ β + (−1)kA ∧ α ∧ (∇Eσ) ∧ β

+ A(σ)⊗ dα ∧ β + (−1)kA(σ)⊗ α ∧ dβ

= (∇End(E)A ∧ α + A⊗ dα) ∧ (σ ⊗ β)

+ (−1)k (A⊗ α) ∧ (∇Eσ ∧ β + σ ⊗ dβ)

= (∇End(E)A ∧ α + A⊗ dα) ∧ (σ ⊗ β)

+ (−1)k (A⊗ α) ∧ (∇Eσ ∧ β + σ ⊗ dβ)

= dEnd(E)(A⊗ α) ∧ (σ ⊗ β) + (−1)k (A⊗ α) ∧ dE (σ ⊗ β)

By linearity we conclude that for Φ ∈ Ωk(M, End(E)) and ω ∈ Ω(M,E) we
have

dE(Φ ∧ ω) = dEnd(E)Φ ∧ ω + (−1)kΦ ∧ dEω

Proposition 15.6 The map Ωk(M,E) → Ωk+2(M, E) given by dE ◦ dE given
the action of the curvature 2-form of ∇E.

Proof. Let us check the case where k = 0 first:
(
dE ◦ dEσ

)
(X1, X2) =

(
2!Alt ◦ ∇E ◦Alt ◦ ∇Eσ

)
(X1, X2)

=
(
2!Alt ◦ ∇E∇Eσ

)
(X1, X2)

= ∇X1,X2σ −DX2,X1σ = F (X1, X2)σ
= (F ∧ σ)(X1, X2)
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where the last equality is a trivial consequence of the definition of the action of
.Ω2(M, End(E)) on Ω0(M, E).

Now more generally we just check dE ◦ dE on elements of the form σ ⊗ θ :

dE ◦ dEω = dE ◦ dE(σ ⊗ θ)

= dE
(
dEσ ∧ θ + σ ⊗ dθ

)

=
(
dEdEσ

) ∧ θ − dEσ ∧ dθ + dEσ ∧ dθ + 0
= (F ∧ σ) ∧ θ = F ∧ (σ ∧ θ)

Lets take a look at what things look like in a local frame field. As before
restrict to an open set U on which eU = (e1, ..., er) and then we write a typical
element s ∈ Ωk(M, E) as s = eUωU where ωU = (ω1, ..., ωr)t is a column vector
of smooth k−forms

dEdEs = dEdE (eUωU ) = dE
(
eUdωU + dEeU ∧ ωU

)

= dE (eU (dωU + AU ∧ ωU ))

= dEeU ∧ (dωU + AU ∧ ωU )

+ eU ∧ dE (dωU + AU ∧ ωU )
= eUA ∧ (dωU + AU ∧ ωU )

+ eU ∧ dE (dωU + AU ∧ ωU )
= eUAU ∧ (dωU + AU ∧ ωU )
+ eU ∧ dAU ∧ ωU − eU ∧AU ∧ dωU

= eUdAU ∧ ωU + eUAU ∧AU ∧ ωU

= eU (dAU + AU ∧AU ) ∧ ωU

The matrix dAU + AU ∧AU represents a section of End(E)U ⊗∧2TU . In fact,
we will now check that these local sections paste together to give a global section
of End(E) ⊗ ∧2TM , i.e., and element of Ω2(M, End(E)) which is clearly the
curvature form: F : (X, Y ) 7→ F (X, Y ) ∈ Γ(End(E)). Let FU = dAU +AU∧AU

and let FV = dAV +AV ∧AV be corresponding form for a different moving frame
eU := eV g where g : U ∩ V → Gl(Fr), r = rank(E). What we need to verify
this is the transformation law

FV = g−1FUg
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Recall that AV = g−1AUg + g−1dg. Using d
(
g−1

)
= −g−1dgg−1 we have

FV = dAV + AV ∧AV

= d
(
g−1AUg + g−1dg

)

+
(
g−1AUg + g−1dg

) ∧ (
g−1AUg + g−1dg

)

= d
(
g−1

)
AUg + g−1dAUg − g−1AUdg

g−1AU ∧AUg + g−1dgg−1AUg+

g−1AUdg + g−1dg ∧ g−1dg

= g−1dAUg + g−1AU ∧AUg = g−1FUg.

where we have used g−1dg ∧ g−1dg = d(g−1g) = 0.

15.6 Problem Set

1. Let M have a linear connection ∇ and let T (X, Y ) := ∇XY −∇Y X. Show
that T is tensorial (C∞(M)−bilinear). The resulting tensor is called the
torsion tensor for the connection.

Second order differential equations and sprays

2. A second order differential equation on a smooth manifold M is a vector
field on TM , that is a section X of the bundle TTM (second tangent
bundle) such that every integral curve α of X is the velocity curve of
its projection on M . In other words, α = γ̇ where γ := πTM ◦ α. A
solution curve γ : I → M for a second order differential equation X is, by
definition, a curve with α̈(t) = X(α̇(t)) for all τ ∈ I.

In case M = Rn show that this concept corresponds to the usual systems
of equations of the form

y′ = v

v′ = f(y, v)

which is the reduction to a first order system of the second order equa-
tion y′′ = f(y, y′). What is the vector field on TRn = Rn × Rn which
corresponds to this system?

Notation: For a second order differential equation X the maximal integral
curve through v ∈ TM will be denoted by αv and its projection will be
denoted by γv := πTM ◦ α.

3. A spray on M is a second order differential equation, that is, a section X
of TTM as in the previous problem, such that for v ∈ TM and s ∈ R,
a number t ∈ R belongs to the domain of γsv if and only if st belongs to
the domain of γv and in this case

γsv(t) = γv(st)
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Show that there is an infinite number of sprays on any smooth manifold
M .

Hint: (1) Show that a vector field X ∈ X(TM) is a spray if and only if
Tπ ◦X = idTM where π = πTM :

TTM
X ↗ ↓

TM
idT M→ TM

(2) Show that X ∈ X(TM) is a spray if and only if for any s ∈ R and any
v ∈ TM

Xsv = Tµs(sXv)

where µs : v 7→ sv is the multiplication map.

(3) Show the existence of a spray on an open ball in a Euclidean space.

(4) Show that X1 and X2 both satisfies one of the two characterizations
of a spray above then so does any convex combination of X1 and X2.

4. Show that if one has a linear connection on M then there is a spray whose
solutions are the geodesics of the connection.

5. Show that given a spray on a manifold there is a (not unique) linear
connection ∇on the manifold such that γ : I → M is a solution curve of
the spray if and only if

(∇γ̇(t)γ̇
)
(t) = 0 for all t ∈ I. Note: γ is called a

geodesic for the linear connection or the spray. Does the stipulation that
the connection be torsion free force uniqueness?

6. Let X be a spray on M . Equivalently, we may start with a linear connec-
tion on M which induces a spay. Show that the set OX := {v ∈ TM :
γv(1) is defined} is an open neighborhood of the zero section of TM .
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Chapter 16

Riemannian and
semi-Riemannian Geometry

The most beautiful thing we can experience is the mysterious. It is the source of all

true art and science.

-Albert Einstein

Geometry has a long history indeed and hold a central position in math-
ematics but also in philosophy both ancient and modern and also in physics.
In fact, we might safely find the origin of geometry in the physical universe
itself and the fact ever mobile creature must be able to some kind of implicit
understanding of geometry. Knowledge of geometry remained largely implicitly
even in the human understanding until the intellectual pursuits of the ancient
Greeks introduced geometry as a specific and self conscious discipline. One of
the earliest figures associated with geometry is the Greek philosopher Thales,
born circa 600 BC in Miletus, Asia Minor. He is said to be the founder of
philosophy, one of the Seven Wise Men of Greece. Even more famous, at least
among mathematicians, is Pythagoras who was instructed in the teachings of
Thales. Pythagoras was the founder of religious sect which put mathematics,
especially number and geometry, in a central and sacred position. According to
the Pythagoreans, the world itself was as bottom nothing but number and pro-
portion. This ontology may seem ridiculous at first glance but modern physics
tells a story that is almost exclusively mathematical. Of course, these days we
have a deeper appreciation for the role of experimentation and measurement.
Philosophers have also become more sensitive to the ways in which our embod-
iment in the world and our use of metaphor and other tropes influences and
constrains our mathematical understanding.

The theorem of Pythagoras relating the sides of right triangles is familiar to
every student of mathematics and is of interest in differential geometry (more
specifically Riemannian geometry) since the theorem fails to hold in the pres-
ence of curvature. Curvature is defined any time one has a connection but the
curvature appropriate to semi-Riemannian geometry is of a very special sort

375
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since it arises completely out of the metric structure on the manifold. Thus
curvature is truly connected to what we might loosely call the shape of the
manifold.

The next historical figure we mention is Euclid (300 BC), also a Greek, who
changed the rules of the game by introducing the notions of axiom and proof.
Euclid’s axioms are also called postulates. The lasting influence on mathematics
of Euclid’s approach goes without saying but the axiomatic approach to geo-
metric knowledge has also always been a paradigmatic example for philosophy.
Theories of a priori knowledge and apodeictic knowledge seem to have Euclid’s
axiomatics in the background. Euclid’s major work is a 13 volume treatise
called Elements. A large portion of what is found in this treatise is the ax-
iomatic geometry of planar figures which roughly corresponds to what has been
taught in secondary school for many years. What stands out for our purposes
is Euclid’s fifth axiom. The point is that exactly the same geometries for which
the Pythagorean theorem fails are also geometries for which this fifth postulate
fails to hold. In modern terms the postulates are equivalent to the following:

1. For every point P and every point Q 6= P there exists a unique line that
passes through P and Q.

2. For every pair of segments AB and CD there exists a unique point E
such that B is between A and E and segment CD is congruent to segment BE.

3. For every point O and every point A 6= O there exists a circle with center
O and radius OA.

4. All right angles are congruent to each other.
5. For every line ` and for every point P that is not on ` there exists a

unique line m through P that is parallel to `.
Of course, “parallel” is a term that must be defined. One possible definition

(the one we use) is that two lines are parallel if they do not intersect.
It was originally thought on the basis of intuition that the fifth postulate

was a necessary truth and perhaps a logical necessity following from the other 4
postulates. The geometry of a sphere has geodesics as lines (great circles in this
case). By identifying antipodal points we get projective space where the lines are
the projective great circles. This geometry satisfies the first four axioms above
but the fifth does not hold when we make the most useful definition for what
it means to be parallel. In fact, on a sphere we find that given a geodesic, and
a point not on the geodesic there are no parallel lines since all lines (geodesics)
must intersect. After projectivization we get a geometry for which the first
four postulates hold but the fifth does not. Thus the fifth cannot be a logical
consequence of the first four.

It was Rene Descartes that made geometry susceptible to study via the real
number system through the introduction of the modern notion of coordinate
system and it is to this origin that the notion of a differentiable manifold can
be traced. Of course, Descartes did not define the notion of a differentiable
manifold. That task was left to Gauss, Riemann and Whitney. Descartes did
make the first systematic connection between the real numbers and the geom-
etry of the line, the plane, and 3-dimensional space. Once the introduction of
Descartes’ coordinates made many theorems of geometry become significantly
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easier to prove. In fact, it is said that Descartes was annoyed axiomatic ge-
ometry because to much tedious work was required obtain results. Modern
differential geometry carries on this tradition by framing everything in the set-
ting of differentiable manifolds where one can always avail oneself of various
coordinates.

At first it was not clear that there should be a distinction between the purely
differential topological notion of a manifold (such as the plane) which does not
include the notion of distance, and the notion of the Riemannian manifold (the
rigid plane being an example). A (semi-) Riemannian manifold comes with
notions of distance, volume, curvature and so on, all of which are born out of
the fundamental tensor called the metric tensor. Today we clearly distinguish
between the notions of topological, differential topological and the more rigid
notion of (semi-) Riemannian manifold even though it is difficult to achieve a
mental representation of even a plane or surface without imposing a metric in
imagination. I usually think of a purely differential topological version of, say, a
plane or sphere as a wobbling shape shifting surface with the correct topology.
Thus the picture is actually of a family of manifolds with various metrics. This
is only a mental trick but it is important in (semi-) Riemannian geometry to
keep the distinction between a (semi-) Riemannian manifold (defined below)
and the underlying differentiable manifold. For example, one may ask questions
like ‘given a specific differentiable manifold M , what type of metric with what
possible curvatures can be imposed on M?’.

The distinction between a Riemannian manifold and the more inclusive no-
tion of a semi-Riemannian manifold is born out of the distinction between a
merely nondegenerate symmetric, bilinear form and that of a positive definite,
symmetric bilinear form. One special class of semi-Riemannian manifolds called
the Lorentz manifold make their appearance in the highly differential geomet-
ric theory of gravitation know as Einstein’s general theory of relativity. After
an exposition of the basics of general semi-Riemannian geometry we will study
separately the special cases of Riemannian geometry and Lorentz geometry.

16.1 Metric Tensors

We start out again considering some linear algebra that we wish to globalize.
Thus the vector space V that we discuss next should be thought of as tangent
space or the fiber of a some vector bundle.

Definition 16.1 A scalar product on a (real) finite dimensional vector space
V is a nondegenerate symmetric bilinear form g : V × V → R . The scalar
product is called

1. positive (resp. negative) definite if g(v, v) ≥ 0 (resp. g(v, v) ≤ 0) for all
v ∈ V and g(v, v) = 0 =⇒ v = 0.

2. positive (resp. negative) semidefinite if g(v, v) ≥ 0 (resp.g(v, v) ≤ 0) for
all v ∈ V.
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Nondegenerate means that the map g : V → V∗ given by v 7→ g(v, .) is a
linear isomorphism or equivalently, if g(v, w) = 0 for all w ∈ V implies that
v = 0.

Definition 16.2 A scalar product space is a pair (V, g) where V is a vector
space and g is a scalar product. In case the scalar product is positive definite
we shall also refer to it as an inner product and the pair (V, g) as an inner
product space.

Definition 16.3 The index of a symmetric bilinear g form on V is the largest
subspace W ⊂ V such that the restriction g|W is negative definite.

Given a basis F = (f1, ..., fn) for V we may form the matrix [g]F which has
as ij-th entry gij := g(fi, fj). This is the matrix that represents g with respect
to the basis F . So if v = F [v]F =

∑n
i=1 vifi, w = F [w]F =

∑n
i=1 wifi then

g(v, w) = [v]F [g]F [w]F = gijv
iwj .

It is a standard fact from linear algebra that if g is a scalar product then there
exists a basis e1, ..., en for V such that the matrix representative of g with respect
to this basis is a diagonal matrix diag(−1, ..., 1) with ones or minus ones along
the diagonal and we may arrange for the minus ones come first. Such a basis
is called an orthonormal basis for (V, g). The number of minus ones appearing
is the index ind(g) and so is independent of the orthonormal basis chosen. We
sometimes denote the index by the Greek letter ν. It is easy to see that the
index ind(g) is zero if and only if g positive semidefinite. Thus if e1, ..., en is an
orthonormal basis for (V, g) then g(ei, ej) = εiδij where εi = g(ei, ei) = ±1are
the entries of the diagonal matrix the first ind(g) of which are equal to −1 and
the remaining are equal to 1. Let us refer to the list of ±1 given by (ε1, ...., εn)
as the signature.

Remark 16.1 The convention of putting the minus signs first is not universal
and in fact we reserve the right to change the convention to a positive first
convention but ample warning will be given. The negative signs first convention
is popular in relativity theory but the reverse is usual in quantum field theory.
It makes no physical difference in the final analysis as long as one is consistent
but it can be confusing when comparing references from the literature.

Another difference between the theory of positive definite scalar products
and indefinite scalar products is the appearance of the εi from the signature in
formulas that would be familiar in the positive definite case. For example we
have the following:

Proposition 16.1 Let e1, ..., en be an orthonormal basis for (V, g). For any
v ∈ (V, g) we have a unique expansion given by v =

∑
i εi〈v, ei〉ei.

Proof. The usual proof works. One just has to notice the appearance of
the εi.
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Definition 16.4 If v ∈ V then let |v| denote the nonnegative number |g(v, v)|1/2

and call this the (absolute or positive) length of v. Some authors call g(v, v) or
g(v, v)1/2 the length which would make it possible for the length to be complex
valued. We will avoid this.

Definition 16.5 Let (V, g) be a scalar product space. We say that v and w are
mutually orthogonal if and only if g(v, w) = 0. Furthermore, given two subspaces
W1 and W2 of V we say that W1 is orthogonal to W2 and write W1 ⊥ W2 if
and only if every element of W1 is orthogonal to every element of W2.

Since in general g is not necessarily positive definite or negative definite it
may be that there are elements that are orthogonal to themselves.

Definition 16.6 Given a subspace W of a scaler product space V we define the
orthogonal complement as W⊥ = {v ∈ V : g(v, w) = 0 for all w ∈ W}.

We always have dim(W) + dim(W⊥) = dim(V) but unless g is definite we
may not have W ∩W⊥ = ∅. Of course by nondegeneracy we will always have
V ⊥ = 0.

Definition 16.7 A subspace W of a scaler product space (V, g) is called non-
degenerate if g|W is nondegenerate.

Lemma 16.1 A subspace W ⊂ (V, g) is nondegenerate if and only if V =
W ⊕W⊥ (inner direct sum).

Proof. Easy exercise in linear algebra.
Just as for inner product spaces we call a linear isomorphism I : V1, g1 →

V2, g2 from one scalar product space to another to an isometry if g1(v, w) =
g2(Iv, Iw). It is not hard to show that if such an isometry exists then g1 and
g2 have the same index and signature.

16.1.1 Musical Operators and the Star Operator

If we have a scalar product g on a finite dimensional vector space V then there
is a natural way to induce a scalar product on the various tensor spaces T r

s (V)
and on the Grassmann algebra. The best way to explain is by way of some
examples.

First consider V∗. Since g is nondegenerate there is a linear isomorphism
map g[ : V → V∗ defined by

g[(v)(w) = g(v, w).

Denote the inverse by g] : V∗ → V. We force this to be an isometry by defining
the scalar product on V∗ to be

g∗(α, β) = g(g](α), g](β)).
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Under this prescription, the dual basis e1, ..., en corresponding to an orthonormal
basis e1, ..., en for V will also be orthonormal. The signature (and hence the
index) of g∗ and g are the same.

Next consider T 1
1 (V) = V⊗V∗. We define the scalar product of two simple

tensors v1 ⊗ α1 and v2 ⊗ α2 ∈ V ⊗V∗ by

g1
1(v1 ⊗ α1, v2 ⊗ α2) = g(v1, v2)g∗(α1, α2).

One can then see that for orthonormal dual bases e1, ..., en and e1, ..., en we have
that

{ei ⊗ ej}1≤i,j≤n

is an orthonormal basis for T 1
1 (V), g1

1. In general one defines gr
s so that the

natural basis for T r
s (V) formed from the orthonormal basis {e1, ..., en} (and its

dual {e1, ..., en}), will also be orthonormal.

Notation 16.1 In order to reduce notational clutter let us reserve the option
to denote all these scalar products coming from g by the same letter g or, even
more conveniently, by 〈., .〉.

Exercise 16.1 Show that under the natural identification of V⊗V∗ with L(V,V)
the scalar product of linear transformations A and B is given by 〈A, B〉 =
trace(AtB).

The maps g[ and g], and their extensions defined below are called musical
isomorphisms . The first one, g[, is called the flatting operator. The effect of this
operator is sometime called “index lowering” for reasons which will become clear.
The isomorphism g] is called the sharping operator and its effect is called“index
raising”. Next we see how to extend the maps g[ and g] to maps on tensors. We
give two ways of defining the extensions. In either case, what we want to define
is maps (g[)i

↓ : T r
s (V) → T r−1

s+1 (V) and (g])↑j : T r
s (V) → T r+1

s−1 (V)
where 0 ≤ i ≤ r and 0 ≤ j ≤ s. It is enough to give the definition for simple
tensors:

(g[)i
↓(w1 ⊗ · · · ⊗ wr ⊗ ω1 ⊗ · · · ⊗ ωs)

:= w1 ⊗ · · · ⊗ ŵi ⊗ · · ·wr ⊗ g[(wi)⊗ ω1 ⊗ · · · ⊗ ωs

and

(g])↑j (w1 ⊗ · · · ⊗ wr ⊗ ω1 ⊗ · · · ⊗ ωs)

:= w1 ⊗ · · · ⊗ wr ⊗ g](ωj)⊗ ω1 ⊗ · · · ⊗ ω̂j ⊗ · · · ⊗ ωs.

This definition is extended to all of T r
s (V) by linearity. For our second, equiva-

lent definition let Υ ∈ T r
s (V). Then

((g[)i
↓Υ)(α1, ..., αr−1; v1, ..., vs+1)

:= Υ(α1, ..., αr−1, g[(v1); v2, ..., vs+1)
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and similarly

((g])↑jΥ)(α1, ..., αr+1; v1, ..., vs−1)

:= Υ(α1, ..., αr, g](αr+1); v2, ..., vs+1)

Lets us see what this looks like by viewing the components. Let f1, ..., fn be an
arbitrary basis of V and let f1, ..., fn be the dual basis for V∗. Let gij := g(fi, fj)
and gij = g∗(f i, f j). The reader should check that

∑
k gikgkj = δi

j . Now let
τ ∈ T r

s (V) and write

τ = τ i1,..,ir

j1,...,js
fi1 ⊗ · · · ⊗ fir ⊗ f j1 ⊗ · · · ⊗ f js .

Define

τ i1,...,irj

j1,...,jb−1,
bk,jb...,js−1

:= τ i1,...,ir j
j1,...,jj−1 jb+1...,js−1

:=
∑
m

bkmτ i1,..,ir

j1,...,jb−1,m,jb...,js−1

then

(g])↑aτ = τ i1,...,irja

j1,...,ja−1,
bja,ja+1...,js−1

fi1 ⊗ · · · ⊗ fir ⊗ fja ⊗ f j1 ⊗ · · · ⊗ f js−1 .

Thus the (g])↑a visually seems to raise an index out of a-th place and puts it up
in the last place above. Similarly, the component version of lowering (g[)a

↓ takes

τ i1,..,ir

j1,...,js

and produces
τ i1,..,bia,...ir

iaj1,...,js
= τ i1,.., ,...ir

ia j1,...,js
.

How and why would one do this so called index raising and lowering? What
motivates the choice of the slots? In practice one applies this type changing
only in specific well motivated situations and the choice of slot placement is at
least partially conventional. We will comment further when we actually apply
these operators. One thing that is useful to know is that if we raise all the
lower indices and lower all the upper ones on a tensor then we can “completely
contract” against another tensor of the original type with the result being the
scalar product. For example, let τ =

∑
τijf

i⊗ f j and χ =
∑

χijf
i⊗ f j . Then

letting the components of (g])↑1 ◦ (g])↑1(χ) by χij we have

χij = gikgjlχkl

and
〈χ, τ〉 =

∑
χijτ

ij .

In general, unless otherwise indicated, we will preform repeated index raising
by raising from the first slot (g])↑1 ◦· · ·◦(g])↑1 and similarly for repeated lowering
(g[)1↓ ◦ · · · ◦ (g[)1↓. For example,

Aijkl 7→ Ai
jkl = giaAajkl 7→ Aij

kl = giagjbAabkl
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Exercise 16.2 Verify the above claim directly from the definition of 〈χ, τ〉.

Even though elements of Lk
alt(V) ∼= ∧k(V∗) can be thought of as tensors of

type (0, k) that just happen to be anti-symmetric, it is better in most cases to
give a scalar product to this space in such a way that the basis

{ei1 ∧ · · · ∧ eik}i1<...<ik
= {e~I}

is orthonormal if e1, ..., en is orthonormal. Now given any k-form α = a~Ie
~I

where e
~I = ei1 ∧ · · · ∧ eik with i1 < ... < ik as explained earlier, we can also

write α = 1
k!aIe

I and then as a tensor

α =
1
k!

aIe
I

=
1
k!

ai1...ik
ei1 ⊗ · · · ⊗ eik .

Thus if α = a~Ie
~I α and β = b~Ie

~I are k-forms considered as covariant tensor
fields we have

〈α, β〉 =
1

(k!)2
ai1...ik

bi1...ik

= aIb
I

But when α = a~Ie
~I α and β = b~Ie

~I are viewed as k-forms then we must have

〈α, β〉 = a~Ib
~I

=
1
k!

aIb
I

so the two definitions are different by a factor of k!. The reason for the dis-
crepancy might be traced to our normalization when we defined the exterior
product. If we had defined the exterior product as Alt(α ⊗ β) we would not
have this problem. Of course the cost would be that some other formulas would
become cluttered. The definition for forms can be written succinctly in terms
of 1−forms as

〈α1 ∧ α2 ∧ · · · ∧ αk, β1 ∧ β2 ∧ · · · ∧ βk〉
= det(〈αi, βj〉)

where the αi and βi are 1-forms.

Definition 16.8 We define the scalar product on
∧k V∗ ∼= Lk

alt(V) by first
using the above formula for wedge products of 1-forms and then we extending
(bi)linearly to all of

∧k V∗. We can also extend to the whole Grassmann algebra∧
V∗ =

⊕ ∧k V∗ by declaring forms of different degree to be orthogonal. We
also have the obvious similar definition for

∧k V and
∧

V.
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We would now like to exhibit the definition of the very useful star operator.
This will be a map from

∧k V∗ to
∧n−k V∗ for each k, 1 ≤ k ≤ n where

n = dim(M). First of all if we have an orthonormal basis e1, ...., en for V∗ then
e1 ∧ · · · ∧ en ∈ ∧n V∗. But

∧n V∗ is one dimensional and if ` : V∗ → V∗ is
any isometry of V∗ then `e1 ∧ · · · ∧ `en = ±e1 ∧ · · · ∧ en. In particular, for any
permutation σ of the letters {1, 2, ..., n} we have e1∧· · ·∧en = sgn(σ)eσ1∧· · ·∧
eσn.

For a given E∗ = {e1, ..., en} for V∗ (with dual basis for orthonormal basis
E = {e1, ..., en}) us denote e1 ∧ · · · ∧ en by ε(E∗). Then we have

〈ε(E∗), ε(E∗)〉 = ε1ε2 · · · εn = ±1

and the only elements ω of
∧n V∗ with 〈ω, ω〉 = ±1 are ε(E∗) and −ε(E∗). Given

a fixed orthonormal basis E∗ = {e1, ..., en}, all other orthonormal bases B∗ bases
for V∗ fall into two classes. Namely, those for which ε(B∗) = ε(E∗) and those for
which ε(B∗) = −ε(E∗). Each of these two top forms ±ε(E∗) is called a metric
volume element for V∗, g∗ = 〈, 〉. A choice of orthonormal basis determines one
of these two volume elements and provides an orientation for V∗. On the other
hand, we have seen that any nonzero top form ω determines an orientation. If
we have an orientation given by a top form ω then E = {e1, ..., en} determines
the same orientation if and only if ω(e1, ..., en) > 0.

Definition 16.9 Let an orientation be chosen on V∗ and let E∗ = {e1, ..., en}
be an oriented orthonormal frame so that vol := ε(E∗) is the corresponding
volume element. Then if F = {f1, ..., fn} is a basis for V with dual basis F∗ =
{f1, ..., fn} then

vol =
√
|det(gij)|f1 ∧ · · · ∧ fn

where gij = 〈fi, fj〉.
Proof. Let ei = ai

jf
j then

εiδ
ij = ±δij = 〈ei, ej〉 = 〈ai

kfk, aj
mfm〉

= ai
kaj

m〈fk, fm〉 = ai
kaj

mgkm

so that ±1 = det(ai
k)2 det(gkm) = (det(ai

k))2(det(gij))−1 and so
√
|det(gij)| = det(ai

k).

On the other hand,

vol := ε(E∗) = e1 ∧ · · · ∧ en

= a1
k1

fk1 ∧ · · · ∧ an
k1

fk1 = det(ai
k)f1 ∧ · · · ∧ fn

and the result follows.
Fix an orientation and let E∗ = {e1, ..., en} be an orthonormal basis in

that orientation class. Then we have chosen one of the two volume forms, say
vol = ε(E∗). Now we define ∗ :

∧k V∗ → ∧n−k V∗ by first giving the definition
on basis elements and then extending by linearity.
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Definition 16.10 Let V∗ be oriented and let {e1, ..., en} be a positively oriented
orthonormal basis. Let σ be a permutation of (1, 2, ..., n). On the basis elements
eσ(1) ∧ · · · ∧ eσ(k) for

∧k V∗ define

∗(eσ(1) ∧ · · · ∧ eσ(k)) = εσ1εσ2 · · · εσk
sgn(σ)eσ(k+1) ∧ · · · ∧ eσ(n).

In other words,

∗(ei1 ∧ · · · ∧ eik) = ±(εi1εi2 · · · εik
)ej1 ∧ · · · ∧ ejn−k

where we take the + sign if and only if ei1∧· · ·∧eik∧ej1∧· · ·∧ejn−k = e1∧· · ·∧en.

Remark 16.2 In case the scalar product is positive definite ε1 = ε2 · · · = εn =
1 and so the formulas are a bit less cluttered.

We may develop a formula for the star operator in terms of an arbitrary
basis.

Lemma 16.2 For α, β ∈ ∧k V∗ we have

〈α, β〉vol = α ∧ ∗β
Proof. It is enough to check this on typical basis elements ei1 ∧ · · · ∧ eik

and em1 ∧ · · · ∧ emk . We have

(em1 ∧ · · · ∧ emk) ∧ ∗(ei1 ∧ · · · ∧ eik) (16.1)

= em1 ∧ · · · ∧ emk ∧ (±ej1 ∧ · · · ∧ ejn−k)

This latter expression is zero unless {m1, ..., mk} ∪ {j1, ..., jn−k} = {1, 2, ..., n}
or in other words, unless {i1, ..., ik} = {m1, ..., mk}. But this is also true for

〈em1 ∧ · · · ∧ emk , ei1 ∧ · · · ∧ eik〉 vol . (16.2)

On the other hand if {i1, ..., ik} = {m1, ...,mk} then both 16.1 and 16.2 give
± vol. So the lemma is proved up to a sign. We leave it to the reader to show
that the definitions are such that the signs match.

Proposition 16.2 The following identities hold for the star operator:
1) ∗1 = vol
2) ∗vol = (−1)ind(g)

3) ∗ ∗ α = (−1)ind(g)(−1)k(n−k)α for α ∈ ∧k V∗.

Proof. (1) and (2) follow directly from the definitions. For (3) we must first
compute ∗(ejk+1 ∧ · · · ∧ ejn). We must have ∗(ejk+1 ∧ · · · ∧ ejn) = cej1 ∧ · · · ∧ ejk

for some constant c. On the other hand,

cε1ε2 · · · εn vol = 〈ejk+1 ∧ · · · ∧ ejn , cej1 ∧ · · · ∧ ejk〉
= 〈ejk+1 ∧ · · · ∧ ejn , ∗(ejk+1 ∧ · · · ∧ ejn)〉
= εjk+1 · · · εjnsgn(jk+1 · · · jn, j1 · · · jk)ejk+1 ∧ · · · ∧ ejn ∧ ej1 ∧ · · · ∧ ejk

εjk+1 · · · εjnsgn(jk+1 · · · jn, j1 · · · jk) vol

= (−1)k(n−k)εjk+1 · · · εjn vol
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so that c = εjk+1 · · · εjn(−1)k(n−k). Using this we have, for any permutation
J = (j1, ..., jn),

∗ ∗ (ej1 ∧ · · · ∧ ejk) = ∗εj1εj2 · · · εjk
sgn(J)ejk+1 ∧ · · · ∧ ejn

= εj1εj2 · · · εjk
εjk+1 · · · εjn

sgn(J)ej1 ∧ · · · ∧ ejk

= (−1)ind(g)(−1)k(n−k)ej1 ∧ · · · ∧ ejk

which implies the result.

16.2 Riemannian and semi-Riemannian Metrics

Consider a regular submanifold M of a Euclidean space, say Rn. Since we iden-
tify TpM as a subspace of TpRn ∼= Rn and the notion of length of tangent
vectors makes sense on Rn it also makes sense for vectors in TpM. In fact, if
Xp, Yp ∈ TpM and c1, c2 are some curves with ċ1(0) = Xp, ċ2(0) = Yp then
c1 and c2 are also a curves in Rn. Thus we have an inner product defined
gp(Xp, Yp) = 〈Xp, Yp〉. For a manifold that is not given as submanifold of some
Rn we must have an inner product assigned to each tangent space as part of an
extra structure. The assignment of a nondegenerate symmetric bilinear form
gp ∈ TpM for every p in a smooth way defines a tensor field g ∈ X0

2(M) on M
called metric tensor.

Definition 16.11 If g ∈ X0
2(M) is nondegenerate, symmetric and positive def-

inite at every tangent space we call g a Riemannian metric (tensor). If g is
a Riemannian metric then we call the pair M, g a Riemannian manifold .

The Riemannian manifold as we have defined it is the notion that best
generalizes to manifolds the metric notions from surfaces such as arc length of
a curve, area (or volume), curvature and so on. But because of the structure of
spacetime as expressed by general relativity we need to allow the metric to be
indefinite. In this case, some nonzero vectors v might have zero or negative self
scalar product 〈v, v〉.

Recall that the index ν = ind(g) of a bilinear form is the number of negative
ones appearing in the signature (−1, ...1).

Definition 16.12 If g ∈ X0
2(M) is symmetric nondegenerate and has con-

stant index on M then we call g a semi-Riemannian metric and M, g a semi-
Riemannian manifold or pseudo-Riemannian manifold. The index is
called the index of M, g and denoted ind(M). The signature is also constant
and so the manifold has a signature also. If the index of a semi-Riemannian
manifold (with dim(M) ≥ 2) is (−1,+1, +1 + 1, ...) (or according to some con-
ventions (1,−1,−1− 1, ...)) then the manifold is called a Lorentz manifold .
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The simplest family of semi-Riemannian manifolds are the spaces Rn−v,v

which are the Euclidean spaces Rn endowed with the scalar products given by

〈x, y〉ν = −
ν∑

i=1

xiyi +
n∑

i=ν+1

xiyi.

Since ordinary Euclidean geometry does not use indefinite scalar products we
shall call the spaces Rν,n−ν semi-Euclidean spaces when the index ν is not
zero. If we write just Rn then either we are not concerned with a scalar product
at all or the scalar product is assumed to be the usual inner product (ν = 0).Thus
a Riemannian metric is just the special case of index 0. Analogous to the
groups SO(n), O(n) and Euc(n) are we have, associated to Rν,n−ν , the groups
SO(ν, n − ν), O(ν, n − ν) (generalizing the Lorentz group) and Euc(ν, n − ν)
(generalizing the Poincaré group):

O(ν, n− ν) = {Q ∈ End(Rν,n−ν) : 〈Qx,Qy〉ν = 〈x, y〉ν for all x, y ∈ Rν,n−ν}
SO(ν, n− ν) = {Q ∈ O(ν, n− ν) : det Q = ±1 (preserves a choice of orientation)

Euc(ν, n− ν) = {L : L(x) = Qx + x0 for some Q ∈ O(ν, n− ν) and x0 ∈ Rν,n−ν

The group Euc(ν, n−ν) is the group of semi-Euclidean motions and we have the
expected homogeneous space isomorphism Rν,n−ν = Euc(ν, n− ν)/O(ν, n− ν).
To be consistent we should denote this homogeneous space by Eν,n−ν .

Remark 16.3 (Notation) We will usually write 〈Xp, Yp〉 or g(Xp, Yp) in place
of g(p)(Xp, Xp). Also, just as for any tensor field we define the function 〈X,Y 〉
that, for a pair of vector fields X and Y , is given by 〈X, Y 〉(p) = 〈Xp, Yp〉.

In local coordinates (x1, ..., xn) on U ⊂ M we have that g|U =
∑

gijdxi⊗dxj

where gij = 〈 ∂
∂xi ,

∂
∂xj 〉. Thus if X =

∑
Xi ∂

∂xi and Y =
∑

Y i ∂
∂xi on U then

〈X, Y 〉 =
∑

gijX
iY i (16.3)

Remark 16.4 The expression 〈X, Y 〉 =
∑

gijX
iY i means that for all p ∈ U

we have 〈X(p), Y (p)〉 =
∑

gij(p)Xi(p)Y i(p) where as we know that functions
Xi and Y i are given by Xi = dxi(X) and Y i = dxi(Y ).

The definitions we gave for volume element, star operator and the musical
isomorphisms are all defined on each tangent space TpM of a semi-Riemannian
manifold and the concepts globalize to the whole of TM accordingly. We have

1. Let M be oriented. The volume element induced by the metric tensor g
is defined to be the n−form vol such that volp is the metric volume form
on TpM matching the orientation. If (U, x) is a chart on M then we have

volU =
√
|det(gij)|f1 ∧ · · · ∧ fn
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If f is a smooth function we may integrate f over M by using the volume
form: ∫

M

f vol

The volume of a domain D ⊂ M is defined as

vol(D) := {
∫

M

fvol : supp(f) ⊂ D and 0 ≤ f ≤ 1}

2. The musical isomorphisms are defined in the obvious way from the iso-
morphisms on each tangent space.

((g])↑aτ)(p) := (g](p))↑aτ(p)(
(g[)a

↓τ
)
(p) = (g[(p))a

↓τ(p)

If we choose a local frame field Fi and its dual F i on U ⊂ M then in terms
of the components of a tensor τ and the metric tensor with respect to this
frame we have

(g])↑aτ U = τ i1,...,irja

j1,...,ja−1,
bja,ja+1...,js−1

Fi1 ⊗ · · · ⊗Fir ⊗Fja ⊗F j1 ⊗ · · · ⊗F js−1 .

where

τ i1,...,irj

j1,...,jb−1,
bk,jb...,js−1

(p)

= τ i1,...,ir j
j1,...,jj−1 jb+1...,js−1

(p) :=
∑
m

gjm(p)τ i1,..,ir

j1,...,jb−1,m,jb...,js−1
(p).

A similar formula holds for (g[)a
↓τ and we often suppress the dependence

on the point p and the reference to the domain U .

3. Once again assume that M is oriented with metric volume form vol.
The star operator gives two types of maps which are both denoted by
∗. Namely, the bundle maps ∗ :

∧k
T ∗M → ∧n−k

T ∗M which has the ob-
vious definition in terms of the star operators on each fiber and the maps
on forms ∗ : Ωk(M) → Ωn−k(M) which is also induce in the obvious way.
The definitions are set up so that ∗ is natural with respect to restriction
and so that for any oriented orthonormal frame field {E1, ..., En} with dual
{θ1, ..., θn} we have ∗(θi1∧· · ·∧θik) = ±(εi1εi2 · · · εik

)θj1∧· · ·∧θjn−k where
as before we use the + sign if and only if θi1 ∧· · ·∧θik ∧θj1 ∧· · ·∧θjn−k =
θ1 ∧ · · · ∧ θn = vol

As expected we have ∗1 = vol, ∗vol = (−1)ind(g) and ∗∗α = (−1)ind(g)(−1)k(n−k)α
for α ∈ Ωk(M).

The inner products induced by g(p) on
∧k

T ∗p M for each p combine to
give a pairing 〈., .〉 : Ωk(M) × Ωk(M) → C∞(M) with 〈α, β〉(p) :=
〈α(p), β(p)〉p = gp(α(p), β(p)). We see that 〈α, β〉vol = α ∧ ∗β.
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Now we can put an inner product on the space Ω(M) =
∑

k Ωk(M) by
letting (α|β) = 0 for α ∈ Ωk1(M) and β ∈ Ωk2(M) with k1 6= k2 and

(α|β) =
∫

M

α ∧ ∗β =
∫

M

〈α, β〉vol if α, β ∈ Ωk(M)

Definition 16.13 Let M, g and N, h be two semi-Riemannian manifolds. A
diffeomorphism Φ : M → N is called an isometry if Φ∗h = g. Thus for an
isometry Φ : M → N we have g(v, w) = h(TΦ · v, TΦ · w) for all v, w ∈ TM .
If Φ : M → N is a local diffeomorphism such that Φ∗h = g then Φ is called a
local isometry. If there is an isometry Φ : M → N then we say that M, g and
N, h are isometric.

Definition 16.14 Let M̃ and M be semi-Riemannian manifolds. If ℘ : M̃ →
M is a covering map such that ℘ is a local isometry we call ℘ : M̃ → M a
semi-Riemannian covering.

Definition 16.15 The set of all isometries of a semi-Riemannian manifold M
to itself is a group called the isometry group. It is denoted by Isom(M).

The isometry group of a generic manifold is most likely trivial but many
examples of manifolds with relatively large isometry groups are easy to find
using Lie group theory. This will be taken up at later point in the exposition.

Example 16.1 We have seen that a regular submanifold of a Euclidean space
Rn is a Riemannian manifold with the metric inherited from Rn. In particular,
the sphere Sn−1 ⊂ Rn is a Riemannian manifold. Every isometry of Sn−1 is the
restriction to Sn−1 of an isometry of Rn that fixed the origin (and consequently
fixes Sn−1).

If we have semi-Riemannian manifolds M, g and N, h then we can consider
the product manifold M ×N and the projections pr1 : M ×N → M and pr2 :
M×N → N . The tensor g × h = pr∗1g+pr∗2h provides a semi-Riemannian metric
on the manifold M1×M2 and M1×M2, pr∗1g+pr∗2h is called the semi-Riemannian
product of M, g and N, h. Let U1 × U2, (x, y) = (x1, ..., xn1 , y1, ..., yn2) be a
natural product chart where we write xi and yi instead of the more pedantic xi◦
pr1 and yi ◦pr2. We then have coordinate frame fields ∂

∂x1 , ..., ∂
∂xn1 , ∂

∂y1 , ..., ∂
∂yn2

and the components of g × h = pr∗1g+pr∗2h in this frame discovered by choosing
a point (p1, p2) ∈ U1 × U2 and then calculating. However, we will be less likely
to be misled if we temporarily return to the notation introduced earlier where



16.2. RIEMANNIAN AND SEMI-RIEMANNIAN METRICS 389

x̃i = xi ◦ pr1, ỹ
i = yi ◦ pr1 and ∂

∂exi etc. We then have

g × h(
∂

∂x̃i

∣∣∣∣
(p,q)

,
∂

∂ỹj

∣∣∣∣
(p,q)

)

= pr∗1g(
∂

∂x̃i

∣∣∣∣
(p,q)

,
∂

∂ỹj

∣∣∣∣
(p,q)

) + pr∗2h(
∂

∂x̃i

∣∣∣∣
(p,q)

,
∂

∂ỹj

∣∣∣∣
(p,q)

)

= g(Tpr1
∂

∂x̃i

∣∣∣∣
(p,q)

, Tpr1
∂

∂ỹj

∣∣∣∣
(p,q)

) + h(Tpr2
∂

∂x̃i

∣∣∣∣
(p,q)

, Tpr2
∂

∂ỹj

∣∣∣∣
(p,q)

)

= g(
∂

∂xi

∣∣∣∣
p

, 0p) + h(0q,
∂

∂yj

∣∣∣∣
q

)

= 0 + 0 = 0

and (abbreviating a bit)

g × h(
∂

∂x̃i

∣∣∣∣
(p,q)

,
∂

∂x̃j

∣∣∣∣
(p,q)

) = g(
∂

∂xi

∣∣∣∣
p

,
∂

∂xi

∣∣∣∣
p

) + h(0q, 0q)

= gij(p)

Similarly g × h( ∂
∂yi ,

∂
∂yj )(p, q) = hij(q). So with respect to the coordinates

(x1, ..., xn1 , y1, ..., yn2) the matrix of g × h is of the form
(

(gij ◦ pr1) 0
0 (hij ◦ pr2)

)
.

Forming semi-Riemannian product manifolds is but one way to get more exam-
ples of semi-Riemannian manifolds. Another way to get a variety of examples
of semi-Riemannian manifolds is via a group action by isometries (assuming one
is lucky enough to have a big supply of isometries). Let us here consider the
case of a discrete group that acts smoothly, properly, freely and by isometries.
We have already seen that if we have an action ρ : G × M → M satisfying
the first three conditions then the quotient space M/G has a unique structure
as a smooth manifold such that the projection κ : M → M/G is a covering.
Now since G acts by isometries ρ∗g〈., .〉 = 〈., .〉 for all g ∈ G. The tangent map
Tκ : TM → T (M/G) is onto and so for any v̄κ(p) ∈ Tκ(p)(M/G) there is a
vector vp ∈ TpM with Tpκ · vp = v̄κ(p). In fact there is more than one such
vector in TpM (except in the trivial case G = {e}) but if Tpκ ·vp = Tqκ ·wq then
there is a g ∈ G such that ρgp = q and Tpρgvp = wq. Conversely, if ρgp = q
then Tpκ · (Tpρgvp) = Tqκ ·wq. Now for v̄1, v̄2 ∈ TpM define h(v̄1, v̄2) = 〈v1, v2〉
where v1 and v2 are chosen so that Tκ · vi = v̄i. From our observations above
this is well defined. Indeed, if Tpκ · vi = Tqκ ·wi = v̄i then there is an isometry
ρg with ρgp = q and Tpρgvi = wi and so

〈v1, v2〉 = 〈Tpρgv1, Tpρgv2〉 = 〈w1, w2〉.
It is easy to show that x 7→ hx defined a metric on M/G with the same signature
as that of 〈., .〉 and κ∗h = 〈., .〉. In fact we will use the same notation for either
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the metric on M/G or on M which is not such an act of violence since κ is now
a local isometry.

If we have a local isometry φ : N → M then any lift φ : N → M̃ is also a
local isometry. Deck transformations are lifts of the identify map M → M and
so are diffeomorphisms which are local isometries. Thus deck transformations
are in fact, isometries. We conclude that the group of deck transformations of
a Riemannian cover is a subgroup of the group of isometries Isom(M̃).

The simplest example of this construction is Rn/Γ for some lattice Γ and
where we use the canonical Riemannian metric on Rn. In case the lattice is
isomorphic to Zn then Rn/Γ is called a flat torus of dimension n. Now each of
these tori are locally isometric but may not be globally so. To be more precise,
suppose that f1, f2, ..., fn is a basis for Rn which is not necessarily orthonormal.
Let Γf be the lattice consisting of integer linear combinations of f1, f2, ..., fn.
The question now is what if we have two such lattices Γf and Γf̄ when is Rn/Γf

isometric to Rn/Γf̄? Now it may seem that since these are clearly diffeomorphic
and since they are locally isometric then they must be (globally) isometric. But
this is not the case. We will be able to give a good reason for this shortly but
for now we let the reader puzzle over this. (DID I KEEPTHISPROMISS?)

Every smooth manifold that admits partitions of unity also admits at least
one (in fact infinitely may) Riemannian metrics. This includes all finite di-
mensional paracompact manifolds. The reason for this is that the set of all
Riemannian metric tensors is, in an appropriate sense, convex. To wit:

Proposition 16.3 Every smooth manifold that admits a smooth partition of
unity admits a Riemannian metric.

Proof. As in the proof of 16.11 above we can transfer the Euclidean metric
onto the domain Uα of any given chart via the chart map ψα. The trick is to
piece these together in a smooth way. For that we take a smooth partition of
unity Uα, ρα subordinate to a cover by charts Uα, ψα. Let gα be any metric on
Uα and define

g(p) =
∑

ρα(p)gα(p).

The sum is finite at each p ∈ M since the partition of unity is locally finite and
the functions ραgα are extended to be zero outside of the corresponding Uα.
The fact that ρα ≥ 0 and ρα > 0 at p for at least one α easily gives the result
that g positive definite is a Riemannian metric on M .

The length of a tangent vector Xp ∈ TpM in a Riemannian manifold is given
by

√
g(Xp, Xp) =

√〈Xp, Xp〉. In the case of an indefinite metric (ν > 0) we
will need a classification:

Definition 16.16 A tangent vector ν ∈ TpM to a semi-Riemannian manifold
M is called

1. spacelike if 〈ν, ν〉 > 0

2. lightlike or null if?? 〈ν, ν〉 = 0
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3. timelike if 〈ν, ν〉 < 0.

4. nonnull if ν is either timelike of spacelike.

The terms spacelike,lightlike, timelike indicate the causal character of
v.

Definition 16.17 The set of all timelike vectors TpM in is called the light
cone at p.

Definition 16.18 Let I ⊂ R be some interval. A curve c : I → M, g is called
spacelike, lightlike,timelike, or nonnull according as ċ(t) ∈ Tc(t)M is spacelike,
lightlike, timelike, or nonnull respectively for all t ∈ I.

For Lorentz spaces, that is for semi-Riemannian manifolds with index equal
to 1 and dimension greater than or equal to 2, we may also classify subspaces
into three categories:

Definition 16.19 Let M, g be a Lorentz manifold. A subspace W ⊂ TpM of
the tangents space is called

1. spacelike if g|W is positive definite,

2. time like if g|W nondegenerate with index 1,

3. lightlike if g|W is degenerate.

Theorem 16.1 A smooth manifold admits a an indefinite metric of index k if
it the tangent bundle has some rank k subbundle.

For the proof of this very plausible theorem see (add here)??
Recall that a continuous curve c : [a, b] → M into a smooth manifold is

called piecewise smooth if there exists a partition a = t0 < t1 < · · · < tk = b
such that c restricted to [ti, ti+1] is smooth for 0 ≤ i ≤ k − 1. Also, a curve
c : [a, b] → M is called regular if it has a nonzero tangent for all t ∈ [a, b].
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Definition 16.20 Let M, g be Riemannian. If c : [a, b] → M is a (piecewise
smooth) curve then the length of the curve from c(a) to c(b) is defined by

L(c) := Lc(a)→c(b)(c) :=
∫ t

a

〈ċ(t), ċ(t)〉1/2dt. (16.4)

Definition 16.21 Let M, g be semi-Riemannian. If c : [a, b] → M is a (piece-
wise smooth) timelike or spacelike curve then

Lc(a),c(b)(c) =
∫ b

a

|〈ċ(t), ċ(t)〉|1/2
dt

is called the length of the curve. For a general (piecewise smooth) curve
c : [a, b] → M , where M is a Lorentz manifold, the quantity

τc(a),c(b)(c) =
∫ b

a

〈ċ(t), ċ(t)〉1/2dt

will be called the proper time of c.

In general, if we wish to have a positive real number for a length then
in the semi-Riemannian case we need to include absolute value signs in the
definition so the proper time is just the timelike special case of a generalized
arc length defined for any smooth curve by

∫ b

a
|〈ċ(t), ċ(t)〉|1/2

dt but unless the
curve is either timelike or spacelike this arc length can have some properties that
are decidedly not like our ordinary notion of length. In particular, curve may
connect two different points and the generalized arc length might still be zero!
It becomes clear that we are not going to be able to define a metric distance
function as we soon will for the Riemannian case.
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Definition 16.22 A positive reparametrization of a piecewise smooth curve
c : I → M is a curve defined by composition c ◦ f−1 : J → M where f : I → J
is a piecewise smooth bijection that has f ′ > 0 on each subinterval [ti−1, ti] ⊂ I
where c is smooth.

Remark 16.5 (important fact) The integrals above are well defined since
c′(t) is defined except for a finite number of points in [a, b]. Also, it is important
to notice that by standard change of variable arguments a positive reparametriza-
tion c̃(u) = c(f−1(u)) where u = f(t) does not change the (generalized) length
of the curve

∫ b

a

|〈ċ(t), ċ(t)〉|1/2dt =
∫ f−1(b)

f−1(a)

|〈c̃′(u), c̃′(u)〉|1/2du.

Thus the (generalized) length of a piecewise smooth curve is a geometric property
of the curve; i.e. a semi-Riemannian invariant.

16.2.1 Electromagnetism

In this subsection we take short trip into physics. Lorentz manifolds of dimen-
sion 4 are the basis of Einstein’s General Theory of Relativity. The geometry
which is the infinitesimal model of all Lorentz manifolds and provides that back-
ground geometry for special relativity is Minkowski space. Minkowski space M4

is R1,3 acted upon by the Poincaré group. More precisely, Minkowski space is
the affine space modeled on R1,3 but we shall just take R1,3 itself and “forget”
the preferred origin and coordinates. All coordinates related to the standard
coordinate system by an element of the Poincaré group are to be put on equal
footing. The reader will recall that these special coordinate systems are re-
ferred to as (Lorentz) inertial coordinates. Each tangent space of M4 is a scalar
product space canonically isomorphic R1,3. Of course, M4 is a very special
semi-Riemannian manifold. M4 is flat (see below definition 16.31 below), sim-
ply connected and homogeneous. The Poincaré group is exactly the isometry
group of M4. We shall now gain some insight into Minkowski space by examin-
ing some of the physics that led to its discovery. Each component of the electric
field associated with an instance of electromagnetic radiation in free space sat-
isfies the wave equation ¤f = 0 where ¤ = −∂2

0 + ∂2
1 + ∂2

2 + ∂2
3 is the wave

operator). The form of this equation already suggests a connection with the
Lorentz metric on M4. In fact, the groups O(1, 3) and P = Euc(1, 3) preserve
the operator. On the other hand, things aren’t quite so simple since it is the
components of a vector that appears in the wave equation and those have their
own transformation law. Instead of pursuing this line of reasoning let us take a
look at the basic equations of electromagnetism; Maxwell’s equations1:

1Actually, this is the form of Maxwell’s equations after a certain convenient choice of units
and we are ignoring the somewhat subtle distinction between the two types of electric fields
E and D and the two types of magnetic fields B and H and also their relation in terms of
dialectic constants.
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∇ ·B = 0

∇×E +
∂B
∂t

= 0

∇ ·E = %

∇×B− ∂E
∂t

= j

Here E and B, the electric and magnetic fields are functions of space and
time. We write E = E(t,x), B = B(t,x). The notation suggests that we have
conceptually separated space and time as if we were stuck in the conceptual
framework of the Galilean spacetime. Our purpose is to slowly discover how
much better the theory becomes when we combine space and time in Minkowski
spacetime.

Before continuing we will try to say a few words about the meaning of these
equations since the readership may include a few who have not looked at these
equations in a while. The electric field E is produced by the presence of charged
particles. Under normal conditions a generic material is composed of a large
number of atoms. To simplify matters we will think of the atom as being com-
posed of just three types of particle; electrons, protons and neutrons. Protons
carry a positive charge and electrons carry a negative charge and neutrons carry
no charge. Normally, each atom will have a zero net charge since it will have an
equal number of electrons and protons. It is a testament to the relative strength
of electrical force that if a relatively small percent of the atoms in a material
a stripped from their atoms and conducted away then there will be a net pos-
itive charge. In the vicinity of the material there will be an electric field the
evidence of which is that if small “test particle” with a positive charge moves
into the vicinity of the positively charged material it will be deflected, that is,
accelerated away from what would otherwise presumably be a constant speed
straight path. Let us assume for simplicity that the charged body which has
the larger, positive charge is stationary at r0 with respect to a rigid rectangular
coordinate system which is also stationary with respect to the laboratory. We
must assume that our test particle carries is sufficiently small charge so that the
electric field that it creates contribute negligibly to the field we are trying to
detect (think of a single electron). Let the test particle be located at r. Careful
experiments show that when both charges are positive, the force experience by
the test particle is directly away from the charged body located at r0 and has
magnitude proportional to

qe/r2

where r = |r− r0| is the distance between the charged body and the test particle,
and where q and e are positive numbers which represent the amount of charge
carried by the stationary body and the test particle respectively. If the units
are chosen in an appropriate way we can say that the force F is given by

F = qe/r2 = qe
r− r0

|r− r0|3
.
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By definition, the electric field at the location r of the test particle is

E = q
r− r0

|r− r0|3
(16.5)

Now if the test particle has charge opposite to that of the source body then
one of q or e will be negative an the force is directed toward the source. The
direction of the electric field is completely determined by the sign of q and
whether q is positive or negative the correct formula for E is still equation
16.5. The test particle could have been placed anywhere in space and so the
electric field is implicitly defined at each point in space and so gives a vector
field on R3. If the charge is modeled as a smoothly distributed charge density
q which is nonzero in some region U ⊂ R3, then the total charge is given
by integration Q =

∫
U

q(t, r)dVr and the field at r is now given by E(t, r) =∫
U

q(t,y) r−y
|r−y|3 dVy. Now since the source particle is stationary at r0 the electric

field will be independent of time t. It turns out that a magnetic field is only
produced by a changing electric field which would be produced, for example, if
the source body was in motion. When charge is put into motion we have an
electric current. For example, suppose a region of space is occupied by a mist of
charged particles moving in such a way as to be essentially a fluid and so modeled
by a smooth vector field j on R3 which in general also depend on time. Of course
if the fluid of charge have velocity V(t, r) at r and the charge density is given
by ρ(t,y) then j = V(t, r)ρ(t,y). But once again we can imagine a situation
where the electric field does not depend of t. This would be the case even when
the field is created by a moving fluid of charge as long at the charge density
is constant in time. Even then, if the test particle is at rest in the laboratory
frame (coordinate system) then there will be no evidence of a magnetic field felt
by the test particle. In fact, suppose that there is a magnetic field B with an
accompanying electric field B produced by a circulating charge density. Then
the force felt by the test particle of charge e at r is F = eE+ e

cv ×B where v is
the velocity of the test particle. The test particle has to be moving to feel the
magnetic part of the field! This is strange already since even within the Galilean
framework we would have expected the laws of physics to be the same in any
inertial frame. But here we see that the magnetic field would disappear in any
frame which is moving with the charge since in that frame the charge would have
no velocity. At this point it is worth pointing out that from the point of view of
spacetime, we are not staying true to the spirit of differential geometry since a
vector field should have a geometric reality that is independent of its expression
in an coordinate system. But here it seems that the fields just are those local
representatives and so are dependent on the choice of spacetime coordinates;
they seem to have no reality independent of the choice of inertial coordinate
system. This is especially obvious for the magnetic field since a change to a new
inertial system in spacetime (Galilean at this point) can effect a disappearance
of the magnetic field. Let us ignore this problem for a while by just thinking of
time as a parameter and sticking to one coordinate system.

Our next task is to write Maxwell’s equations in terms of differential forms.
We already have a way to convert (time dependent) vector fields E and B on
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R3 into (time dependent) differential forms on R3. Namely, we use the flatting
operation with respect to the standard metric on R3. For the electric field we
have

E = Ex∂x + Ey∂y + Ez∂z 7→ E = Exdx + Eydy + Ezdz

For the magnetic field we do something a bit different. Namely, we flat and then
apply the star operator. In rectangular coordinates we have

B = Bx∂x + By∂y + Bz∂z 7→ B = Bxdy ∧ dz + Bydy ∧ dx + Bzdx ∧ dz

Now if we stick to rectangular coordinates (as we have been) the matrix of the
standard metric is just I = (δij) and so we see that the above operations do
not numerically change the components of the fields. Thus in any rectangular
coordinates we have

Ex = Ex

Ey = Ey

Ez = Ez

and similarly for the B’s. Now it is not hard to check that in the static case
where E and B are time independent the first pair of (static) Maxwell’s equations
are equivalent to

dE = 0 and dB = 0

This is pretty nice but if we put time dependent back into the picture we need
to do a couple more things to get a nice viewpoint. So assume now that E
and B and hence the forms E and B are time dependent and lets view these as
differential forms on spacetime M4 and in fact, ; let us combine E and B into a
single 2−form on M4 by letting

F = B + E ∧ dt.

Since F is a 2−form it can be written in the form F = 1
2Fµνdxµ ∧ dxν where

Fµν = −Fνµ and where the Greek indices are summed over {0, 1, 2, 3}. It is
traditional in physics to let the Greek indices run over this set and to let Latin
indices run over just the space indices {1, 2, 3, 4}. We will follow this convention
for a while. Now if we compare F = B+ E ∧ dt with 1

2Fµνdxµ ∧ dxν we see that
the Fµν ’s form a antisymmetric matrix which is none other than




0 −Ex −Ey −Ez

Ex 0 Bz −By

Ey −Bz 0 Bx

Ez By −Bx 0




Our goal now is to show that the first pair of Maxwell’s equations are equivalent
to the single differential form equation

dF = 0
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Let N be ant manifold and let M = (a, b)×N for some interval (a, b). Let the
coordinate on (a, b) be t = x0 (time). Let U, (x1, ..., xn) be a coordinate system
on M . With the usual abuse of notation (x0, x1, ..., xn) is a coordinate system on
(a, b)×N . One can easily show that the local expression dω = ∂µfµ1...µk

∧dxµ∧
dxµ1∧· · ·∧dxµk for the exterior derivative of a form ω = fµ1...µk

dxµ1∧· · ·∧dxµk

can be written as

dω =
3∑

i=1

∂iωµ1...µk
∧ dxi ∧ dxµ1 ∧ · · · ∧ dxµk (16.6)

+ ∂0ωµ1...µk
∧ dx0 ∧ dxµ1 ∧ · · · ∧ dxµk

where the µi sum over {0, 1, 2, ..., n}. Thus we may consider spatial dS part of
the exterior derivative operator d on (a, b)×S = M . To wit, we think of a given
form ω on (a, b)×S as a time dependent for on N so that dSω is exactly the first
term in the expression 16.6 above. Then we may write dω = dSω + dt ∧ ∂tω as
a compact version of the expression 16.6. The part dSω contains no dt’s. Now
we have by definition F = B + E ∧ dt on R× R3 = M4 and so

dF = dB + d(E ∧ dt)
= dSB + dt ∧ ∂tB + (dSE + dt ∧ ∂tE) ∧ dt

= dSB + (∂tB + dSE) ∧ dt.

Now the dSB is the spatial part and contains no dt’s. It follows that dF is zero
if and only if both dSB and ∂tB + dSE are zero. But unraveling the definitions
shows that the pair of equations dSB = 0 and ∂tB + dSE = 0 (which we just
showed to be equivalent to dF = 0) are Maxwell’s first two equations disguised
in a new notation so in summary we have

dF = 0 ⇐⇒ dSB = 0
∂tB + dSE = 0 ⇐⇒ ∇ ·B = 0

∇×E + ∂B
∂t = 0

Now we move on to rewrite the last pair of Maxwell’s equations where the
advantage of combining time and space together is Manifest to an even greater
degree. One thing to notice about the about what we have done so far is the
following. Suppose that the electric and magnetic fields were really all along
most properly thought of a differential forms. Then we see that the equation
dF = 0 has nothing to do with the metric on Minkowski space at all. In fact,
if φ : M4 → M4 is any diffeomorphism at all we have dF = 0 if and only if
d(φ∗F) = 0 and so the truth of the equation dF = 0 is really a differential
topological fact; a certain form is closed. The metric structure of Minkowski
space is irrelevant. The same will not be true for the second pair. Even if
we start out with the form F on spacetime it will turn out that the metric
will necessarily be implicitly in the differential forms version of the second pair
of Maxwell’s equations. In fact, what we will show is that if we use the star
operator for the Minkowski metric then the second pair can be rewritten as
the single equation ∗d ∗ F = ∗J where J is formed from j = (j1, j2, j3) and
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ρ as follows: First we form the 4−vector field J = ρ∂t + j1∂x+j2∂y + j3∂z

(called the 4−current) and then using the flatting operation we produce J =
−ρdt + j1dx + j2dy + j3dz = J0dt + J1dx + J2dy + J3dz which is the covariant
form of the 4−current. We will only outline the passage from ∗d ∗ F = ∗J
to the pair ∇ · E = % and ∇ × B − ∂E

∂t = j . Let ∗Sbe the operator one gets
by viewing differential forms on M4 as time dependent forms on R3 and then
acting by the star operator with respect to the standard metric on R3. The first
step is to verify that the pair ∇·E = % and ∇×B− ∂E

∂t = j is equivalent to the
pair ∗SdS ∗S E = % and −∂tE + ∗SdS ∗S B = j where j := j1dx + j2dy + j3dz
and B and E are as before. Next we verify that

∗F = ∗SE − ∗SB ∧ dt.

So the goal has become to get from ∗d ∗ F = ∗J to the pair ∗SdS ∗S E = % and
−∂tE + ∗SdS ∗S B = j. The following exercise finishes things off.

Exercise 16.3 Show that ∗d ∗F = −∂tE −∗SdS ∗S E ∧dt+ ∗SdS ∗S B and then
use this and what we did above to show that ∗d ∗ F = ∗J is equivalent to the
pair ∗SdS ∗S E = % and −∂tE + ∗SdS ∗S B = j.

We have arrived at the pair of equations

dF = 0
∗d ∗ F = ∗J

Now if we just think of this as a pair of equations to be satisfied by a 2−form
F where the 1−form J is given then this last version of Maxwell’s equations
make sense on any semi-Riemannian manifold. In fact, on a Lorentz manifold
that can be written as (a, b)×S = M with the twisted product metric −ds2 +

3
g

for some Riemannian metric on S then we can write our 2−form F in the form
F = B + E ∧ dt which allows us to identify the electric and magnetic fields in
their covariant form.

The central idea in relativity is that the laws of physics should take on a
simple and formally identical form when expressed in any Lorentz inertial frame.
This is sometimes called covariance. We are now going to show how to interpret
two of the four Maxwell’s equations in their original form as conservation laws
and then show that just these two conservation laws will produce the whole
set of Maxwell’s equations when combined with a simple assumption involving
covariance.

Now it is time to be clear about how we are modeling spacetime. The
fact that the Lorentz metric was part of the above procedure that unified and
simplified Maxwell’s equations suggests that the Minkowski spacetime is indeed
the physically correct model.

We now discuss conservation in the context of electromagnetism and then
show that we can arrive at the full set of 4 Maxwell’s equations in their original
form from combining the two simplest of Maxwell’s equations with an reasonable
assumption concerning Lorentz covariance.
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16.3 Levi-Civita Connection

Let M, g be a semi-Riemannian manifold and ∇ a metric connection(deffffine
this) for M . Recall that the operator T∇ : X(M) × X(M) → X(M) defined by
T (X, Y ) = ∇XY − ∇Y X − [X,Y ] is a tensor called the torsion tensor of ∇.
Combining the requirement that a connection be both a metric connection and
torsion free pins down the metric completely.

Theorem 16.2 For a given semi-Riemannian manifold M, g, there is a unique
metric connection ∇ such that its torsion is zero; T∇ ≡ 0. This unique connec-
tion is called the Levi-Civita derivative for M, g.

Proof. We will derive a formula that must be satisfied by ∇ and that can be
used to actually define ∇. Let X, Y, Z, W be arbitrary vector fields on U ⊂ M .
If ∇ exists as stated then on U we must have

X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉
Y 〈Z, X〉 = 〈∇Y Z, X〉+ 〈Z,∇Y X〉
Z〈X,Y 〉 = 〈∇ZX,Y 〉+ 〈X,∇ZY 〉.

where we have written ∇U simply as ∇. Now add the first two equations to the
third one to get

X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X,Y 〉
= 〈∇XY, Z〉+ 〈Y,∇XZ〉+ 〈∇Y Z, X〉+ 〈Z,∇Y X〉
− 〈∇ZX, Y 〉 − 〈X,∇ZY 〉.

Now if we assume the torsion zero hypothesis then this reduces to

X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X,Y 〉
= 〈Y, [X, Z]〉+ 〈X, [Y,Z]〉
− 〈Z, [X, Y ]〉+ 2〈∇XY,Z〉.

Solving we see that ∇XY must satisfy

2〈∇XY,Z〉 = X〈Y, Z〉+ Y 〈Z, X〉 − Z〈X, Y 〉
〈Z, [X, Y ]〉 − 〈Y, [X, Z]〉 − 〈X, [Y, Z]〉.

Now since knowing 〈∇XY, Z〉 for all Z is tantamount to knowing ∇XY we
conclude that if ∇ exists then it is unique. On the other hand, the patient
reader can check that if we actually define 〈∇XY, Z〉 and hence ∇XY by this
equation then all of the defining properties of a connection are satisfied and
furthermore T∇ will be zero.

It is not difficult to check that we may define a system of Christoffel symbols
for the Levi-Civita derivative by the formula

Γα(XU , YU ) := (∇XY )U −DYU ·XU
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where XU , YU and (∇XY )U are the principal representatives of X, Y and ∇XY
respectively for a given chart (U, x). Let M be a semi-Riemannian manifold of
dimension n and let U, x = (x1, ..., xn) be a chart. Then we have the formula

Γk
ij =

1
2
gkl

(
∂gjl

∂xi
+

∂gli

∂xj
− ∂gij

∂xl

)
.

where gjkgki = δi
j .

Let F : N → M be a smooth map. A vector field along F is a map
Z : N → TM such that the following diagram commutes:

TM
Z ↗ ↓π

N
F−→ M

We denote the set of all smooth vector fields along a map F by XF . Let
F : N → M be a smooth map and let the model spaces of M and N be M and
N respectively.

We shall say that a pair of charts Let (U, x) be a chart on M and let (V, u)
be a chart on N such that u(V ) ⊂ U . We shall say that such a pair of charts is
adapted to the map F .

Assume that there exists a system of Christoffel symbols on M . We may
define a covariant derivative ∇XZ of a vector field Z along F with respect to a
field X ∈ X(N) by giving its principal representation with respect to any pair of
charts adapted to F . Then ∇XZ will itself be a vector fields along F . The map
F has a local representation FV,U : V → ψ(U) defined by FV,U := x ◦ F ◦ u−1.
Similarly the principal representation Z : u(V ) → M of Z is given by Tx◦Z ◦u−1

followed by projection onto the second factor of x(U) × M. Now given any
vector field X ∈ X(N) with principal representation X : ψ(U) → N we define
the covariant derivative ∇XZ of Z with respect to X as that vector field along
F whose principal representation with respect to any arbitrary pair of charts
adapted to F is

DZ(u) · X(u) + Γ(FV,U (u))(DFV,U (u) · X(u), Z(u)).

In traditional notation if Z = Zi ∂
∂xi ◦ F and X = Xr ∂

∂ur

(∇XZ)i =
∂Zi

∂uj
Xj + Γi

jk

∂F j
V,U

∂ur
XrZk

The resulting map ∇ : X(N)× XF → X(N) has the following properties:

1. ∇ : X(N)× XF → X(N) is C∞(N) linear in the first argument.

2. For the second argument we have

∇X(fZ) = f∇XZ + X(f)Z

for all f ∈ C∞(N).
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3. If Z happens to be of the form Y ◦ F for some Y ∈ X(M) then we have

∇X(Y ◦ F )(p) = (∇TF ·X(p)Y )(F (p)).

4. (∇XZ)(p) depends only on the value of X at p ∈ N and we write (∇XZ)(p) =
∇Xp

Z.

For a curve c :: R→M and Z :: R→TM we define

∇Z

dt
:= ∇d/dtZ ∈ XF

If Z happens to be of the form Y ◦ c then we have the following alternative
notations with varying degrees of precision:

∇d/dt(Y ◦ c) = ∇ċ(t)Y = ∇d/dtY =
∇Y

dt

Exercise 16.4 Show that if α : I → M is a curve and X,Y vector fields along
α then d

dt 〈X,Y 〉 = 〈∇dtX, Y 〉+ 〈X, ∇dtY 〉.

Exercise 16.5 Show that if h : (a, b) × (c, d) → M is smooth then ∂h/∂t and
∂h/∂s are vector fields along h we have ∇∂h/∂t∂h/∂s = ∇∂h/∂s∂h/∂t. (Hint:
Use local coordinates and the fact that ∇ is torsion free).

16.4 Geodesics

In this section I will denote an interval (usually containing 0). The interval
may be closed, open or half open. I may be an infinite or “half infinite” such
as (0,∞). Recall that if I contains an endpoint then a curve γ : I → M is said
to be smooth if there is a slightly larger open interval containing I to which the
curve can be extended to a smooth curve.

Let M, g be a semi-Riemannian manifold. Suppose that γ : I → M is a
smooth curve that is self parallel in the sense that

∇γ̇ γ̇ = 0

along γ. We call γ a geodesic. More precisely, γ̇ is vector field along γ and γ
is a geodesic if γ̇ is parallel: ∇γ̇

dt (t) = 0 for all t ∈ I. If M is finite dimensional,
dim M = n,and γ(I) ⊂ U for a chart U, x = (x1, ...xn) then the condition for γ
to be a geodesic is

d2xi ◦ γ

dt2
(t) + Γi

jk(γ(t))
dxj ◦ γ

dt
(t)

dxk ◦ γ

dt
(t) = 0 for all t ∈ I and 1 ≤ i ≤ n.

(16.7)
and this system of equations is (thankfully) abbreviated to d2xi

dt2 +Γi
jk

dxj

dt
dxk

dt = 0.
These are the local geodesic equations. Now if γ is a curve whose image is not
necessarily contained in the domain then by continuity we can say that for every
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t0 ∈6 I there is an ε > 0 such that γ|(t0−ε,t+ε) is contained in the domain of a
chart. Then it is not hard to see that γ is a geodesic if each such restriction
satisfies the corresponding local geodesic equations as in 16.7 (for each chart
which meets the image of γ). We can convert the local geodesic equations 16.7
, which is a system of n first order equations, into a system of 2n first order
equations by the usual reduction of order trick. We let v denote a new dependent
variable and then we get

dxi

dt
= vi , 1 ≤ i ≤ n

dvi

dt
+ Γi

jkvjvk = 0 , 1 ≤ i ≤ n.

We can think of xi and vi as coordinates on TM . Once we do this we recognize
that the first order system above is the local expression of the equations for the
integral curves of vector field on TM .

To be precise, one should distinguish various cases as follows: If γ : I → M
is a geodesic we refer to it as a (parameterized) closed geodesic segment if
I = [a, b] for some finite numbers a, b ∈ R. In case I = [a,∞) (resp. (∞, a]) we
call γ a positive (resp. negative) geodesic ray. If I = (−∞,∞) then we call γ
a complete geodesic.

So far, and for the most part from here on, this all makes sense for infinite
dimensional manifolds modeled on a separable Hilbert space. We will write all
our local expressions using the standard notation for finite dimensional mani-
folds. However, we will point out that the local equations for a geodesic can be
written in notation appropriate to the infinite dimensional case as follows:

d2x ◦ γ

dt2
(t) + Γ(γ(t),

dx ◦ γ

dt
(t)

dx ◦ γ

dt
(t)) = 0

Exercise 16.6 Show that there is a vector field G ∈ X(TM) such that α is an
integral curve of G if and only if γ := πTM ◦α is a geodesic. Show that the local
expression for G is

vi ∂

∂xi
+ Γi

jkvjvk ∂

∂vi

(The Einstein summation convention is in force here).

The vector field G from this exercise is an example of a spray (see problems
1). The flow if G in the manifold TM is called the geodesic flow.

Lemma 16.3 If v ∈ TpM then there is a unique geodesic γv such that γ̇v(0) =
v.

Proof. This follows from standard existence and uniqueness results from
differential equations. One may also deduce this result from the facts about
flows since as the exercise above shows, geodesics are projections of integral
curves of the vector field G. The reader who did not do the problems on sprays
in 1 would do well to look at those problems before going on.
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Lemma 16.4 Let γ1 and γ2 be geodesics I → M. If γ̇1(t0) = γ̇2(t0) for some
t0 ∈ I, then γ1 = γ2.

Proof. If not there must be t′ ∈ I such that γ1(t′) 6= γ2(t′). Let us assume
that t′ > a since the proof of the other cases is similar. The set {t ∈ I : t > t0
and γ1(t) 6= γ2(t)}has a greatest lower bound b ≥ t0. Claim γ̇1(b) = γ̇2(b) :
Indeed if b = t0 then thus is assumed in the hypothesis and if b > t0 then
γ̇1(t) = γ̇2(t) on the interval (t0, b). By continuity

γ̇1(t0) = γ̇2(t0)

and since γ1(t0 + t) and γ2(t0 + t) are clearly geodesics with initial velocity
γ̇1(t0) = γ̇2(t0) the result follows from lemma 16.3.

A geodesic γ : I → M is called maximal if there is no other geodesic with
domain J strictly larger I ( J which agrees with γ in I.

Theorem 16.3 For any v ∈ TM there is a unique maximal geodesic γv with
γ̇v(0) = v.

Proof. Take the class Gv of all geodesics with initial velocity v. This is
not empty by 16.3. If α, β ∈ Gv and the respective domains Iα and Iβ have
nonempty intersection then α and β agree on this intersection by 16.4. From
this we see that the geodesics in Gv fit together to form a manifestly maximal
geodesic with domain I = ∪γ∈GvIγ .

It is clear this geodesic has initial velocity v.

Definition 16.23 If the domain of every maximal geodesic emanating from a
point p ∈ TpM is all of R then we say that M is geodesically complete at p. A
semi-Riemannian manifold is said to be geodesically complete if and only if
it is geodesically complete at each of its points.

Exercise 16.7 Let Rn−ν,ν , η be the semi-Euclidean space of index ν. Show that
all geodesics are of the form t 7→ x0 + tv for v ∈ Rn−ν,ν . (don’t confuse v with
the index ν (a Greek letter).

Exercise 16.8 Show that if γ is a geodesic then a reparametrization γ := γ ◦ f
is a geodesic if and only if f(t) := at + b for some a, b ∈ R and a 6= 0.

The existence of geodesics emanating from a point p ∈ M in all possible
directions and with all possible speeds allows us to define a very important
map called the exponential map expp. The domain of expp is the set D̃p of all
v ∈ TpM such that the geodesic γv is defined at least on the interval [0, 1]. The
map is define simply by expp v := γv(1). The map s 7→ γv(ts) is a geodesic
with initial velocity tγ̇v(0) = tv and the properties of geodesics that we have
developed imply that expp(tv) = γtv(1) = γv(t). Now we have a very convenient
situation. The geodesic through p with initial velocity v can always be written
in the form t 7→ expp tv. Straight lines through 0p ∈ TpM are mapped by expp

onto geodesics.
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The exponential map is the bridge to comparing manifolds with each other
as we shall see and provides a two types of special coordinates around any given
p. The basic theorem is the following:

Theorem 16.4 Let M, g be a Riemannian manifold and p ∈ M . There ex-
ists an open neighborhood Ũp ⊂ D̃p containing 0p such that expp

∣∣eUp
: Ũp →

expp

∣∣eUp
(Ũp) := Up is a diffeomorphism.

Proof. The tangent space TpM is a vector space which is isomorphic to
Rn (or a Hilbert space) and so has a standard differentiable structure. It is
easy to see using the results about smooth dependence on initial conditions for
differential equations that expp is well defined and smooth in some neighborhood
of 0p ∈ TpM . The main point is that the tangent map T expp : T0p

(TpM) →
TpM is an isomorphism and so the inverse function theorem gives the result. To
see that T expp is an isomorphism let v0p ∈ T0p(TpM) be the velocity of the curve
t 7→ tv in TpM . Under the canonically identification of T0p

(TpM) with TpM this
velocity is just v. No unraveling definitions we have v = v0p

7→ T expp ·v0p
=

d
dt 0

expp ·tv = v so with this canonically identification T expp v = v so the
tangent map is essentially the identity map.

Notation 16.2 We will let the image set expp D̃p be denoted by Dp, the image
expp(Ũp) is denoted by Up.

Definition 16.24 An subset of a vector space V which contains 0 is called
starshaped about 0 if v ∈ V implies tv ∈ V for all t ∈ [0, 1].

Definition 16.25 If Ũ ⊂ D̃p is a starshaped open set about 0p in TpM such that
expp

∣∣eUp
is a diffeomorphism as in the theorem above then the image expp(Ũ) =

U is called a normal neighborhood of p. (By convention such a set U is
referred to as a starshaped also.)

Theorem 16.5 If U ⊂ M is a normal neighborhood about p then for every
point q ∈ U there is a unique geodesic γ : [0, 1] → M such that γ(0) = p,
γ(1) = q and expp γ̇(0) = q.

Proof. Let p ∈ U and expp Ũ = U . By assumption Ũ is starshaped and
so ρ : t 7→ tv, t ∈ [0, 1] has image in Ũ and then the geodesic segment γ : t 7→
expp tv, t ∈ [0, 1] has its image inside U . Clearly, γ(0) = p and γ(1) = q. Since
ρ̇ = v we get

γ̇(0) = T expp ·ρ̇(0) = T expp ·v = v

under the usual identifications in TpM .
Now assume that γ1 : [0, 1] → M is some geodesic with γ1(0) = p and

γ1(1) = q. If γ̇1(0) = w then γ1(t) = expp ·tv. We know that ρ1 : t 7→ tw,
(t ∈ [0, 1] ) is a ray that stays inside Ũ and so w = ρ1(1) ∈ Ũ . Also, expp w =
γ1(1) = q = expp v and since expp

∣∣eU is a diffeomorphism and hence 1-1 we
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conclude that w = v. Thus by the uniqueness theorems of differential equations
the geodesics segments γ and γ1 are both given by : t 7→ expp tv and hence they
are equal.

Definition 16.26 A continuous curve γ : I → M is called piecewise geodesic,
broken geodesic or even “kinky geodesic” if it is a piecewise smooth curve
whose smooth segments are geodesics. If t ∈ I (not an endpoint) is a point where
γ is not smooth we call t or its image γ(t) a kink point.

Exercise 16.9 Prove the following proposition:

Proposition 16.4 A semi-Riemannian manifold is connected if and only if
every pair of its points can be joined by a broken geodesic γ : [a, b] → M .

We can gather the maps expp : D̃p ⊂ TpM → M together to get a map
exp : D̃ → M defined by exp(v) := expπ(v)(v) and where D̃ := ∪pD̃p. To see
this let W ⊂ R ×M be the domain of the geodesic flow (s, v) 7→ γ′v(s). This
is the flow of a vector field on TM and W is open. W is also the domain of
the map (s, v) 7→ π ◦ γ′v(s) = γv(s). Now the map (1, v) 7→ ϕG

1 (v) = γv(1) = v

is a diffeomorphism and under this diffeomorphism D̃ corresponds to the set
W ∩ ({1} × TM) so must be open in TM . It also follows that D̃p is open in
TpM .

Definition 16.27 A an open subset U of a semi-Riemannian manifold is con-
vex if it is a normal neighborhood of each of its points.

Notice that U being convex according to the above definition implies that
for any two point p and q in U there is a unique geodesic segment γ : [0, 1] →
U (image inside U) such that γ(0) = p and γ(1) = q. Thinking about the
sphere makes it clear that even if U is convex there may be geodesic segments
connecting p and q whose images do not lie in U .

Lemma 16.5 For each p ∈ M , Dp := expp(D̃p) is starshaped

Proof. By definition Dp is starshaped if and only if D̃pis starshaped. For
v ∈ D̃p then γv is defined for all t ∈ [0, 1]. On the other hand, γtv(1) = γv(t)
and so tv ∈ D̃p.

Now we take one more step and use the exponential map to get a map EXP
from D̃ onto a subset containing the diagonal in M ×M . The diagonal is the
set {(p, p) : p ∈ M}. The definition is simply EXP : v 7→ (πTM (v), expp v).

Theorem 16.6 There is an open set O ⊂ D̃ which is mapped by EXP onto an
open neighborhood of the diagonal 4 ⊂ M ×M and which is a diffeomorphism
when restricted to a sufficiently small neighborhood of any point on 4.
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Proof. By the inverse mapping theorem and what we have shown about
exp we only need to show that if Tx expp is nonsingular for some x ∈ D̃p ⊂ TpM
then TxEXP is also nonsingular at x. So assume that Tx expp(vx) = 0 and,
with an eye towards contradiction, suppose that TxEXP (vx) = 0. We have
πTM = pr1 ◦ EXP and so Tpr1(vx) = TπTM (TxEXP (vx)) = 0. This means
that vx is vertical (tangent to TpM). On the other hand, it is easy to see that
the following diagram commutes:

TpM
EXPTpM→ {p} ×M

id ↓ pr2 ↓
TpM

expp→ M

and hence so does

Tx (TpM)
TxEXPTpM→ {p} ×M

id ↓ pr2 ↓
Tx (TpM)

Tx expp→ M

This implies that Tx expp(v) = 0 and hence v = 0.

Theorem 16.7 Every p ∈ M has a convex neighborhood.

Proof. Let p ∈ M and choose a neighborhood W of 0p in TM such that
EXP |W is a diffeomorphism onto a neighborhood of (p, p) ∈ M × M . By a
simple continuity argument we may assume that EXP |W (W ) is of the form
U(δ) × U(δ) for U(δ) := {q :

∑n
i=1(x

i(q))2 < δ} and x = (xi) some normal
coordinate system. Now consider the tensor b on U(δ) whose components with
respect to x are bij = δij −

∑
k Γk

ijx
k. This is clearly symmetric and positive

definite at p and so by choosing δ smaller in necessary we may assume that
this tensor is positive definite on U(δ). Let us show that U(δ) is a normal
neighborhood of each of its points q. Let Wq := W ∩ TqM . We know that
EXP |Wq

is a diffeomorphism onto {q} × U(δ) and it is easy to see that this
means that expq

∣∣
Wq

is a diffeomorphism onto U(δ). We now show that Wq is

star shaped about 0q. Let q′ ∈ U(δ), q 6= q′ and v = EXP |−1
Wq

(q, q′). This
means that γv : [0, 1] → M is a geodesic from q to q′. If γv([0, 1]) ⊂ U(δ) then
tv ∈ Wq for all t ∈ [0, 1] and so we could conclude that Wq is starshaped. Let
us assume that γv([0, 1]) is not contained in U(δ) and work for a contradiction.

If in fact γv leaves U(δ) then the function f : t 7→ ∑n
i=1(x

i(γv(t)))2 has a
maximum at some t0 ∈ (0, 1). We have

d2

dt2
f = 2

n∑

i=1

(
d

(
xi ◦ γv

)

dt
+ xi ◦ γv

d2
(
xi ◦ γv

)

dt2

)
.

But γv is a geodesic and so using the geodesic equations we get

d2

dt2
f = 2

∑

i,j

(
δij −

∑

k

Γk
ijx

k

)
d

(
xi ◦ γv

)

dt

d
(
xi ◦ γv

)

dt
.
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Plugging in t0 we get

d2

dt2
f(t0) = 2b(γ′v(t0), γ′v(t0)) > 0

which contradicts f having a maximum at t0.

16.4.1 Normal coordinates

Let M.g be finite a semi-Riemannian manifold of dimension n. Let and arbitrary
p ∈ M and pick any orthonormal basis {e1, ..., en} for the (semi-)Euclidean
scalar product space TpM, 〈, 〉p. Now this basis induces an isometry I : Rn

v

→ TpM by (xi) 7→ xiei. Now if U is a normal neighborhood containing p ∈ M

then xNorm := I ◦ expp

∣∣−1eU : U → Rn
v = Rn is a coordinate chart with domain U .

These coordinates are referred to as normal coordinates centered at p. Normal
coordinates have some very nice properties:

Theorem 16.8 If xNorm = (x1, ..., xn) are normal coordinates centered at p ∈
U ⊂ M then

gij(p) = 〈 ∂

∂xi
,

∂

∂xj
〉p = εiδij (= ηij) for all i, j

Γi
jk(p) = 0 for all i, j, k.

Proof. Let v :=∈ TpM and let {ei} be the basis of T ∗p M dual to {ei}. Then
ei ◦ expp = xi. Now γv(t) = expp tv and so

xi(γv(t)) = ei(tv) = tei(v) = tai

and so aiei = v = ai ∂
∂xi

∣∣
p
. In particular, if ai = δi

j then ei = ∂
∂xi

∣∣
p

and so the
coordinate vectors ∂

∂xi

∣∣
p
∈ TpM are orthonormal; 〈 ∂

∂xi ,
∂

∂xj 〉p = εiδij .
Now since γv is a geodesic and xi(γv(t)) = tai the coordinate expression

for the geodesic equations reduces to Γi
jk(γv(t))ajak = 0 for all i and this hold

in particular at p = γv(0). But (ai) is arbitrary and so the quadratic form
defined on Rn by Qk(~a) = Γi

jk(p)ajak is identically zero an by polarization the
bilinear form Qk : (~a,~b) 7→ Γi

jk(p)ajbk is identically zero. Of course this means
that Γi

jk(p) = 0 for all i, j and arbitrary k.

Exercise 16.10 Sometimes the simplest situation becomes confusing because it
is so special. For example, the identification Tv(TpM) with TpM can have a con-
fusing psychological effect. For practice with the “unbearably simple” determine
expp for p ∈ Rn−v,v and find normal coordinates about p.

Theorem 16.9 (Gauss Lemma) Assume 0 < a < b. Let h : [a, b]×(−ε, ε) →
M have the following properties:

(i) s 7→ h(s, t) is a geodesic for all t ∈ (−ε, ε);
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(ii) 〈∂h
∂s , ∂h

∂s 〉 is constant along each geodesic curve ht : s 7→ h(s, t).

Then 〈∂h
∂s , ∂h

∂t 〉 is constant along each curve ht.

Proof. By definition we have

∂h

∂s
(s, t) := T(s,t)h ·

∂

∂s
∂h

∂t
(s, t) := T(s,t)h ·

∂

∂t

It is enough to show that ∂
∂s 〈∂h

∂s , ∂h
∂t 〉 = 0. We have

∂

∂s
〈∂h

∂s
,
∂h

∂t
〉 = 〈∇ ∂

∂s

∂h

∂s
,
∂h

∂t
〉+ 〈∂h

∂s
,∇ ∂

∂s

∂h

∂t
〉

= 〈∂h

∂s
,∇ ∂

∂s

∂h

∂t
〉 (since s 7→ h(s, t) is a geodesic)

= 〈∂h

∂s
,∇ ∂h

∂s

∂h

∂t
〉 = 〈∂h

∂s
,∇ ∂h

∂t

∂h

∂s
〉

=
1
2

∂

∂s
〈∂h

∂s
,
∂h

∂s
〉 = 0 by assumption (ii)

Consider the following set up: p ∈ M, x ∈ TpM, x 6= 0p, vx, wx ∈ Tx(TpM)
where vx, wx correspond to v, w ∈ TpM . If vx is radial, i.e. if v is a scalar
multiple of x, then the Gauss lemma implies that

〈Tx expp vx, Tx expp wx〉 = 〈vx, wx〉 := 〈v, w〉p.

If vx is not assumed to be radial then the above equality fails in general but we
need to have the dimension of the manifold greater than 3 in order to see what
can go wrong.

Exercise 16.11 Show that if a geodesic γ : [a, b) → M is extendable to a
continuous map γ : [a, b] → M then there is an ε > 0 such that γ : [a, b) → M
is extendable further to a geodesic γ̃ : [a, b + ε) → M such that γ̃|[a,b] = γ. This
is easy.

Exercise 16.12 Show that if M, g is a semi-Riemannian manifold then there
exists a cover {Uα} such that each nonempty intersection Uαβ = Uα ∩ Uβ also
convex.

Let v ∈ TpM and consider the geodesic γv : t 7→ expp tv. Two rather easy
facts that we often use without mention are

1. 〈γv(t), γv(t)〉 = 〈v, v〉 for all t in the domain of γv.
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2. If r > 0 is such that expp rv is defined then
∫ r

0
|〈γv(t), γv(t)〉|1/2

dt =
r |〈v, v〉|1/2 = r |v|. In particular, if v is a unit vector then the length of
the geodesic γv|[0,r] is r.

Under certain conditions geodesics can help us draw conclusions about maps.
The following result is an example and a main ingredient in the proof of the
Hadamard theorem proved later.

Theorem 16.10 Let f : M, g → N, h be a local isometry of semi-Riemannian
manifolds with N connected. Suppose that f has the property that given any
geodesic γ : [0, 1] → N and a p ∈ M with f(p) = γ(0), there is a curve
γ̃ : [0, 1] → M such that p = γ̃(0) and γ = f ◦ γ̃. Then φ is a semi-Riemannian
covering.

Proof. Since any two points of N can be joined by a broken geodesic it is
easy to see that the hypotheses imply that f is onto.

Let U be a normal neighborhood of an arbitrary point q ∈ N and Ũ ⊂ TqM

the open set such that expq(Ũ) = U . We will show that U is evenly covered by f .
Choose p ∈ f−1{q}. Observe that Tpf : TpM → TqN is a linear isometry (the
metrics on the TpM and TqN are given by the scalar products g(p) and h(q)).
Thus Ṽp := Tpf

−1(Ũ) is starshaped about 0p ∈ TpM . Now if v ∈ Ṽ then by
hypothesis the geodesic γ(t) := expq(t (Tpfv)) has a lift to a curve γ̃ : [0, 1] → M
with γ̃(0) = p. But since f is a local isometry this curve must be a geodesic and
it is also easy to see that Tp(γ̃′(0)) = γ′(0) = Tpfv. It follows that v = γ̃′(0)
and then expp(v) = γ̃(1). Thus expp is defined on all of Ṽ . In fact, it is clear
that f(expp v) = expf(p)(Tfv) and so we see that f maps Vp := expp(Ṽp) onto
the set expq(Ũ) = U . We show that V is a normal neighborhood of p: We have
f ◦ expp = expf(p) ◦Tf and it follows that f ◦ expp is a diffeomorphism on Ṽ .
But then expp : Ṽp → Vp is 1-1 and onto and when combined with the fact that
Tf ◦ T expp is a linear isomorphism at each v ∈ Ṽp and the fact that Tf is a
linear isomorphism it follows that Tv expp is a linear isomorphism. It follows
that Ũ is open and expp : Ṽp −→ Vp is a diffeomorphism.

Now if we compose we obtain f |Vp
= expf(p)

∣∣∣
U
◦ Tf ◦ expp

∣∣−1

Vp
which is a

diffeomorphism taking Vp onto U .
Now we show that if pi, pj ∈ f−1{q} and pi 6= pj then the sets Vpi and Vpj

(obtained for these points as we did for a generic p above) are disjoint. Suppose
to the contrary that x ∈ Vpi ∩ Vpj and let γpim and γpjm be the reverse radial
geodesics from m to pi and pj respectively. Then f ◦ γpim and f ◦ γpjm are
both reversed radial geodesics from f(x) to q and so must be equal. But then
f ◦ γpim and f ◦ γpjm are equal since they are both lifts of the same curve
an start at the same point. It follows that pi = pj after all. It remains to
prove that f−1(U) ⊃ ∪p∈f−1(q)Vp since the reverse inclusion is obvious. Let
x ∈ f−1(U) and let α : [0, 1] → U be the reverse radial geodesic from f(x) to
the center point q. Now let γ be the lift of α starting at x and let p = γ(1).
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Then f(p) = α(1) = q which means that p ∈ f−1(q). One the other hand, the
image of γ must lie in Ṽp and so x ∈ Ṽp.

TpM

TpM

TqN
N

M

i

j

pi

pj

q

exppi

exppj

expq

fTf

16.5 Riemannian Manifolds and Distance

Once we have a notion of the length of a curve we can then define a distance
function (metric in the sense of “metric space”) as follow. Let p, q ∈ M . Con-
sider the set path(p, q) of all smooth curves that begin at p and end at q. We
define

dist(p, q) = inf{l ∈ R : l = L(c) and c ∈ path(p, q)}. (16.8)

or a general manifold just because dist(p, q) = r does not necessarily mean
that there must be a curve connecting p to q having length r. To see this just
consider the points (−1, 0) and (1, 0) on the punctured plane R2 − 0.

Definition 16.28 If p ∈ M is a point in a Riemannian manifold and R >
0 then the set BR(p) (also denoted B(p, R)) defined by BR(p) = {q ∈ M :
dist(p, q) < p} is called a (geodesic) ball centered at p with radius R.

It is important to notice that unless R is small enough BR(p) may not be
homeomorphic to a ball in a Euclidean space.

Theorem 16.11 (distance topology) Given a Riemannian manifold, define
the distance function dist as above. Then M, dist is a metric space and the
induced topology coincides with the manifold topology on M .

Proof. That dist is true distance function (metric) we must show that
(1) dist is symmetric,
(2) dist satisfies the triangle inequality,
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(3) dist(p, q) ≥ 0 and
(4) dist(p, q) = 0 if and only if p = q.
Now (1) is obvious and (2) and (3) are clear from the properties of the

integral and the metric tensor. To prove (4) we need only show that if p 6= q then
dist(p, q)̇ > 0. Choose a chart ψα, Uα containing p but not q (M is Hausdorff).
Now since ψα(Uα) ⊂ Rn we can transfer the Euclidean distance to Uα and define
a small Euclidean ball BEuc(p, r) in this chart. Now any path from p to q must
hit the boundary sphere S(r) = ∂BEuc(p, r). Now by compactness of B̄Euc(p, r)
we see that there are constants C0 and C1 such that C1δij ≥ gij(x) ≥ C0δij

for all x ∈ B̄Euc(p, r) . Now any piecewise smooth curve c : [a, b] → M from
p to q hits S(r) at some parameter value b1 ≤ b where we may assume this is
the first hit ( i.e. c(t) ∈ BEuc(p, r) for a ≤ t < b0). Now there is a curve that
goes directly from p to q with respect to the Euclidean distance; i.e. a radial
curve in the given Euclidean coordinates. This curve is given in coordinates as
δp,q(t) = 1

b−1 (b− t)x(p) + 1
b−a (t− a)x(q). Thus we have

L(c) ≥
∫ b0

a

(
gij

d(xi ◦ c)
dt

d(xj ◦ c)
dt

)1/2

dt ≥ C
1/2
0

∫ b0

a

(
δij

d(xi ◦ c)
dt

)1/2

dt

= C
1/2
0

∫ b0

a

|c′(t)| dt ≥ C
1/2
0

∫ b0

a

∣∣δ′p,q(t)
∣∣ dt = C

1/2
0 r.

Thus we have that dist(p, q) = inf{L(c) : c a curve from p to q} ≥ C
1/2
0 r > 0.

This last argument also shows that if dist(p, x) < C
1/2
0 r then x ∈ BEuc(p, r).

This means that if B(p, C
1/2
0 r) is a ball with respect to dist then B(p, C

1/2
0 r) ⊂

BEuc(p, r). Conversely, if x ∈ BEuc(p, r) then letting δp,x a “direct curve”
analogous to the one above that connects p to x we have

dist(p, x) ≤ L(δp,x)

=
∫ b0

a

(
gij

d(xi ◦ δ)
dt

d(xj ◦ δ)
dt

)1/2

dt

≤ C
1/2
1

∫ b0

a

∣∣δ′p,x(t)
∣∣ dt = C

1/2
1 r

so we conclude that BEuc(p, r) ⊂ B(p, C
1/2
1 r). Now we have that inside a chart,

every dist-ball contains a Euclidean ball and vice versa. Thus since the manifold
topology is generated by open subsets of charts we see that the two topologies
coincide as promised.

Lemma 16.6 Let U be a normal neighborhood of a point p in a Riemannian
manifold M, g. If q ∈ U the radial geodesic γ : [0, 1] → M such that γ(0) = p
and γ(1) = q, then γ is the unique shortest curve (up to reparameterization)
connecting p to q.

Proof. Let α be a curve connecting p to q. Without loss we may take the
domain of α to be [0, b]. Let ∂

∂r be the radial unit vector field in U . Then
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if we define the vector field R along α by t 7→ ∂
∂r

∣∣
α(t)

then we may write
α̇ = 〈R, α̇〉R + N for some field N normal to R (but note N(0) = 0). We now
have

L(α) =
∫ b

0

〈α̇, α̇〉1/2dt =
∫ b

0

[〈R, α̇〉2 + 〈N, N〉]1/2
dt

≥
∫ b

0

|〈R, α̇〉| dt ≥
∫ b

0

〈R, α̇〉dt =
∫ b

0

d

dt
(r ◦ α) dt

= r(α(b)) = r(q)

On the other hand, if v = γ̇(0) then r(q) =
∫ 1

0
|v| dt =

∫ 1

0
〈γ̇, γ̇〉1/2dt so L(α) ≥

L(γ). Now we show that if L(α) = L(γ) then α is a reparametrization of γ.
Indeed, if L(α) = L(γ) then all of the above inequalities must be equalities so
that N must be identically zero and d

dt (r ◦ α) = 〈R, α̇〉 = |〈R, α̇〉|. It follows
that α̇ = 〈R, α̇〉R =

(
d
dt (r ◦ α)

)
R and so α travels radially from p to q and so

must be a reparametrization of γ.

p

q

R

N

16.6 Covariant differentiation of Tensor Fields

Let ∇ be a natural covariant derivative on M . It is a consequence of proposition
6.5 that for each X ∈ X(U) there is a unique tensor derivation ∇X on Tr

s(U)
such that ∇X commutes with contraction and coincides with the given covariant
derivative on X(U) (also denoted ∇X) and with LXf on C∞(U).

To describe the covariant derivative on tensors more explicitly consider Υ ∈
T1

1 with a 1-form Since we have the contraction Y ⊗Υ 7→ C(Y ⊗Υ) = Υ(Y ) we
should have

∇XΥ(Y ) = ∇XC(Y ⊗Υ)
= C(∇X(Y ⊗Υ))
= C(∇XY ⊗Υ + Y ⊗∇XΥ)
= Υ(∇XY ) + (∇XΥ)(Y )
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and so we should define (∇XΥ)(Y ) := ∇X(Υ(Y ))−Υ(∇XY ). If Υ ∈ T1
s then

(∇XΥ)(Y1, ..., Ys) = ∇X(Υ(Y1, ..., Ys))−
s∑

i=1

Υ(...,∇XYi, ...)

Now if Z ∈ T1
0 we apply this to ∇Z ∈ T1

1 and get

(∇X∇Z)(Y ) = X(∇Z(Y ))−∇Z(∇XY )
= ∇X(∇Y Z)−∇∇XY Z

from which we get the following definition:

Definition 16.29 The second covariant derivative of a vector field Z ∈ T1
0 is

∇2Z : (X,Y ) 7→ ∇2
X,Y (Z) = ∇X(∇Y Z)−∇∇XY Z

Recall, that associated to any connection we have a curvature operator.
In the case of the Levi-Civita Connection on a semi-Riemannian manifold the
curvature operator is given by

RX,Y Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

and the associated T1
3 tensor field R(α, X, Y, Z) := α (RX,Y Z) is called the

Riemann curvature tensor. In a slightly different form we have the T0
4 tensor

defined by R(W,X, Y, Z) := 〈W,RX,Y Z〉

Definition 16.30 A tensor field Υ is said to be parallel if ∇ξΥ = 0 for all ξ.
Similarly, if σ : I → T r

s (M) is a tensor field along a curve c : I → M satisfies
∇∂tσ = 0 on I then we say that σ is parallel along c. Just as in the case of
a general connection on a vector bundle we then have a parallel transport map
P (c)t

t0 : T r
s (M)c(t0) → T r

s (M)c(t).

Exercise 16.13 Prove that

∇∂tσ(t) = lim
ε→0

P (c)t
t+εσ(t + ε)− σ(t)

ε
.

Also, if Υ ∈ Tr
s then if cX is the curve t 7→ ϕX

t (p)

∇XΥ(p) = lim
ε→0

P (cX)t
t+ε(Υ ◦ ϕX

t (p))− Y ◦ ϕX
t (p)

ε
.

The map ∇X : Tr
sM → Tr

sM just defined commutes with contraction. This
means, for instance, that

∇i(Υjk
k) = ∇i Υjk

k and

∇i(Υik
j) = ∇i Υik

l .
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Figure 16.1: Parallel transport around path shows holonomy.

Furthermore, if the connection we are extending is the Levi-Civita connection
for semi-Riemannian manifold M, g then

∇ξg = 0 for all ξ

To see this recall that

∇ξ(g ⊗ Y ⊗W ) = ∇ξg ⊗X ⊗ Y + g ⊗∇ξX ⊗ Y + g ⊗X ⊗∇ξY

which upon contraction yields

∇ξ(g(X, Y )) = (∇ξg)(X, Y ) + g(∇ξX, Y ) + g(X,∇ξY )
ξ〈X,Y 〉 = (∇ξg)(X, Y ) + 〈∇ξX, Y 〉+ 〈X,∇ξY 〉.

We see that ∇ξg ≡ 0 for all ξ if and only if 〈X, Y 〉 = 〈∇ξX, Y 〉 + 〈X,∇ξY 〉
for all ξ, X, Y . In other words the statement that the metric tensor is parallel
(constant) with respect to ∇ is the same as saying that the connection is a
metric connection.

When ∇ is the Levi-Civita connection for the Riemannian manifold M, g we
get the interesting formula

(LXg)(Y,Z) = g(∇XY, Z) + g(Y,∇XZ) (16.9)

for vector fields X, Y, Z ∈ X(M).
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16.7 Curvature

For M, g a Riemannian manifold with associated Levi-Civita connection ∇ we
have the associated curvature which will now be called the Riemann curvature
tensor: For X,Y ∈ X(M) by RX,Y : X(M) → X(M)

RX,Y Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.

Traditionally two other “forms” of the curvature tensor are defined as

1. A T1
3 tensor defined by R(α, Z,X, Y ) = α (RX,Y Z).

2. A T0
4 tensor defined by R(W,Z, X, Y ) = 〈RX,Y Z, W 〉

The seemly odd ordering of the variables is traditional and maybe a bit
unfortunate.

Theorem 16.12 R(W,Z,X, Y ) = 〈RX,Y Z, W 〉 is tensorial in all variables and

(i) RX,Y = −RY,X

(ii) 〈R(X, Y )Z,W 〉 = −〈R(X,Y )W,Z〉
(iii) RX,Y Z + RY,ZX + RZ,XY = 0
(iv) 〈R(X,Y )Z, W 〉 = 〈R(Z,W )X, Y 〉

Proof. (i) is immediate from the definition of R.
(ii) It is enough to show that 〈R(X,Y )Z, Z〉 = 0. We have

〈R(X,Y )Z, Z〉 = 〈∇X∇Y Z, Z〉 − 〈Z,∇X∇Y Z〉
= X〈∇Y Z, Z〉 − 〈∇XZ,∇Y Z〉 − Y 〈∇XZ, Z〉
+ 〈∇XZ,∇Y Z〉
=

1
2
XY 〈Z, Z〉 − 1

2
Y X〈Z, Z〉

=
1
2
[X, Y ]〈Z, Z〉

But since R is a tensor we may assume without loss that [X,Y ] = 0. Thus
〈R(X, Y )Z, Z〉 = 0 and the result follow by polarization.

(iii)

RX,Y Z + RY,ZX + RZ,XY

= ∇X∇Y Z −∇Y∇XZ +∇Y∇ZX −∇Z∇Y X +∇Z∇XY −∇X∇ZY = 0

(iv) The proof of (iv) is rather unenlightening and is just some combinatorics
which we omit: (?)

Definition 16.31 A semi-Riemannian manifold M, g is called flat if the cur-
vature is identically zero.
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Theorem 16.13 For X, Y, Z ∈ X(M) we have

(∇ZR)(X, Y ) +∇XR(Y, Z) +∇Y R(Z, X) = 0

Proof. This is the second Bianchi identity for the Levi-Civita connection
but we give another proof here. Since this is a tensor equation we only need
to prove it under the assumption that all brackets among the X, Y, Z are zero.
First we have

(∇ZR)(X, Y )W = ∇Z(R(X, Y )W )−R(∇ZX, Y )W
−R(X,∇ZY )W −R(X, Y )∇ZW

= [∇Z , RX,Y ]W −R(∇ZX, Y )W −R(X,∇ZY )W .

Using this we calculate as follows:

(∇ZR)(X, Y )W + (∇XR)(Y,Z)W + (∇Y R)(Z,X)W
= [∇Z , RX,Y ]W + [∇X , RY,Z ]W + [∇Y , RZ,X ]W
−R(∇ZX, Y )W −R(X,∇ZY )W
−R(∇XY, Z)W −R(Y,∇XZ)W
−R(∇Y Z, X)W −R(Z,∇Y X)W
= [∇Z , RX,Y ]W + [∇X , RY,Z ]W + [∇Y , RZ,X ]W
+ R([X, Z], Y )W + R([Z, Y ], X)W + R([Y, X], Z)W
= [∇Z , [∇X ,∇Y ]] + [∇X , [∇Y ,∇Z ]] + [∇Y , [∇Z ,∇X ]] = 0

The last identity is the Jacobi identity for commutator (see exercise )

Exercise 16.14 Show that is Li, i = 1, 2, 3 are linear operators V → V and the
commutator is defined as usual ([A,B] = AB − BA) then we always have the
Jacobi identity [L1, [L2, L3] + [L2, [L3, L1] + [L3, [L1, L2] = 0.

These several symmetry properties for the Riemann curvature tensor allow
that we have a well defined map

R : ∧2(TM) → ∧2(TM)

which is symmetric with respect the natural extension of g to ∧2(TM). Recall
that the natural extension is defined so that for an orthonormal {ei} the basis
{ei ∧ ej} is also orthonormal. We have

g(v1 ∧ v2, v3 ∧ v4) = det
(

g(v1, v3) g(v1, v4)
g(v2, v3) g(v2, v4)

)

R is defined implicitly as follows:

g(R(v1 ∧ v2), v3 ∧ v4) := 〈R(v1, v2)v4, v3〉.
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16.7.1 Tidal Force and Sectional curvature

For each v ∈ TM the tidal force operator Rv : TpM → TpM is defined by

Rv(w) := Rv,wv.

Another commonly used quantity is the sectional curvature:

K(v ∧ w) := − 〈Rv(w), w〉
〈v, v〉〈w,w〉 − 〈v, w〉2

=
〈R(v ∧ w), v ∧ w〉
〈v ∧ w, v ∧ w〉

where v, w ∈ TpM . The value K(v ∧ w) only depends on the oriented plane
spanned by the vectors v and w therefore if P = span{v, w} is such a plane we
also write K(P ) instead of K(v ∧ w). The set of all planes in TpM is denoted
Grp(2).

In the following definition V is an R−module. The two cases we have in
mind are (1) where V is X, R = C∞(M) and (2) where V is TpM , R=R.

Definition 16.32 A multilinear function F : V × V × V × V → R is said
to be curvature-like x, y, z, w ∈ V it satisfies the symmetries proved for the
curvature R above; namely,

(i) F (x, y, z, w) = −F (y, x, z, w)
(ii) F (x, y, z, w) = −F (x, y, w, z)

(iii) F (x, y, z, w) + F (y, z, x, w) + F (z, x, y, w) = 0
(iv) F (x, y, z, w) = F (w, z, x, y)

As an example the tensor Cg(X,Y, Z, W ) := g(Y,Z)g(X, W )−g(X,Z)g(Y, W )
is curvature-like.

Exercise 16.15 Show that Cg is curvature-like.

Proposition 16.5 If F is curvature-like and F (v, w, v, w) = 0 for all v, w ∈ V
then F ≡ 0.

Proof. From (iv) it follows that F is symmetric in the second and forth
variables so if F (v, w, v, w) = 0 for all v, w ∈ V then F (v, w, v, z) = 0 for all
v, w, z ∈ V. Now is a simple to show that (i) and (ii) imply that F ≡ 0.

Proposition 16.6 If K(v ∧ w) is know for all v, w ∈ TpM or if 〈Rv,wv, w〉 =
g(Rv,wv, w) is known for all v, w ∈ TpM then R itself is determined at p.

Proof. Using an orthonormal basis for TpM we see that K and φ (where
φ(v, w) := g(Rv,wv, w)) contain the same information so we will just show that
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φ determines R:

∂2

∂s∂t

∣∣∣∣
0,0

(φ(v + tz, w + su)− φ(v + tu, w + sz))

=
∂2

∂s∂t

∣∣∣∣
0,0

{g(R(v + tz, w + su)v + tz, w + su)

− g(R(v + tu, w + sz)v + tu, w + sz)}
= 6R(v, w, z, u)

We are now in a position to prove the following important theorem.

Theorem 16.14 The following are all equivalent:

(i) K(P ) = κ for all P ∈ Grp(2)

(ii) g(Rv1,v2v3, v4) = κCg(v1, v2, v3, v4) for all v1, v2, v3, v4 ∈ TpM

(iii) Rv(w) = κ(w − g(w, v)v) for all w, v ∈ TpM with |v| = 1
(iv) R(ω) = κω and ω ∈ ∧2TpM .

Proof. Let p ∈ M . The proof that (ii)=⇒ (iii) and that (iii)=⇒ (i) is left
as an easy exercise. We prove that (i) =⇒ (ii)=⇒ (iv)=⇒(i).
(i)=⇒ (ii): Let Tg := Fκ−κCg. Then Tg is curvature-like and Tg(v, w, v, w) = 0
for all v, w ∈ TpM by assumption. It follows from 16.5 that Tg ≡ 0.
(ii)=⇒ (iv): Let {e1, ...., en} be an orthonormal basis for TpM . Then {ei∧ej}i<j

is an orthonormal basis for ∧2TpM . Using (ii) we see that

g(R(ei ∧ ej), ek ∧ el) = g(Rei,ej , ek, el)
= g(R(ei, ej), ek, el)
= κCg(v1, v2, v3, v4)
= κg(ei ∧ ej , ek ∧ el) for all k, l

Since we are using a basis this implies that R(ei ∧ ej) = κei ∧ ej

(iv)=⇒(i): This follows because if v, w are orthonormal we have κ = g(R(v∧
w), v ∧ w) = K(v ∧ w).

16.7.2 Ricci Curvature

Definition 16.33 Let M, g be a semi-Riemannian manifold. The Ricci curva-
ture is the (1, 1)−tensor Ric defined by

Ric(v, w) :=
n∑

i=1

εi〈Rv,eiei, w〉

where {e1, ..., en} is any orthonormal basis of TpM and εi := 〈ei, ei〉.
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We say that the Ricci curvature Ric is bounded from below by κ and
write Ric ≥ k if Ric(v, w) ≥ k〈v, w〉 for all v, w ∈ TM . Similar and obvious
definitions can be given for Ric ≤ k and the strict bounds Ric > k and Ric < k.
Actually, it is usually the case that the bound on Ricci curvature is given in the
form Ric ≥ κ(n− 1) where n = dim(M).

There is a very important an interesting class of manifolds Einstein man-
ifolds. A semi-Riemannian manifold M, g is called an Einstein manifold with
Einstein constant k if and only if Ric(v, w) = k〈v, w〉 for all v, w ∈ TM . For ex-
ample, if M, g has constant sectional curvature κ then M, g called an Einstein
manifold with Einstein constant k = κ(n− 1). The effect of this condition de-
pends on the signature of the metric. Particularly interesting is the case where
the index is 0 (Riemannian) and also the case where the index is 1 (Lorentz).
Perhaps the first question one should ask is whether there exists any Einstein
manifolds that do not have constant curvature. It turns out that there are many
interesting Einstein manifolds that do not have constant curvature.

Exercise 16.16 Show that if M is connected and dim(M) > 2 then Ric = fg
where f ∈ C∞(M) then Ric = kg for some k ∈ R (M, g is Einstein).

16.8 Jacobi Fields

One again we consider a semi-Riemannian manifold M, g of arbitrary index. We
shall be dealing with two parameter maps h : [ε1, ε2]× [a, b] → M . The partial
maps t 7→ hs(t) = h(s, t) are called the longitudinal curves and the curves
s 7→ h(s, t) are called the transverse curves. Let α be the center longitudinal
curve t 7→ h0(t). The vector field along α defined by V (t) = d

ds

∣∣
s=0

hs(t) is
called the variation vector field along α. We will use the following important
result more than once:

Lemma 16.7 Let Y be a vector field along the map h : [ε1, ε2] × [a, b] → M .
Then

∇∂s∇∂tY −∇∂s∇∂tY = R(∂sh, ∂th)Y

Proof. This rather plausible formula takes a little case since h may not even
be an immersion. Nevertheless, if one computes in a local chart the result falls
out after a mildly tedious computation which we leave to the curious reader.

Suppose we have the special situation that, for each s, the partial maps
t 7→ hs(t) are geodesics. In this case let us denote the center geodesic t 7→ h0(t)
by γ. We call h a variation of γ through geodesics. Let h be such a special
variation and V the variation vector field. Using the previous lemma 16.7 the
result of exercise 16.5 we compute

∇∂t∇∂tV = ∇∂t∇∂t∂sh = ∇∂t∇∂s∂th

= ∇∂s∇∂t∂th + R(∂th, ∂sh)∂th

= R(∂th, ∂sh)∂th
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and evaluating at s = 0 we get ∇∂t
∇∂t

V (t) = R(γ̇(t), V (t))γ̇(t). This equation
is important and shows that V is a Jacobi field:

Definition 16.34 Let γ : [a, b] → M be a geodesic and J ∈ Xγ(M) be a vector
field along γ. The field J is called a Jacobi field if

∇∂t
J = R(γ̇(t), J(t))γ̇(t)

for all t ∈ [a, b].

In local coordinates we recognize the above as a second order (system of)
linear differential equations and we easily arrive at the following

Theorem 16.15 Let M, g and γ : [a, b] → M be a geodesic as above. Given
w1, w2 ∈ Tγ(a)M , there is a unique Jacobi field Jw1,w2 ∈ Xγ(M) such that
J(a) = w1 and ∇J

dt (a) = w2. The set Jac (γ) of all Jacobi fields along γ is a
vector space isomorphic to Tγ(a)M × Tγ(a)M .

If γv(t) = expp(tv) defined on [0, b] then J0,w
γ denotes the unique Jacobi field

along γv(t) with initial conditions J(0) = 0 and ∇∂tJ(0) = w.

Proposition 16.7 If w = rv for some r ∈ R then J0,rv
γ (t) = trγv(t). If w⊥v

then 〈J0,w(t), γ̇v(t)〉 = 0 for all t ∈ [0, b].

Proof. First let w = rv. Let J := rtγ̇v(t). Then clearly J(0) = 0 · γ̇v(0) = 0
and ∇∂tJ(t) = rt∇∂tγv(t) + rγv(t) so ∇∂tJ(0) = rγv(0) = rv. Thus J satisfied
the correct initial conditions. Now we have ∇2

∂t
J(t) = r∇2

∂t
γv(t) = r∇∂t γ̇v(0) =

0 since γv is a geodesic. One the other hand,

R(γ̇v(t), J(t))γ̇v(t)
= R(γ̇v(t), rγ̇v(t))γ̇v(t)
= rR(γ̇v(t), γ̇v(t))γ̇v(t) = 0

Thus J = J0,rv.
Now for the case w⊥v we have 〈J0,w(0), γ̇v(0)〉 = 0 and

d

dt

∣∣∣∣
0

〈J0,w(t), γ̇v(t)〉

= 〈∇∂tJ
0,w(0), γ̇v(0)〉+ 〈J0,w(t0),∇∂t γ̇v(0)〉

= 〈w, v〉 = 0

Thus the function f(t) = 〈J0,w(t), γ̇v(t)〉 satisfies f ′(0) = 0 and f(0) = 0 and
so f ≡ 0 on [0, b].

Corollary 16.1 Every Jacobi field J0,w along expv tv with J0,w(0) = 0 has the
form J0,w := rtγ̇v + J0,w1 where w = ∇∂tJ(0) = rv + w1 and w1⊥v. Also,
J0,w(t)⊥γ̇v(t) for all t ∈ [0, b].
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We now examine the more general case of a Jacobi field Jw1,w2 along a
geodesic γ : [a, b] → M . First notice that for any curve α : [a, b] → M with
|〈α̇(t), α̇(t)〉| > 0 for all t ∈ [a, b], any vector field Y along α decomposes into
an orthogonal sum Y > + Y ⊥. This means that Y > is a multiple of α̇ and Y ⊥

is normal to α̇. If γ : [a, b] → M is a geodesic then ∇∂tY
⊥ is also normal to

γ̇ since 0 = d
dt 〈Y ⊥, γ̇〉 = 〈∇∂tY

⊥, γ̇〉 + 〈Y ⊥,∇∂t γ̇〉 = 〈∇∂tY
⊥, γ̇〉. Similarly,

∇∂t
Y > is parallel to γ̇ all along γ.

Proposition 16.8 Let γ : [a, b] → M be a geodesic.

(i) If Y ∈ Xγ(M) is tangent to γ then Y is a Jacobi field if and only if ∇2
∂t

Y = 0
along γ. In this case Y (t) = (at + b)γ̇(t).

(ii) If J is a Jacobi field along γ and there is some distinct t1, t2 ∈ [a, b] with
J(t1)⊥γ̇(t1) and J(t2)⊥γ̇(t2) then J(t)⊥γ̇(t) for all t ∈ [a, b].

(iii) If J is a Jacobi field along γ and there is some t0 ∈ [a, b] with J(t0)⊥γ̇(t0)
and ∇∂tJ(t0)⊥γ̇(t0) then J(t)⊥γ̇(t) for all t ∈ [a, b].

(iv) If γ is not a null geodesic then Y is a Jacobi field if and only if both
Y > and Y ⊥ are Jacobi fields.

Proof. (i) Let Y = fγ̇. Then the Jacobi equation reads

∇2
∂t

fγ̇(t) = R(γ̇(t), f γ̇(t))γ̇(t) = 0
or

∇2
∂t

fγ̇(t) = 0 or f ′′ = 0

(ii) and (iii) d2

dt2 〈Y, γ̇〉 = 〈R(γ̇(t), Y (t))γ̇(t), γ̇(t)〉 = 0 (from the symmetries
of the curvature tensor). Thus 〈Y (t), γ̇(t)〉 = at + b for some a, b ∈ R. The
reader can now easily deduce both (ii) and (iii).

(iv) The operator ∇2
∂t

preserves the normal and tangential parts of Y . We
now show that the same is true of the map Y 7→ R(γ̇(t), Y )γ̇(t). Since we
assume that γ is not null we have Y > = fγ̇ for some γ̇. Thus R(γ̇(t), Y >)γ̇(t) =
R(γ̇(t), f γ̇(t))γ̇(t) = 0 which is trivially tangent to γ̇(t). On the other hand,
〈R(γ̇(t), Y ⊥(t))γ̇(t), γ̇(t)〉 = 0.

(∇2
∂t

Y
)>

+
(∇2

∂t
Y

)⊥
= ∇2

∂t
Y = R(γ̇(t), Y (t))γ̇(t)

= R(γ̇(t), Y >(t))γ̇(t) + R(γ̇(t), Y ⊥(t))γ̇(t)

= 0 + R(γ̇(t), Y ⊥(t))γ̇(t)

So the Jacobi equation ∇2
∂t

J(t) = R(γ̇(t), J(t))γ̇(t) splits into two equations

∇2
∂t

J>(t) = 0

∇2
∂t

J⊥(t) = Rγ̇(t),J⊥(t)γ̇(t)
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and the result follows from this.
The proof of the last result shows that a Jacobi field decomposes into a

parallel vector field along γ which is just a multiple of the velocity γ̇ and a
“normal Jacobi field” J⊥ which is normal to γ. Of course, the important part
is the normal part and so we now restrict to that case. Thus we consider the
Jacobi equation ∇2

∂t
J(t) = R(γ̇(t), J(t))γ̇(t) with initial conditions J(a) = w1

with ∇∂tJ(a) = w2 and w1, w2 ∈ (γ̇(a))⊥. Notice that in terms of the tidal
force operator the Jacobi equation is

∇2
∂t

J(t) = Rγ̇(t)(J(t))

Exercise 16.17 Prove that for v ∈ Tγ̇(t)M the operator Rv maps (γ̇(t))⊥ to
itself.

Definition 16.35 Let γ : [a, b] → M be a geodesic. Let J0(γ, a, b) denote the
set of all Jacobi fields J such that J(a) = J(b) = 0.

Definition 16.36 If there exists a geodesic γ : [a, b] → M and a nonzero Jacobi
field J ∈ J0(γ, a, b) then we say that γ(a) is conjugate to γ(b) along γ.

From standard considerations from the theory of linear differential equations
the set J0(γ, a, b) is a vector space. The dimension of the vector space J0(γ, a, b)
the order of the conjugacy. Since the Jacobi fields in J0(γ, a, b) vanish twice
and we have seen that this means that such fields are normal to γ̇ all along γ it
follows that the dimension of . J0(γ, a, b) is at most n−1 where n = dim M . We
have seen that a variation through geodesics is a Jacobi field so if we can find
a nontrivial variation h of a geodesic γ such that all of the longitudinal curves
t 7→ hs(t) begin and end at the same points γ(a) and γ(b) then the variation
vector field will be a nonzero element of J0(γ, a, b). Thus we conclude that γ(a)
is conjugate to γ(b).

Let us get the exponential map into play. Let γ : [0, b] → M be a geodesic
as above. Let v = γ̇(0) ∈ TpM . Then γ : t 7→ expp tv is exactly our geodesic
γ which begins at p and ends at q at time b. Now we create a variation of γ by

h(s, t) = expp t(v + sw).

where w ∈ TpM and s ranges in (−ε, ε) for some sufficiently small ε. Now
we know that J(t) = ∂

∂s

∣∣
s=0

h(s, t) is a Jacobi field. It is clear that J(0) :=
∂
∂s

∣∣
s=0

h(s, 0) = 0. If wbv is the vector tangent in Tbv(TpM) which canonically
corresponds to w, in other words, if wbv is the velocity vector at s = 0 for the
curve s 7→ bv + sw in TpM , then

J(b) =
∂

∂s

∣∣∣∣
s=0

h(s, b)

=
∂

∂s

∣∣∣∣
s=0

expp t(bv + sw) = Tbv expp(wbv)
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Also,

∇∂t
J(0) = ∇∂t

∇∂s
expp t(bv + sw)

∣∣
s=0,t=0

= ∇∂s |s=0 ∇∂t |t=0 expp t(bv + sw)

But X(s) := ∂
∂t

∣∣
t=0

expp t(bv+sw) = bv+sw is a vector field along the constant
curve t 7→ p and so by exercise 15.5 we have ∇∂s

|s=0 X(s) = X ′(0) = w. The
equality J(b) = Tbv expp(vbv) is important because it shows that if Tbv expp :
Tbv(TpM) → Tγ(b)M is not an isomorphism then we can find a vector wbv ∈
Tbv(TpM) such that Tbv expp(wbv) = 0. But then if w is the vector in TpM
which corresponds to wbv as above then for this choice of w the Jacobi field
constructed above is such that J(0) = J(b) = 0 and so γ(0) is conjugate to
γ(b) along γ. Also, if J is a Jacobi field with J(0) = 0 and ∇∂t

J(0) = w then
this uniquely determines J and it must have the form ∂

∂s

∣∣
s=0

expp t(bv + sw) as
above.

Theorem 16.16 Let γ : [0, b] → M be a geodesic. Then the following are equiv-
alent:

(i) γ (0) is conjugate to γ (b) along γ.

(ii) There is a nontrivial variation h of γ through geodesics which all start
at p = γ(0) such that J(b) := ∂h

∂s (0, b) = 0.

(iii) If v = γ′ (0) then Tbv expp is singular.

Proof. (ii)=⇒(i): We have already seen that a variation through geodesics
is a Jacobi field J and if (ii) then by assumption J(0) = J(b) = 0 and so we
have (i).

(i)=⇒(iii): If (i) is true then there is a nonzero Jacobi field J with J(0) =
J(b) = 0. Now let w = ∇∂tJ(0) and h(s, t) = expp t(bv + sw). Then h(s, t)
is a variation through geodesics and 0 = J(b) = ∂

∂s

∣∣
s=0

expp t(bv + sw) =
Tbv expp(wbv) so that Tbv expp is singular.

(iii)=⇒(ii): Let v = γ′ (0). If Tbv expp is singular then there is a w with
Tbv expp ·wbv = 0. Thus the variation h(s, t) = expp t(bv + sw) does the job.

16.9 First and Second Variation of Arc Length

Let us restrict attention to the case where α is either spacelike of timelike and
let ε = +1 if α is spacelike and ε = −1 if α is timelike. This is just the condition
that

∣∣∣〈ḣ0(t), ḣ0(t)〉
∣∣∣ > 0. By a simple continuity argument we may choose ε > 0

small enough that
∣∣∣〈ḣs(t), ḣs(t)〉

∣∣∣ > 0 for all s ∈ (−ε, ε). Consider the arc length
functional defined by
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L(α) =
∫ b

a

ε〈α̇(t), α̇(t)〉1/2dt.

Now if h : (−ε, ε) × [a, b] → M is a variation of α as above with variation
vector field V then formally V is a tangent vector at α in the space of curves
[a, b] → M . Then we have the variation of the arc length functional defined by

δL|α (V ) :=
d

ds s=0
L(hs) :=

d

ds s=0

∫ b

a

ε〈ḣs(t), ḣs(t)〉1/2dt.

So we are interesting in studying the critical points of L(s) := L(hs) and so we
need to find L′(0) and L′′(0). For the proof of the following proposition we use
the result of exercise 16.5 to the effect that ∇∂s

∂th = ∇∂t
∂sh.

Proposition 16.9 Let h : (−ε, ε)× [a, b] → M be a variation of a curve α := h0

such that
∣∣∣〈ḣs(t), ḣs(t)〉

∣∣∣ > 0 for all s ∈ (−ε, ε). Then

L′(s) =
∫ b

a

ε〈∇∂s∂th(s, t), ∂th(s, t)〉 (ε〈∂th(s, t), ∂th(s, t)〉)−1/2
dt

Proof.

L′(s) =
d

ds

∫ b

a

ε〈ḣs(t), ḣs(t)〉dt

=
∫ b

a

d

ds
ε〈ḣs(t), ḣs(t)〉dt

=
∫ b

a

2ε〈∇∂s ḣs(t), ḣs(t)〉12
(
ε〈ḣs(t), ḣs(t)〉

)−1/2

dt

=
∫ b

a

ε〈∇∂s∂th(s, t), ∂th(s, t)〉 (ε〈∂th(s, t), ∂th(s, t)〉)−1/2
dt

= ε

∫ b

a

〈∇∂t∂sh(s, t), ∂th(s, t)〉 (ε〈∂th(s, t), ∂th(s, t)〉)−1/2
dt

Corollary 16.2

δL|α (V ) = L′(0) = ε

∫ b

a

〈∇∂tV (t), α̇(t)〉 (ε〈α̇(t), α̇(t)〉)−1/2
dt.

Let us now consider a more general situation where α : [a, b] → M is only
piecewise smooth (but still continuous). Let us be specific by saying that there is
a partition a < t1 < ... < tk < b so that α is smooth on each [ti, ti+1]. A variation
appropriate to this situation is a continuous map h : (−ε, ε) × [a, b] → M with
h(0, t) = α(t) such that h is smooth on each set of the form (−ε, ε) × [ti, ti+1].
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This is what we shall mean by a piecewise smooth variation of a piecewise
smooth curve. The velocity α̇ and the variation vector field V (t) := ∂h(0,t)

∂s
are only piecewise smooth. At each “kink” point ti we have the jump vector
4α̇(ti) := V (ti+) − V (ti−) which measure this discontinuity of α̇ at ti. Using
this notation we have the following theorem which gives the first variation
formula:

Theorem 16.17 Let h : (−ε, ε) × [a, b] → M be a piecewise smooth variation
of a piecewise smooth curve α : [a, b]. If α has constant speed c = (ε〈α̇, α̇〉)1/2

and variation vector field V then

δL|α (V ) = L′(0) = −ε

c

∫ b

a

〈∇∂t
α̇, V 〉dt− ε

c

k∑

i=1

〈4V (ti), V (ti)〉+
ε

c
〈α̇, V 〉|ba

Proof. Since c = (ε〈α̇, α̇〉)1/2 the proposition 16.2 gives L′(0) = ε
c

∫ b

a
〈∇∂t

V (t), α̇(t)〉dt.
Now since we have 〈α̇,∇∂tV 〉 = d

dt 〈α̇, V 〉−〈∇∂t
α̇, V 〉 we can employ integration

by parts: On each interval [ti, ti+1] we have

ε

c

∫ ti+1

ti

〈∇∂tV, α̇〉dt =
ε

c
〈α̇, V 〉|ti+1

ti
− ε

c

∫ ti+1

ti

〈∇∂t α̇, V 〉dt.

Taking the convention that t0 = a and tk+1 = b we sum from i = 0 to i = k to
get

ε

c

∫ b

a

〈α̇,∇∂tV 〉dt =
ε

c
〈α̇, V 〉 − ε

c

k∑

i=1

〈4α̇(ti), V (ti)〉

which equivalent to the result.
A variation h : (−ε, ε)×[a, b] → M of α is called a fixed endpoint variation

if h(s, a) = α(a) and h(s, b) = α(b) for all s ∈ (−ε, ε). In this situation the
variation vector field V is zero at a and b.

Corollary 16.3 A piecewise smooth curve α : [a, b] → M with constant speed
c > 0 on each subinterval where α is smooth is a (nonnull) geodesic if and only
if δL|α (V ) = 0 for all fixed end point variations of α. In particular, if M is a
Riemannian manifold and α : [a, b] → M minimizes length among nearby curves
then α is an (unbroken) geodesic.

Proof. If α is a geodesic then it is smooth and so 4α̇(ti) = 0 for all ti (even
though α is smooth the variation still only need to be piecewise smooth). It
follows that L′(0) = 0.

Now if we suppose that α is a piecewise smooth curve and that L′(0) = 0
for any variation then we can conclude that α is a geodesic by picking some
clever variations. As a first step we show that α|[ti,ti+1]

is a geodesic for each
segment [ti, ti+1]. Let t ∈ (ti, ti+1) be arbitrary and let v be any nonzero vector
in Tα(t)M . Let b be a cut-off function on [a, b] with support in (t−δ, t+δ) and δ
chosen small and then let V (t) := b(t)Y (t) where Y is the parallel translation of
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y along α. We can now easily produce a fixed end point variation with variation
vector field V by the formula

h(s, t) := expα(t) sV (t).

With this variation the last theorem gives

L′(0) = −ε

c

∫ b

a

〈∇∂t
α̇, V 〉dt = −ε

c

∫ t+δ

t−δ

〈∇∂t
α̇, b(t)Y (t)〉dt

which must hold no matter what our choice of y and for any δ > 0. From this it
is straightforward to show that∇∂t

α̇(t) = 0 and since t was an arbitrary element
of (ti, ti+1) we conclude that α|[ti,ti+1]

is a geodesic. All that is left is to show
that there can be no discontinuities of α̇ (recall exercise 16.12). One again we
choose a vector y but this time y ∈ Tα(ti)M where ti is a potential kink point.
take another cut-off function b with supp b ⊂ [ti−1, ti+1] = [ti−1, ti] ∪ [ti, ti+1],
b(ti) = 1, and i a fixed but arbitrary element of {1, 2, ..., k}. Extend y to a field
Y as before and let V = bY . Since we now have that α is a geodesic on each
segment and we are assume the variation is zero, the first variation formula for
any variation with variation vector field V reduces to

0 = L′(0) = −ε

c
〈4α̇(ti), y〉

for all y. This means that 4α̇(ti) = 0 and since i was arbitrary we are done.
We now see that for fixed endpoint variations L′(0) = 0 implies that α is a

geodesic. The geodesics are the critical “points” (or curves) of the arc length
functional restricted to all curves with fixed endpoints. In order to classify the
critical curves we look at the second variation but we only need the formula for
variations of geodesics. For a variation h of a geodesic γ we have the variation
vector field V as before but we also now consider the transverse acceleration
vector field A(t) := ∇∂s∂sh(0, t). Recall that for a curve γ with |〈γ̇, γ̇〉| > 0 a
vector field Y along γ has an orthogonal decomposition Y = Y >+Y ⊥ (tangent
and normal to γ). Also we have (∇∂tY )⊥ = (∇∂tY )⊥ and so we can use ∇∂tY

⊥

to denote either of these without ambiguity.
We now have the second variation formula of Synge:

Theorem 16.18 Let γ : [a, b] → M be a (nonnull) geodesic of speed c > 0.
Let ε = sgn〈γ̇, γ̇〉 as before. If h : (−ε, ε) × [a, b] is a variation of γ with
variation vector field V and acceleration vector field A then the second variation
of L(s) := L(hs(t)) at s = 0 is

L′′(0) =
ε

c

∫ b

a

(〈∇∂tY
⊥,∇∂tY

⊥〉+ 〈Rγ̇,V γ̇, V 〉) dt +
ε

c
〈γ̇, A〉|ba

=
ε

c

∫ b

a

(〈∇∂tY
⊥,∇∂tY

⊥〉+ 〈Rγ̇(V ), V 〉) dt +
ε

c
〈γ̇, A〉|ba
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Proof. Let H(s, t) :=
∣∣〈∂h

∂s (s, t), ∂h
∂s (s, t)〉

∣∣1/2
=

(
ε〈∂h

∂s (s, t), ∂h
∂s (s, t)〉)1/2

.
We have L′(s) =

∫ b

a
∂

∂s2 H(s, t)dt. Now computing as before we see that ∂H(s,t)
∂s =

ε
H 〈∂γ

∂s (s, t),∇∂s

∂γ
∂t (s, t)〉. Taking another derivative we have

∂2H(s, t)
∂s2

=
ε

H2

(
H

∂

∂s
〈∂h

∂t
,∇∂s

∂h

∂t
〉 − 〈∂h

∂t
,∇∂s

∂h

∂t
〉∂H

∂s

)

=
ε

H

(
〈∇∂s

∂h

∂t
,∇∂s

∂h

∂t
〉+ 〈∂h

∂t
,∇2

∂s

∂h

∂t
〉 − 1

H
〈∂h

∂t
,∇∂s

∂h

∂t
〉∂H

∂s

)

=
ε

H

(
〈∇∂s

∂h

∂t
,∇∂s

∂h

∂t
〉+ 〈∂h

∂t
,∇2

∂s

∂h

∂t
〉 − ε

H
〈∂h

∂t
,∇∂s

∂h

∂t
〉2

)
.

Now using ∇∂t
∂sh = ∇∂s

∂th and lemma 16.7 we obtain

∇∂s
∇∂s

∂h

∂t
= ∇∂s

∇∂t

∂h

∂s
= R(

∂h

∂s
,
∂h

∂t
)
∂h

∂s
+∇∂t

∇∂s

∂h

∂s

and then

∂2H

∂s2
=

ε

H

{
〈∇∂t

∂γ

∂s
,∇∂t

∂γ

∂s
〉+ 〈∂h

∂t
,R(

∂h

∂s
,
∂h

∂t
)
∂h

∂s
〉

+〈∂h

∂t
,∇∂t∇∂s

∂h

∂s
〉 − ε

H2
〈∂h

∂t
,∇∂t

∂h

∂s
〉2

}

Now we let s = 0 and get

∂2H

∂s2
(0, t) =

ε

c
{〈∇∂tV,∇∂tV 〉+ 〈γ̇, R(V, γ̇)V 〉

+〈γ̇,∇∂tA〉 −
ε

c2
〈γ̇,∇∂tV 〉2

}

Now before we integrate the above expression we use the fact that 〈γ̇,∇∂tA〉 =
d
dt 〈γ̇, A〉 (γ is a geodesic) and the fact that the orthogonal decomposition of ∇V

dt
is

∇∂tV =
ε

c2
〈γ̇,∇∂tV 〉γ̇ +∇∂tV

⊥

so that 〈∇∂tV,∇∂tV 〉 = ε
c2 〈γ̇,∇∂tV 〉2 + 〈∇∂tV

⊥,∇∂tV
⊥〉. Plugging these iden-

tities in, observing the cancellation, and integrating we get

L′′(0) =
∫ b

a

∂2H

∂s2
(0, t)dt

=
ε

c

∫ b

a

(〈∇∂tV
⊥,∇∂tV

⊥〉+ 〈γ̇, R(V, γ̇)V
)

+
ε

c
〈γ̇, A〉

∣∣∣
b

a

It is important to notice that the term ε
c 〈γ̇, A〉

∣∣b
a

depends not just on A but
also on the curve itself. Thus the right hand side of the main equation of the
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second variation formula just proved depends only on V and A except for the
last term. But if the variation is a fixed endpoint variation then this dependence
drops out.

For our present purposes we will not loose anything by assume that a = 0.
On the other hand it will pay to refrain from assuming b = 1.It is traditional to
think of the set Ω0,b(p, q) of all piecewise smooth curves α : [0, b] → M from p
to q as an infinite dimensional manifold. Then a variation vector field V along a
curve α ∈ Ω(p, q) which is zero at the endpoints is the tangent at α to the curve
in Ω0,b(p, q) given by the corresponding fixed endpoint variation h. Thus the
“tangent space” T (Ω) = Tα (Ω0,b(p, q)) at α is the set of all piecewise smooth
vector fields V along α such that V (0) = V (b) = 0. We then think of L as being
a function on Ω0,b(p, q) whose (nonnull2) critical points we have discovered to be
nonnull geodesics beginning at p and ending at q at times 0 and b respectively.
Further thinking along these lines leads to the idea of the index form.

Definition 16.37 For a given nonnull geodesic γ : [0, b] → M , the index
form Iγ : TγΩ0,b × TγΩ0,b → R is defined by Iγ(V, V ) = L′′γ(0) where Lγ(s) =∫ b

0

∣∣∣〈ḣs(t), ḣs(t)〉
∣∣∣ dt and ∇h

∂s (0, t) = V .

Of course this definition makes sense because L′′γ(0) only depends on V
and not on h itself. Also, we have defined the quadratic form Iγ(V, V ) but not
directly Iγ(V, W ). On the other hand, polarizations gives a but if V, W ∈ TγΩ0,b

then it is not hard to see from the second variation formula that

Iγ(V, W ) =
ε

c

∫ b

0

{〈∇∂tV
⊥,∇∂tW

⊥〉+ 〈R(V, γ̇)W 〉, γ̇}
dt (16.10)

It is important to notice that the right hand side of the above equation is in
fact symmetric in V and W . It is also not hard to prove that if even one of V
or W is tangent to γ̇ then Iγ(V,W ) = 0 and so Iγ(V, W ) = Iγ(V ⊥, W⊥) and so
we may as well restrict Iγ to

T⊥γ Ω0,b = {V ∈ TγΩ0,b : V⊥γ̇}.
This restriction will be denoted by I⊥γ .

It is important to remember that the variations and variation vector fields
we are dealing with are allowed to by only piecewise smooth even if the center
curve is smooth. So let 0 = t0 < t1 < ... < tk < tk+1 = b as before and let V
and W be vector fields along a geodesic γ. We now derive another formula for
Iγ(V, W ). Rewrite formula16.10 as

Iγ(V, W ) =
ε

c

k∑

i=0

∫ ti+1

ti

{〈∇∂tV
⊥,∇∂tW

⊥〉+ 〈R(V, γ̇)W, γ̇〉} dt

On each interval [ti, ti+1] we have

〈∇∂tV
⊥,∇∂tW

⊥〉 = ∇∂t〈∇∂tV
⊥,W⊥〉 − 〈∇2

∂t
V ⊥,W⊥〉

2By nonnull we just mean that the geodesic is nonnull.
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and substituting this into the above formula we have

Iγ(V,W ) =
ε

c

k∑

i=0

∫ ti+1

ti

{∇∂t〈∇∂tV
⊥,W⊥〉 − 〈∇2

∂t
V ⊥,W⊥〉+ 〈R(V, γ̇)W, γ̇〉} dt.

As for the curvature term we use

〈R(V, γ̇)W, γ̇〉 = 〈R(γ̇, V )γ̇, W 〉
= 〈R(γ̇, V ⊥)γ̇,W⊥〉.

Substituting we get

Iγ(V,W ) =
ε

c

k∑

i=0

∫ ti+1

ti

{∇∂t
〈∇∂t

V ⊥,W⊥〉 − 〈∇2
∂t

V ⊥,W⊥〉+ 〈R(γ̇, V ⊥)γ̇, W⊥〉} dt.

Using the fundamental theorem of calculus on each interval [ti, ti+1] and the
fact that W vanishes at a and b we obtain alternate formula:

Proposition 16.10 (Formula for Index Form) Let γ : [0, b] → M be a
nonnull geodesic. Then

Iγ(V,W ) = −ε

c

∫ b

0

〈∇2
∂t

V ⊥ + R(γ̇, V ⊥)γ̇, W⊥〉dt− ε

c

k∑

i=1

〈4∇∂tV
⊥(ti),W⊥(ti)〉

where 4∇∂tV
⊥(ti) = ∇∂tV

⊥(ti+)−∇∂tV
⊥(ti−).

Letting V = W we have

Iγ(V, V ) = −ε

c

∫ b

0

〈∇2
∂t

V ⊥ + R(γ̇, V ⊥)γ̇, V ⊥〉dt− ε

c

k∑

i=1

〈4∇∂tV
⊥(ti), V ⊥(ti)〉

and the presence of the term R(γ̇, V ⊥)γ̇, V ⊥〉 indicates a connection with Jacobi
fields.

Definition 16.38 A geodesic segment γ : [a, b] → M is said to be relatively
length minimizing if for all piecewise smooth fixed endpoint variations h of γ

the function L(s) :=
∫ b

a

∣∣∣〈ḣs(t), ḣs(t)〉
∣∣∣ dt has a local minimum at s = 0 (where

γ = h0(t) := h(0, t)).

If γ : [a, b] → M is a relatively length minimizing nonnull geodesic then L
is at least twice differentiable at s = 0 and clearly L′′(0) = 0 which means that
Iγ(V, V ) = 0 for any V ∈ TγΩa,b. The adjective “relatively” is included in the
terminology because of the possibility that there may be curve in Ωa,b which are
“far away from γ” which has smaller length than γ. A simple example of this is
depicted in the figure below where γ2 has greater length than γ even though γ2 is
relatively length minimizing. We are assume that the metric on (0, 1)×S1 is the
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g
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q
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1
X(0,1)

usual definite metric dx2+dy2 induced from that on R×(0, 1) where we identify
S1×(0, 1) with the quotient R×(0, 1)/((x, y) ∼ (x+2π, y)). On the other hand,
one sometimes hears the statement that geodesics in a Riemannian manifold are
locally length minimizing. This means that for any geodesic γ : [a, b] → M ,
the restrictions to small intervals [a, ε] is always relatively length minimizing but
this is only true for Riemannian manifolds. For a semi-Riemannian manifold
with indefinite metric a small geodesic segment can have nearby curves that
increase the length. To see an example of this consider the metric −dx2 + dy2

on R× (0, 1) and the induced metric on the quotient S1× (0, 1) = R× (0, 1)/ ∼.
In this case, the geodesic γ has length less than all nearby geodesics; the index
form Iγ is now negative semidefinite.

Exercise 16.18 Prove the above statement concerning Iγ for S1 × (0, 1) with
the index 1 metric −dx2 + dy2.

Exercise 16.19 Let M be a Riemannian manifold. Show that if Iγ(V, V ) = 0
for all V ∈ T⊥γ Ωa,b then a nonnull geodesic γis relatively length minimizing.

Theorem 16.19 Let γ : [0, b] → M be a nonnull geodesic. The nullspace
N (I⊥γ )(deefffine!!) of I⊥γ : T⊥γ Ω0,b → R is exactly the space J0(γ, 0, b) of Jacobi
fields vanishing at γ(0) and γ(b).

Proof. It follow from the formula of proposition 16.10 makes it clear that
J0(γ, 0, b) ⊂ N (I⊥γ ).

Suppose that V ∈ N (I⊥γ ). Let t ∈ (ti, ti+1) where the ti is the partition of V .
Pick an arbitrary nonzero element y ∈ Tγ(t)M and let Y be the unique parallel
field along γ|[ti,ti+1]

such that Y (t) = y. Picking a cut-off function β with
support in [t+ δ, ti− δ] ⊂ (ti, ti+1) as before we extend βY to a field W along γ
with W (t) = y. Now V is normal to the geodesic and so Iγ(V, W ) = I⊥γ (V, W )
and

Iγ(V,W ) = −ε

c

∫ t+δ

t−δ

〈∇2
∂t

V + R(γ̇, V )γ̇, βY ⊥〉dt
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for small δ, βY ⊥ is approximately the arbitrary nonzero y and it follows that
∇2

∂t
V + R(γ̇, V )γ̇ is zero at t since t was arbitrary it is identically zero on

(ti, ti+1). Thus V is a Jacobi field on each interval (ti, ti+1) and since V is
continuous on [0, b] it follows from standard theory of differential equations that
V is a smooth Jacobi field along all of γ and since V ∈ Tγ(t)M we already have
V (0) = V (b) = 0 so V ∈ J0(γ, 0, b).

Proposition 16.11 Let M, g be a semi-Riemannian manifold of index ν =
ind(M) and γ : [a, b] → M a nonnull geodesic. If the index Iγ is positive
semidefinite then ν = 0 or n (thus the metric is definite and so, up to sign of g,
the manifold is Riemannian). On the other hand, if Iγ is negative semidefinite
then ν = 1 or n− 1 (so that up to sign convention M is a Lorentz manifold).

Proof. Let Iγ be positive semi-definite and assume that 0 < ν < n. In this
case there must be a unit vector u in Tγ(a)M which is normal to γ̇(0) and has
the opposite causal character of γ̇(a). This means that if ε = 〈γ̇(a), γ̇(a)〉 then
ε〈u, u〉 = −1. Let U be the field along γ which is the parallel translation of u.
By choosing δ > 0 appropriately we can arrange that δ is as small as we like and
simultaneously that sin(t/δ) is zero at t = a and t = b. Let V := δ sin(t/δ)U
and make the harmless assumption that |γ̇| = 1. Notice that by construction
V⊥γ̇. We compute:

Iγ(V, V ) = ε

∫ b

a

{〈∇∂tV,∇∂tV 〉+ 〈R(γ̇, V )γ̇, V 〉} dt

= ε

∫ b

a

{〈∇∂tV,∇∂tV 〉+ 〈R(γ̇, V )V, γ̇〉} dt

ε

∫ b

a

{〈∇∂tV,∇∂tV 〉+ K(V ∧ γ̇)〈V ∧ γ̇, V ∧ γ̇〉} dt

= ε

∫ b

a

{〈∇∂tV,∇∂tV 〉+ K(V ∧ γ̇)〈V, V 〉ε} dt

where K(V ∧ γ̇) := 〈R(V ∧γ̇),V ∧γ̇〉
〈V ∧γ̇,V ∧γ̇〉 = 〈R(V ∧γ̇),V ∧γ̇〉

〈V,V 〉2 defined earlier. Continuing
the computation we have

Iγ(V, V ) = ε

∫ b

a

{〈u, u〉 cos2(t/δ) + K(V ∧ γ̇)δ2 sin2(t/δ)
}

dt

=
∫ b

a

{− cos2(t/δ) + εK(V ∧ γ̇)δ2 sin2(t/δ)
}

Not as we said, we can choose δ as small as we like and since K(V (t) ∧ γ̇(t)) is
bounded on the (compact) interval this clearly means that Iγ(V, V ) < 0 which
contradicts the fact that Iγ is positive semidefinite. Thus our assumption that
0 < ν < n is impossible.

Now let Iγ be negative semi-definite. Suppose that we assume that contrary
to what we wish to show, ν is not 1 or n − 1. In this case one can find a unit
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vector u ∈ Tγ(a)M normal to γ̇(a) such that ε〈u, u〉 = +1. The the same sort
of calculation as we just did shows that Iγ cannot be semi-definite; again a
contradiction.

By changing the sign of the metric the cases handled by this last theorem boil
down to the two important cases 1) where M, g is Riemannian, γ is arbitrary
and 2) where M, g is Lorentz and γ is timelike. We consolidate these two cases
by a definition:

Definition 16.39 A geodesic γ : [a, b] → M is cospacelike if the subspace
γ̇(s)⊥ ⊂ Tγ(s)M is spacelike for some (and consequently all) s ∈ [a, b].

Exercise 16.20 Show that if γ : [a, b] → M is cospacelike then γ is nonnull,
γ̇(s)⊥ ⊂ Tγ(s)M is spacelike for all s ∈ [a, b] and also show that M, g is either
Riemannian of Lorentz.

A useful observation about Jacobi fields along a geodesic is the following:

Lemma 16.8 If we have two Jacobi fields, say J1 and J2 along a geodesic γ
then 〈∇∂tJ1, J2〉 − 〈J1,∇∂tJ2〉 is constant along γ.

To see this we note that

∇∂t〈∇∂tJ1, J2〉 = 〈∇2
∂t

J1, J2〉+ 〈∇∂tJ1,∇∂tJ2〉
= 〈R(J1,γ̇)J2, γ̇〉+ 〈∇∂tJ1,∇∂tJ2〉
= 〈R(J2γ̇)J1,, γ̇〉+ 〈∇∂tJ2,∇∂tJ1〉
= ∇∂t〈∇∂tJ2, J1〉.

In particular, if 〈∇∂tJ1, J2〉 = 〈J1,∇∂tJ2〉 at t = 0 then 〈∇∂tJ1, J2〉−〈J1,∇∂tJ2〉 =
0 for all t.

We now need another simple but rather technical lemma.

Lemma 16.9 If J1, ..., Jk are Jacobi fields along a geodesic γ such that 〈∇∂tJi, Jj〉 =
〈Ji,∇∂tJj〉 for all i, j ∈ {1, ..., k} then and field Y which can be written Y = ϕiJi

has the property that

〈∇∂tY,∇∂tY 〉+ 〈R(Y, γ̇)Y, γ̇〉 = 〈(∂tϕ
i
)
Ji,

(
∂tϕ

i
)
Ji〉+ ∂t〈Y, ϕr (∇∂tJr)〉

Proof. ∇∂tY =
(
∂tϕ

i
)
Ji + ϕr (∇∂tJr) and so

∂t〈Y, ϕr (∇∂tJr)〉 = 〈(∇∂tY ) , ϕr (∇∂tJr)〉+ 〈(∂tϕ
i
)
Ji,∇∂t [ϕr (∇∂tJr)]〉

= 〈(∂tϕ
i
)
Ji, ϕ

r (∇∂tJr)〉+ 〈ϕr (∇∂tJr) , ϕr (∇∂tJr)〉
+ 〈Y, ∂tϕ

r∇∂tJr〉+ 〈Y, ϕr∇2
∂t

Jr〉
The last term 〈Y, ϕr∇2

∂t
Jr〉 equals 〈R(Y, γ̇)Y, γ̇〉 by the Jacobi equation. Using

this and the fact that 〈Y, ∂tϕ
r∇∂tJr〉 = 〈(∂tϕ

i
)
Ji, ϕ

r (∇∂tJr)〉 which follows
from a short calculation using the hypotheses on the Ji we arrive at

∂t〈Y, ϕr (∇∂tJr)〉 = 2〈(∂tϕ
i
)
Ji, ϕ

r (∇∂tJr)〉+ 〈ϕr (∇∂tJr) , ϕr (∇∂tJr)〉
+ 〈R(Y, γ̇)Y, γ̇〉.
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Using the last equation together with ∇∂t
Y =

(
∂tϕ

i
)
Ji + ϕr (∇∂t

Jr) gives the
result (check it!).

Exercise 16.21 Work through the details of the proof of the lemma above.

Through out the following discussion γ : [0, b] → M will be a cospacelike
geodesic with sign ε := 〈γ̇, γ̇〉.

Suppose that, for whatever reason, there are no conjugate points of p = γ(0)
along γ. There exist Jacobi fields J1, ..., Jn−1 along γ which vanish at t = 0
and such that the vectors ∇∂tJ1(0), ...,∇∂tJn−1(0) ∈ TpM are a basis for the
space γ̇(0)⊥ ⊂ Tγ(0)M . We know that these Ji are all normal to the geodesic
and since we are assuming that there are no conjugate points to p along γ it
follows that the fields remain linearly independent and at each t with 0 < t ≤ b
form a basis of γ̇(t)⊥ ⊂ Tγ(t)M . Now let Y ∈ Tγ(Ω) be a piecewise smooth
variation vector field along γ and write Y = ϕiJi for some piecewise smooth
functions ϕi on (0, b] which can be show to extend continuously to [0, b]. Since
〈∇∂t

Ji, Jj〉 = 〈Ji,∇∂t
Jj〉 = 0 at t = 0 we have 〈∇∂t

Ji, Jj〉 − 〈Ji,∇∂t
Jj〉 = 0 for

all t by lemma 16.8. This allows the use of the lemma 16.9 to arrive at

〈∇∂tY,∇∂tY 〉+ 〈R(Y, γ̇)Y, γ̇〉 = 〈(∂tϕ
i
)
Ji,

(
∂tϕ

i
)
Ji〉+ ∂t〈Y, ϕr (∇∂tJr)〉

and then

εIγ(Y, Y ) =
1
c

∫ b

0

〈(∂tϕ
i
)
Ji,

(
∂tϕ

i
)
Ji〉dt +

1
c
〈Y, ϕr (∇∂tJr)〉

∣∣∣∣
b

0

. (16.11)

On the other hand, Y is zero at a and b and so the last term above vanishes.
Now we notice that since γ is cospacelike and the acceleration field ∇∂t γ̇ is
normal to the geodesic we must have 〈∇∂t γ̇,∇∂t γ̇〉 ≥ 0 (Exercise: prove this
last statement). Now by equation 16.11 above we conclude that εIγ(Y, Y ) ≥ 0.
On the other hand, if Iγ(Y, Y ) = 0 identically then

∫ b

0
〈(∂tϕ

i
)
Ji,

(
∂tϕ

i
)
Ji〉dt = 0

and 〈(∂tϕ
i
)
Ji,

(
∂tϕ

i
)
Ji〉 = 0. In turn this implies that A = 0 and that each ϕi

is zero and finally that Y itself is identically zero along γ. A moments thought
shows that all we have assumed about Y is that it is in the domain of the
restricted index I⊥γ and so we have proved the following:

Proposition 16.12 If γ ∈ Ω0,b(γ) is cospacelike and there is no conjugate
points to p = γ(0) along γ then εI⊥γ (Y, Y ) ≥ 0 and Y = 0 along γ if and only if
I⊥γ (Y, Y ) = 0.

We may paraphrase the above result as follows: For a cospacelike geodesic γ
without conjugate points, the restricted index for I⊥γ is definite; positive definite
if ε = +1 and negative definite if ε = −1. The first case (ε = +1) is exactly the
case where M, g is Riemannian (exercise 16.20).

Next we consider the situation where the cospacelike geodesic γ : [0, b] → M
is such that γ(b) is the only point conjugate to p = γ(0) along γ. In this case,
theorem 16.19 tells use that I⊥γ has a nontrivial nullspace and so Iγ cannot be
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definite. Claim: Iγ is semidefinite. To see this let Y ∈ TγΩ0,b(γ) and write Y is
the form (b− t)Z(t) for some (continuous) piecewise smooth Z. Let bi → b and
define Yi to be (bi−t)Z(t) on [0, bi]. Our last proposition applied to γi := γ|[0,bi]

shows that εIγi
(Yi, Yi) ≥ 0. Now εIγi

(Yi, Yi) → εIγ(Y, Y ) ( some uninteresting
details are omitted) and so the claim is true.

Now we consider the case where there is a conjugate point to p before γ(b).
Suppose that J is a nonzero Jacobi field along γ|[0,r] with 0 < r < b such that
J(0) = J(r) = 0. We can extend J to a field Jext on [0, b] by defining it to be
0 on [r, b]. Notice that ∇∂t

Jext(r−) is equal to ∇∂t
J(r) which is not 0 since

otherwise J would be identically zero (over determination). On the other hand,
∇∂t

Jext(r+) = 0 and so the “kink” 4J ′ext(r) := ∇∂t
Jext(r+) −∇∂t

Jext(r−) is
not zero. We will now show that if W ∈ Tγ(Ω) such that W (r) = 4J ′ext(r) (and
there are plenty of such fields), then εIγ(Jext + δW, Jext + δW ) < 0 for small
enough δ > 0. This will allow us to conclude that Iγ cannot be definite since by
16.11 we can always find a Z with εIγ(Z, Z) > 0. We have

εIγ(Jext + δW, Jext + δW ) = εIγ(Jext, Jext) + 2δεIγ(Jext, W ) + εδ2Iγ(W,W )

Now it is not hard to see from the formula of theorem 16.10 that Iγ(Jext, Jext)
is zero since it is Piecewise Jacobi and is zero at the single kink point r. But
suing the formula again, εIγ(Jext(r),W (r)) reduces to

−1
c
〈4J ′ext(r),W (r)〉 = −1

c
|4J ′ext(r)|2 < 0

and so taking δ small enough gives the desired conclusion.
Summarizing the conclusion the above discussion (together with the result

of proposition 16.12) we obtain the following nice theorem:

Theorem 16.20 If γ : [0, b] → M is a cospacelike geodesic of sign ε := 〈γ̇, γ̇〉
then M, g is either Riemannian of Lorentz and we have the following three cases:

(i) If there are no conjugate to γ(0) along γ then εI⊥γ is definite (positive if
ε = 1 and negative if ε = −1)

(ii) If γ(b) is the only conjugate point to γ(0) along γ then Iγ is not definite but
must be semidefinite.

(iii) If there is a conjugate γ(r) to γ(0) with 0 < r < b then Iγ is not semidefinite
(or definite).

Corollary 16.4 If γ : [0, b] → M is a cospacelike geodesic of sign ε := 〈γ̇, γ̇〉
and suppose that Y is a vector field along γ and that J is a Jacobi field along γ
such that

Y (0) = J(0)
Y (b) = J(b)

(Y − J)⊥γ̇
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Then εIγ(J, J) ≤ εIγ(Y, Y ).

Proof of Corollary. From the previous theorem we have 0 ≤ εI⊥γ (Y −
J, Y − J) = εIγ(Y − J, Y − J) and so

0 ≤ εIγ(Y, Y )− 2εIγ(J, Y ) + εIγ(J, J)

On the other hand,

εIγ(J, Y ) = ε 〈∇∂t
J, Y 〉|b0 − ε

∫ b

0

〈∇2
∂t

J, Y 〉 − 〈Rγ̇,J γ̇, J〉

= ε 〈∇∂t
J, Y 〉|b0 = ε 〈∇∂t

J, J〉|b0
= εIγ(J, J) (since J is a Jacobi field)

Thus 0 ≤ εIεγ(Y, Y )− 2εIγ(J, Y ) + εIγ(J, J) = εIγ(Y, Y )− εIγ(J, J).
As we mentioned the Jacobi equation can be written in terms of the tidal

force operator: Rv : TpM → TpM as

∇2
∂t

J(t) = Rγ̇(t)(J(t))

The meaning of the term force here is that Rγ̇(t) controls the way nearby families
of geodesics attract or repel each other. Attraction tends to create conjugate
points while repulsion tends to prevent conjugate points. If γ is cospacelike then
if we take any unit vector u normal to γ̇(t) then we can look at the component
of Rγ̇(t)(u) in the u direction; 〈Rγ̇(t)(u), u〉u = 〈Rγ̇(t),u(γ̇(t)), u〉u = −〈R(γ̇(t)∧
u), γ̇(t) ∧ u〉u. In terms of sectional curvature

〈Rγ̇(t)(u), u〉u = K(γ̇(t) ∧ u)〈γ̇(t), 〈γ̇(t)〉.
It follows from the Jacobi equation that if 〈Rγ̇(t)(u), u〉 ≥ 0, i.e. if K(γ̇(t) ∧
u)〈γ̇(t), γ̇(t)〉 ≤ 0 then we have repulsion and if this always happens anywhere
along γ we expect that γ(0) has no conjugate point along γ. This intuition is
indeed correct:

Proposition 16.13 Let γ : [0, b] → M be a cospacelike geodesic. If for ev-
ery t and every vector v ∈ γ(t)⊥ we have 〈Rγ̇(t)(v), v〉 ≥ 0 (i.e. if K(γ̇(t) ∧
v)〈γ̇(t), γ̇(t)〉 ≤ 0) then γ(0) has no conjugate point along γ.

In particular, a Riemannian manifold with sectional curvature K ≤ 0 has no
conjugate pairs of points. Similarly, a Lorentz manifold with sectional curvature
K ≥ 0 has no conjugate pairs along any timelike geodesics.

Proof. Take J to be a Jacobi field along γ such that J(0) and J⊥γ̇. We
have d

dt 〈J, J〉 = 2〈∇∂tJ, J〉 and

d2

dt2
〈J, J〉 = 2〈∇∂tJ,∇∂tJ〉+ 2〈∇2

∂t
J, J〉

= 2〈∇∂tJ,∇∂tJ〉+ 2〈Rγ̇(t),J(γ̇(t)), J〉
= 2〈∇∂tJ,∇∂tJ〉+ 2〈Rγ̇(t)(J), J〉

and by the hypotheses d2

dt2 〈J, J〉 ≥ 0. On the other hand, we have 〈J(0), J(0)〉 =
0 and d

dt 0
〈J, J〉 = 0. It follows that since 〈J, J〉 is not identically zero we must

have 〈J, J〉 > 0 for all t ∈ (0, b].
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16.10 More Riemannian Geometry

Recall that a manifold is geodesically complete at p if and only if expp is defined
on all of TpM . The following lemma is the essential ingredient in the proof of
the Hopf-Rinow theorem stated and proved below. In fact, this lemma itself is
sometimes referred to as the Hopf-Rinow theorem. Note that this is a theorem
about Riemannian manifolds.

Lemma 16.10 Let M, g be a (finite dimensional) connected Riemannian man-
ifold. Suppose that expp is defined on the ball Bρ(p) for ρ > 0. Then each
point q ∈ Bρ(p) can be connected to p by an absolutely minimizing geodesic. In
particular, if M is geodesically complete at p ∈ M then each point q ∈ M can
be connected to p by an absolutely minimizing geodesic.

Proof. Let q ∈ Bρ(p) with p 6= q and let R = dist(p, q). Choose ε > 0
small enough that B2ε(p) is the domain of a normal coordinate system. By
lemma 16.6 we already know the theorem is true if Bρ(p) ⊂ Bε(p) so we will
assume that ε < R < ρ. Because ∂Bε(p) is diffeomorphic to Sn−1 ⊂ Rn it is
compact and so there is a point pε ∈ ∂Bε(p) such that x 7→ dist(x, q) achieves
its minimum at pε. This means that

dist(p, q) = dist(p, pε) + dist(pε, q)
= ε + dist(pε, q).

Let γ : [0, ρ] → M be the constant speed geodesic with |γ̇| = 1, γ(0) = p, and
γ(ε) = pε. It is not difficult to see that the set

T = {t ∈ [0, R] : dist(p, γ(t)) + dist(γ(t), q)

is closed in [0, R] and is nonempty since ε ∈ T . Let tsup = supT > 0. We
will show that tmax = R from which it will follow that γ|[0,R] is a minimizing
geodesic from p to q. With an eye toward a contradiction, assume that tsup < R.
Let x := γ(tsup) and choose ε1 with 0 < ε1 < R − tsup and small enough that
B2ε1(x) is the domain of normal coordinates about x. Arguing as before we see
that there must be a point xε1 ∈ ∂Bε1(x) such that

dist(x, q) = dist(x, xε1) + dist(xε1 , q) = ε1 + dist(xε1 , q).

Now let γ1 be the unit speed geodesic such that γ1(0) = x and γ1(ε1) = xε1 .
Combining, we now have

dist(p, q) = dist(p, x) + dist(x, xε1) + dist(xε1 , q).

By the triangle inequality dist(p, q) ≤ dist(p, xε1) + dist(xε1 , q) and so

dist(p, x) + dist(x, xε1) ≤ dist(p, xε1).

But also dist(p, xε1) ≤ dist(p, x) + dist(x, xε1) and so

dist(p, xε1) = dist(p, x) + dist(x, xε1)
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Now examining the implications of this last equality we see that the con-
catenation of γ|[0,tsup] with γ1 forms a curve from p to xε1 of length dist(p, xε1)
which must therefore be a minimizing curve. By exercise 16.22 below, this po-
tentially broken geodesic must in fact be unbroken and so must actually be the
geodesic γ|[0,tsup+ε1]

and so tsup + ε1 ∈ T which contradicts the definition of
tsup. This contradiction forces us to conclude that tmax = R and we are done.
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Exercise 16.22 Show that a piecewise smooth curve connecting two points p0

and p1 in a Riemannian manifold must be smooth if it is length minimizing.
Hint: Suppose the curve has a corner and look in a small normal neighborhood
of the corner. Show that the curves can be shortened by rounding off the corner.

Theorem 16.21 (Hopf-Rinow) If M, g is a connected Riemannian manifold
then the following statements are equivalent:

(i) The metric space M, dist is complete. That is every Cauchy sequence is
convergent.

(ii) There is a point p ∈ M such that M is geodesically complete at p.

(iii) M is geodesically complete.

(iv) Every closed and bounded subset of M is compact.

Proof. (i)⇔(iv) is the famous Heine-Borel theorem and we shall not repro-
duce the proof here.
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(i)⇒(iii): Let p be arbitrary and let γv(t) be the geodesic with γ̇v(0) = v and
J its maximal domain of definition. We can assume without loss that 〈v, v〉 = 1
so that L(γv|[t1,t2]

) = t2 − t1 for all relevant t1, t2. We want to show that there
can be no upper bound for the set J . We argue by contradiction: Assume that
t+ = sup J is finite. Let {tn} ⊂ J be a Cauchy sequence such that tn → t+ < ∞.
Since dist(γv(t), γv(s)) ≤ |t− s| it follows that γv(tn) is a Cauchy sequence in
M which by assumption must converge. Let q := limn→∞ γv(tn) and choose a
small ball Bε(q) which is small enough to be a normal neighborhood. Take t1
with 0 < t+− t1 < ε/2 and let γ1 be the (maximal) geodesic with initial velocity
γ̇v(t1). Then in fact γ1(t) = γv(t1 + t) and so γ1 is defined t1 + ε/2 > t+ and
this is a contradiction.

(iii)⇒(ii) is a trivial implication.
(ii)⇒(i): Suppose M is geodesically complete at p. Now let {xn} be any

Cauchy sequence in M . For each xn there is (by assumption) a minimizing
geodesic from p to xn which we denote by γpxn

. We may assume that each γpxn

is unit speed. It is easy to see that the sequence {ln}, where ln := L(γpxn) =
dist(p, xn), is a Cauchy sequence in R with some limit, say l. The key fact is
that the vectors γ̇pxn are all unit vectors in TpM and so form a sequence in the
(compact) unit sphere in TpM . Replacing{γ̇pxn} by a subsequence if necessary
we have γ̇pxn → u ∈ TpM for some unit vector u. Continuous dependence on
initial velocities implies that {xn} = {γpxn(ln)} has the limit γu(l).

If M, g is a complete connected Riemannian manifold with sectional curva-
ture K ≤ 0 then for each point p ∈ M the geodesics emanating from p have
no conjugate points and so Tvp expp : TvpTpM → M is nonsingular for each
vp ∈ dom(expp) ⊂ TpM . This means that expp is a local diffeomorphism. If we
give TpM the metric exp∗p(g) then expp is a local isometry. Also, since the rays
t 7→ tv in TpM map to geodesics we see that M is complete at p and then by the
Hopf-Rinow theorem M is complete. It now follows from theorem 16.10 that
expp : TpM → M is a Riemannian covering. Thus we arrive at the Hadamard
theorem

Theorem 16.22 (Hadamard) If M, g is a complete simply connected Rie-
mannian manifold with sectional curvature K ≤ 0 then expp : TpM → M is a
diffeomorphism and each two points of M can be connected by unique geodesic
segment.

Definition 16.40 If M, g is a Riemannian manifold then the diameter of M
is defined to be

diam(M) := sup{dist(p, q) : p, q ∈ M}

The injectivity radius at p ∈ M , denoted inj(p), is the supremum over all ε > 0
such that expp : B̃(0p, ε) → B(p, ε) is a diffeomorphism. The injectivity radius
of M is inj(M) := infp∈M{inj(p)}.

The Hadamard theorem above has as a hypothesis that the sectional cur-
vature is nonpositive. A bound on the sectional curvature is stronger that a
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bound on Ricci curvature since the latter is a sort of average sectional curva-
ture. In the sequel, statement like Ric ≥ C should be interpreted to mean
Ric(v, v) ≥ C〈v, v〉 for all v ∈ TM .

Lemma 16.11 Let M, g be an n-dimensional Riemannian manifold and Let
γ : [0, L] → M be a unit speed geodesic. Suppose that Ric ≥ (n− 1) κ > 0 for
some constant κ > 0 (at least along γ). If the length L of γ is greater than or
equal to π/

√
κ then there is a point conjugate to γ (0) along γ.

Proof. Suppose b = π/
√

κ for 0 < b ≤ L. Letting ε = 〈γ̇, γ̇〉, if we can show
that εI⊥ is not positive definite then 15.6 implies the result. To show that I⊥
is not positive definite we find an appropriate vector field V 6= 0 along γ such
that I(V, V ) ≤ 0. Choose orthonormal fields E2, ..., En so that γ̇, E2, ..., En is
an orthonormal frame along γ. Now for a function f : [0, π/

√
κ] → R which

vanishes we form the fields fEi using 16.10 we have

I(fEj , fEj) =
∫ π/

√
κ

0

{
f ′(s)2 + f(s)2〈REj ,γ̇(Ej(s)), γ̇(s)〉} ds

and then

n∑

j=2

I(fEj , fEj) =
∫ π/

√
κ

0

{
(n− 1)f ′2 − f2Ric(γ̇, γ̇)

}
ds

≤ (n− 1)
∫ π/

√
κ

0

(
f ′2 − κf2

)
ds

Letting f(s) = sin(
√

κs) we get

n∑

j=2

I(fEj , fEj) ≤ (n− 1)
∫ π/

√
κ

0

κ
(
cos2(

√
κs)− sin(

√
κs)

)
ds = 0

and so I(fEj , fEj) ≤ 0 for some j.
The next theorem also assumes only a bound on the Ricci curvature and is

one of the most celebrated theorems of Riemannian geometry.

Theorem 16.23 (Myers) Let M, g be a complete Riemannian manifold of di-
mension n. If Ric ≥ (n− 1)κ > 0 then

(i) diam(M) ≤ π/
√

κ, M is compact and

(ii) π1(M) is finite.

Proof. Since M complete there is always a shortest geodesic γpq between
any two given points p and q. We can assume that γpq is parameterized by arc
length:

γpq : [0, dist(p, q)] → M
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It follows that γpq|[0,a] is arc length minimizing for all a ∈ [0, dist(p, q)]. From
16.11we see that the only possible conjugate to p along γpq is q. From preceding
lemma we see that π/

√
κ > 0 is impossible.

Since the point p and q were arbitrary we must have diam(M) ≤ π/
√

κ. It
follows from the Hopf-Rinow theorem that M is compact.

For (ii) we consider the simply connected covering ℘ : M̃ → M (which is
a local isometry). Since M̃ is also complete, and has the same Ricci curvature
bound as M so M̃ is also compact. It follows easily that ℘−1(p) is finite for any
p ∈ M from which (ii) follows.

16.11 Cut Locus

Related to the notion of conjugate point is the notion of a cut point. For a point
p ∈ M and a geodesic γ emanating from p = γ(0), a cut point of p along γ
is the first point q = γ(t′) along γ such that for any point r = γ(t′′) beyond
p, (i.e. t′′ > t′) there is a geodesic shorter that γ|[0,t′] which connects p with
r. To see the difference between this notion and that of a point conjugate to
p it suffices to consider the example of a cylinder S1 × R with the obvious flat
metric. If p = (eiθ, 0) ∈ S1 × R then for anyx ∈ R, the point (ei(θ+π), x) is a
cut point of p along the geodesic γ(t) := ((ei(θ+tπ), x)). We know that beyond
a conjugate point, a geodesic is not (locally) minimizing but the last example
shows that a cut point need not be a conjugate point. In fact, S1 × R has no
conjugate points along any geodesic. Let us agree that all geodesics referred to
in this section are parameterized by arc length unless otherwise indicated.

Definition 16.41 Let M, g be a complete Riemannian manifold and let p ∈ M .
The set C(p) of all cut points to p along geodesics emanating from p is called
the cut locus of p.

For a point p ∈ M , the situations is summarized by the fact that if q = γ(t′)
is a cut point of p along a geodesic γ then for any t′′ > t′ there is a geodesic
connecting p with q which is shorter than γ|[0,t′] while if t′′ < t′ then not only
is there geodesic connecting p and γ(t′′) with shorter length but there is no
geodesic connecting p and γ(t′′) whose length is even equal to that of γ|[0,t′′].

Consider the following two conditions:

a γ(t0) is the first conjugate point of p = γ(0) along γ.

b There is a geodesic α different from γ|[0,t0]
such that L(α) = L(γ|[0,t0]

).

Proposition 16.14 Let M be a complete Riemannian manifold.
(i) If for a given unit speed geodesic γ, either condition (a) or (b) holds, then
there is a t1 ∈ (0, t0] such that γ(t1) is the cut point of p along γ.

(ii) If γ(t0) is the cut point of p = γ(0) along the unit speed geodesic ray γ.
Then either condition (a) or (b) holds.
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Proof. (i) This is already clear from our discussion: for suppose (a) holds,
then γ|[0,t′] cannot minimize for t′ > t0 and so the cut point must be γ(t1)
for some t1 ∈ (0, t0]. Now if (b) hold then choose ε > 0 small enough that
α(t0 − ε) and γ(t0 + ε) are both contained in a convex neighborhood of γ(t0).
The concatenation of α|[0,t0]

and γ|[t0,t0+ε] is a curve c that has a kink at γ(t0).
But there is a unique minimizing geodesic τ joining α(t0 − ε) to γ(t0 + ε) and
we can concatenate the geodesic α|[0,t0−ε] with τ to get a curve with arc length
strictly less than L(c) = t0 + ε. It follows that the cut point to p along γ must
occur at γ(t′) for some t′ ≤ t0 + ε. But ε can be taken arbitrarily small and so
the result (i) follows.

Now suppose that γ(t0) is the cut point of p = γ(0) along a unit speed
geodesic ray γ. We let εi → 0 and consider a sequence {αi} of minimizing
geodesics with αi connecting p to γ(t0 + εi). We have a corresponding sequence
of initial velocities ui := α̇i(0) ∈ S1 ⊂ TpM . The unit sphere in TpM is compact
so replacing ui by a subsequence we may assume that ui → u ∈ S1 ⊂ TpM .
Let α be the unit speed segment joining p to γ(t0 + εi) with initial velocity
u. Arguing from continuity, we see that α is also a minimizing and L(α) =
L(γ|[0,t0+ε]). If α 6= γ|[0,t0+ε] then we are done. If α = γ|[0,t0]

then since
γ|[0,t0+ε] is minimizing it will suffice to show that Tt0γ̇(0) expp is singular since
that would imply that condition (a) holds. The proof of this last statement is by
contradiction: Suppose that α = γ|[0,t0]

(so that γ̇(0) = u) and that Tt0γ̇(0) expp

is not singular. Take U to be an open neighborhood of t0γ̇(0) in TpM such that
expp

∣∣
U

is a diffeomorphism. Now αi(t0+ε′i) = γ(t0+εi) for 0 < ε′i ≤ εi since the
αi are minimizing. We now restrict attention to i such that εi is small enough
that (t0 + ε′i)ui and (t0 + εi)u are in U . Then we have

expp(t0 + εi)u = γ(t0 + εi) =

αi(t0 + ε′i) = expp(t0 + ε′i)ui

and so (t0 + εi)u = (t0 + ε′i)ui and then since εi → 0 we have γ̇(0) = u = ui for
sufficiently large i. But then αi = γ on [0, t0] which contradicts the fact that
γ|[0,t0]

is not minimizing.

Exercise 16.23 Show that if q is the cut point of p along γ then p is the cut
point of q along γ← (where γ←(t) := γ(L− t) and L = L(γ)).

It follows from the development so far that if q ∈ M\C(p) then there is a
unique minimizing geodesic joining p to q and that if B(p,R) is the ball of radius
R centered at p then expp is a diffeomorphism on B(p,R) if R ≤ d(p, C(p)). In
fact, an alternative definition of the injectivity radius at p is d(p, C(p)) and the
injectivity radius of M is

inj(M) = inf
p∈M

{d(p, C(p))}

Intuitively, the complexities of the topology of M begin at the cut locus of a
given point.
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Let T1M denote the unit tangent bundle of the Riemannian manifold:

T1M = {u ∈ TM : ‖u‖ = 1}.
Define a function cM : T1M → (0,∞] by

cM (u) :=
{

t0 if γu(t0) is the cut point of πTM (u) along γu

∞ if there is no cut point in the direction u

Recall that the topology on (0,∞] is such that a sequence tk converges to the
point ∞ if limk→∞ tk = ∞ in the usual sense. We now have

Theorem 16.24 If M, g is complete Riemannian manifold then the function
cM : T1M → (0,∞] is continuous.

Proof. If ui is a sequence in T1M converging to u ∈ T1M then πTM (ui) = pi

converges to p = πTM (u). Let ui be such a sequence and let γi be the unit speed
geodesic connecting pi to the corresponding cut point γi(t0i) in the direction ui

and where t0i = ∞ if there is no such cut point (in this case just let γi(t0i) be
arbitrary). Note that ui = γ̇i(0). Also let γ be the geodesic with initial velocity
u. Let t0 ∈ (0,∞] be the distance to the cut point in the direction u. Our task
is to show that t0i converges to t0.

Claim 1: lim sup t0i ≤ t0. If t0 = ∞ then this claim is trivially true so
assume that t0 < ∞. Given any ε > 0 there is only a finite number of i
such that t0 + ε < t0i for otherwise we would have a sequence ik such that
d(pik

, γik
(t0 + ε)) = t0 + ε which would give d(p, γ(t0 + ε)) = t0 + ε. But this

last equality contradicts the fact that γ(t0) is the cut point of p along γ. Thus
we must have lim sup t0i ≤ t0 + ε and since ε was arbitrarily small we deduce
the truth of the claim.

Claim 2: lim inf t0i ≥ t. The theorem is proved once we prove this claim.
For the proof of this claim we suppose that lim inf t0i < ∞ since otherwise there
is nothing to prove. Once again let t0i be a sequence which (after a reduction
to a subsequence we may assume) converges to tinf := lim inf t0i. The reader
may easily prove that if (after another reduction to a subsequence) the points
γi(t0i) are conjugate to pi along γi then γ(tinf) is conjugate to p along γ. If this
is the case then tinf := lim inf t0i ≥ t0 and the claim is true. Suppose therefore
that there is a sequence of indices ik so that t0ik

→ tinf and such that γik
(t0ik

)
is not conjugate to pi along γik

. In this case there must be a (sub)sequence of
geodesics αi different from γi such that αi(0) = γi(0) = pi, αik

(t0ik
) = γik

(t0ik
)

and L(αik
) = L(γik

). After another reduction to a subsequence we may assume
that α̇i(0) → v ∈ T1M and that a geodesic α in with α̇(0) = v connects p
to γ(tinf). If α is different than γ then by 16.14 t0 ≤ tinf and we are done.
If, on the other hand, α = γ then an argument along the lines of proposition
16.14(see exercise 16.24 below) γ(tinf) is conjugate to p along γ which again
implies t0 ≤ tinf .

Exercise 16.24 Fill in the final details of the proof of theorem 16.24.
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Chapter 17

Geometry of Submanifolds

17.1 Definitions

Let M be a d dimensional submanifold of a semi-Riemannian manifold M of
dimension n where d < n. The metric g(., .) = 〈., .〉 on M restricts to tensor
on M which we denote by h. Since h is a restriction of g we shall also use
the notation 〈., .〉 for h. If the restriction h of is nondegenerate on each space
TpM then h is a metric tensor on M and we say that M is a semi-Riemannian
submanifold of M̄ . If M̄ is Riemannian then this nondegeneracy condition is
automatic and the metric h is automatically Riemannian. More generally, if
φ : M → M̄, g is an immersion we can consider the pull-back tensor φ∗g defined
by

φ∗g(X, Y ) = g(Tφ ·X,Tφ · Y ).

If φ∗g is nondegenerate on each tangent space then it is a metric on M called the
pull-back metric and we call φ a semi-Riemannian immersion. If M is already
endowed with a metric gM then if φ∗g = gM then we say that φ : M, gM → M̄, g
is an isometric immersion. Of course, if φ∗g is a metric at all, as it always
is if M̄, g is Riemannian, then the map φ : M, φ∗g → M̄, g is an isometric
immersion. Since every immersion restricts locally to an embedding we may, for
many purposes, assume that M is a submanifold and that φ is just the inclusion
map.

Definition 17.1 Let M, g be a Lorentz manifold. A submanifold M is said to
be spacelike (resp. timelike, lightlike) if TpM ⊂ TpM is spacelike (resp. timelike,
lightlike).

There is an obvious bundle on M which is the restriction of TM to M . This
is the bundle TM

∣∣
M

=
⊔

p∈M TpM . Each tangent space TpM decomposes as

TpM = TpM ⊕ (TpM)⊥

where (TpM)⊥ = {v ∈ TpM : 〈v, w〉 = 0 for all w ∈ TpM}. Then TM⊥ =⊔
p (TpM)⊥ its natural structure as a smooth vector bundle called the normal

445
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bundle to M in M . The smooth sections of the normal bundle will be denoted
by Γ

(
TM⊥)

or X(M)⊥. Now the orthogonal decomposition above is globalizes
as

TM
∣∣
M

= TM ⊕ TM⊥

A vector field on M is always the restriction of some (not unique) vector field
on a neighborhood of M . The same is true of any not necessarily tangent vector
field along M . The set of all vector fields along M will be denoted by X(M)

∣∣
M

.
Since any function on M is also the restriction of some function on M we may
consider X(M) as a submodule of X(M)

∣∣
M

. If X ∈ X(M) then we denote
its restriction to M by X

∣∣
M

or sometimes just X. Notice that X(M)⊥ is a
submodule of X(M)

∣∣
M

. We have two projection maps : TpM → NpM and
tan : TpM → TpM which in turn give module projections nor : X(M)

∣∣
M
→

X(M)⊥ and : X(M)
∣∣
M
→ X(M). The reader should contemplate the following

diagrams:

C∞(M) restr→ C∞(M) = C∞(M)
× ↓ × ↓ × ↓

X(M) restr→ X(M)
∣∣
M

tan→ X(M)

and
C∞(M) restr→ C∞(M) = C∞(M)
× ↓ × ↓ × ↓

X(M) restr→ X(M)
∣∣
M

nor→ X(M)⊥
.

Now we also have an exact sequence of modules

0 → X(M)⊥ → X(M)
∣∣
M

tan→ X(M) → 0

which is in fact a split exact sequence since we also have

0 ←− X(M)⊥ nor←− X(M)
∣∣
M
←− X(M) ←− 0

The extension map X(M)
∣∣
M
←− X(M) is not canonical but in the presence of

a connection it is almost so: If Uε(M) is the open tubular neighborhood of M
given, for sufficiently small ε by

Uε(M) = {p ∈ M : dist(p,M) < ε}

then we can use the following trick to extend any X ∈ X(M) to X(Uε(M))|M .
First choose a smooth frame field E1, ..., En defined along M so that Ei ∈
X(M)

∣∣
M

. We may arrange if need to have the first d of these tangent to M .
Now parallel translate each frame radially outward a distance ε to obtain a
smooth frame field E1, ..., En on Uε(M).

Now we shall obtain a sort of splitting of the Levi-Civita connection of M
along the submanifold M . The reader should recognize a familiar theme here
especially if elementary surface theory is fresh in his or her mind. First we notice
that the Levi-Civita connection ∇̄ on M restrict nicely to a connection on the
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bundle TMM → M . The reader should be sure to realize that the space of
sections of this bundle is exactly X(M)

∣∣
M

and so the restricted connection is a
map ∇̄

∣∣
M

: X(M)× X(M)
∣∣
M
→ X(M)

∣∣
M

. The point is that if X ∈ X(M) and
W ∈ X(M)

∣∣
M

then ∇̄XW doesn’t seem to be defined since X and W are not
elements of X(M). But we may extend X and W to elements of X(M) and then
restrict again to get an element of X(M)

∣∣
M

.Then recalling the local properties
of a connection we see that the result does not depend on the extension.

Exercise 17.1 Use local coordinates to prove the claimed independence on the
extension.

We shall write simply ∇̄ in place of ∇̄
∣∣
M

since the context make it clear when
the later is meant. Thus ∇̄XW := ∇̄X̄W̄ where X̄ and W̄ are any extensions
of X and W respectively.

Clearly we have ∇̄X〈Y1, Y2〉 = 〈∇̄XY1, Y2〉+〈Y1, ∇̄XY2〉 and so ∇̄ is a metric
connection on TM

∣∣
M

. For a fixed X, Y ∈ X(M) we have the decomposition of
∇̄XY into tangent and normal parts. Similarly, for V ∈ X(M)⊥ we can consider
the decomposition of ∇̄XV into tangent and normal parts. Thus we have

∇̄XY = (∇̄XY )tan + (∇̄XY )⊥

∇̄XV = (∇̄XV )tan + (∇̄XV )⊥

We make the following definitions:

∇XY := (∇̄XY )tan for all X,Y ∈ X(M)

b12(X, Y ) := (∇̄XY )⊥ for all X, Y ∈ X(M)

b21(X,V ) := (∇̄XV )tan for all X ∈ X(M), V ∈ X(M)⊥

∇⊥XV := (∇̄XV )⊥ for all X ∈ X(M), V ∈ X(M)⊥

Now if X, Y ∈ X(M), V ∈ X(M)⊥ then 0 = 〈Y, V 〉 and so

0 = ∇̄X〈Y, V 〉
= 〈∇̄XY, V 〉+ 〈Y, ∇̄XV 〉
= 〈(∇̄XY

)⊥
, V 〉+ 〈Y,

(∇̄XV
)tan〉

= 〈b12(X, Y ), V 〉+ 〈Y, b21(X, V )〉.
It follows that 〈b12(X, Y ), V 〉 = −〈Y, b21(X, V )〉. Now we from this that b12(X, Y )
is not only C∞(M) linear in X but also in Y . Thus b12 is tensorial and so for
each fixed p ∈ M , b12(Xp, Yp) is a well defined element of TpM

⊥ for each fixed
Xp, Yp ∈ TpM . Also, for any X1, X2 ∈ X(M) we have

b12(X1, X2)− b12(X2, X1)

=
(∇̄X1X2 − ∇̄X2X1

)⊥

= ([X1, X2])
⊥ = 0.
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So b12 is symmetric. The classical notation for b12 is II and the form is called
the second fundamental tensor or the second fundamental form. For
ξ ∈ TpM we define the linear map Bξ(·) := b12(ξ, ·). With this in mind we can
easily deduce the following facts which we list as a theorem:

1. ∇XY := (∇̄XY )tan defines a connection on M which is identical with the
Levi-Civita connection for the induced metric on M .

2. (∇̄XV )⊥ := ∇⊥XV defines a metric connection on the vector bundle TM⊥.

3. (∇̄XY )⊥ := b12(X,Y ) defines a symmetric C∞(M)-bilinear form with
values in X(M)⊥.

4. (∇̄XV )tan := b21(X, V ) defines a symmetric C∞(M)-bilinear form with
values in X(M).

Corollary 17.1 b21 is tensorial and so for each fixed p ∈ M , b21(Xp, Yp) is
a well defined element of TpM

⊥ for each fixed Xp, Yp ∈ TpM and we have a
bilinear form b21 : TpM × TpM

⊥ → TpM .

Corollary 17.2 The map b21(ξ, ·) : TpM
⊥ → TpM is equal to −Bt

ξ : TpM →
TpM

⊥.

Writing any Y ∈ X(M)
∣∣
M

as Y = (Y tan, Y ⊥) we can write the map ∇̄X :
X(M)

∣∣
M
→ X(M)

∣∣
M

as a matrix of operators:
[ ∇X BX

−Bt
X ∇⊥X

]

Next we define the shape operator which is also called the Weingarten map.
There is not a perfect agreement on sign conventions; some author’s shape
operator is the negative of the shape operator as defined by other others. We
shall define S+ and S− which only differ in sign. This way we can handle both
conventions simultaneously and the reader can see where the sign convention
does or does not make a difference in any given formula.

Definition 17.2 Let p ∈ M . For each unit vector u normal to M at p we
have a map called the (±) shape operator S±u associated to u. defined by
S±u (v) :=

(±∇̄vU
)tan where U is any unit normal field defined near p such that

U(p) = u.

The shape operators {S±u }u a unit normal contain essentially the same infor-
mation as the second fundamental tensor II = b12. This is because for any
X,Y ∈ X(M) and U ∈ X(M)⊥ we have

〈S±U X,Y 〉 = 〈(±∇̄XU
)tan

, Y 〉 = 〈U,±∇̄XY 〉
= 〈U,

(±∇̄XY
)⊥〉 = 〈U,±b12(X, Y )〉

= 〈U,±II(X, Y )〉.
Note: 〈U, b12(X,Y )〉 is tensorial in U,X and Y . Of course , S±−UX = −S±U X.
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Theorem 17.1 Let M be a semi-Riemannian submanifold of M̄ . We have the
Gauss equation

〈RV W X,Y 〉 = 〈R̄V W X,Y 〉
− 〈II(V, X), II(W,Y )〉+ 〈II(V, Y ), II(W,X)〉

Proof. Since this is clearly a tensor equation we may assume that [V,W ] =
0. With this assumption we have we have 〈R̄V W X,Y 〉 = (V W )− (WV ) where
(V W ) = 〈∇̄V ∇̄W X, Y 〉

〈∇̄V ∇̄W X, Y 〉 = 〈∇̄V∇W X, Y 〉+ 〈∇̄V (II(W,X)), Y 〉
= 〈∇V∇W X, Y 〉+ 〈∇̄V (II(W,X)), Y 〉
= 〈∇V∇W X, Y 〉+ V 〈II(W,X), Y 〉 − 〈II(W,X), ∇̄V Y 〉
= 〈∇V∇W X, Y 〉+ V 〈II(W,X), Y 〉 − 〈II(W,X), ∇̄V Y 〉

Since

〈II(W,X), ∇̄V Y 〉
= 〈II(W,X),

(∇̄V Y
)⊥〉 = 〈II(W,X), II(V, Y )〉

we have (V W ) = 〈∇V∇W X, Y 〉−〈II(W,X), II(V, Y )〉. Interchanging the roles
of V and W and subtracting we get the desired conclusion.

Another formula that follows easily from the Gauss equation is the following
formula (also called the Gauss formula):

K(v ∧ w) = K̄(v ∧ w) +
〈II(v, v), II(w, w)〉 − 〈II(v, w), II(v, w)〉

〈v, v〉〈w,w〉 − 〈v, w〉2

Exercise 17.2 Prove the last formula (second version of the Gauss equation).

From this last version of the Gauss equation we can show that a sphere
Sn(r) of radius r in Rn+1 has constant sectional curvature 1/r2 for n > 1. If
(ui) is the standard coordinates on Rn+1 then the position vector field in Rn+1

is r =
∑n+1

i=1 ui∂i. Recalling that the standard (flat connection) D on Rn+1 is
just the Lie derivative we see that DXr =

∑n+1
i=1 Xui∂i = X. Now using the

usual identifications, the unit vector field U = r/r is the outward unit vector
field on Sn(r). We have

〈II(X,Y ), U〉 = 〈DXY,U〉
=

1
r
〈DXY, r〉 = −1

r
〈Y, DXr〉

= −1
r
〈Y, X〉 = −1

r
〈X,Y 〉.

Now letting M̄ be Rn+1 and M be Sn(r) and using the fact that the Gauss
curvature of Rn+1 is identically zero, the Gauss equation gives K = 1/r.

The second fundamental form contains information about how the semi-
Riemannian submanifold M bends about in M̄ . First we need a definition:
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Definition 17.3 Let M be semi-Riemannian submanifold of M̄ and N a semi-
Riemannian submanifold of N̄ . A pair isometry Φ : (M̄,M) → (N̄ , N) consists
of an isometry Φ : M̄ → N̄ such that Φ(M) = N and such that Φ|M : M → N
is an isometry.

Proposition 17.1 A pair isometry Φ : (M̄,M) → (N̄ , N) preserves the second
fundamental tensor:

TpΦ · II(v, w) = II(TpΦ · v, TpΦ · w)

for all v, w ∈ TpM and all p ∈ M .

Proof. Let p ∈ M and extend v, w ∈ TpM to smooth vector fields V and
W . Since an isometry respects the Levi-Civita connections we have Φ∗∇̄V W =
∇̄Φ∗V Φ∗W . Now since Φ is a pair isometry we have TpΦ(TpM) ⊂ TΦ(p)N

and TpΦ(TpM
⊥) ⊂ (

TΦ(p)N
)⊥. This means that Φ∗ : X(M̄)

∣∣
M
→ X(N̄)

∣∣
N

pre-
serves normal and tangential components Φ∗(X(M)) ⊂ X(N) and Φ∗(X(M)⊥) ⊂
X(N)⊥. We have

TpΦ · II(v, w) = Φ∗II(V, W )(Φ (p))

= Φ∗
(∇̄V W

)⊥ (Φ (p))

=
(
Φ∗∇̄V W

)⊥ (Φ (p))

=
(∇̄Φ∗V Φ∗W

)⊥ (Φ (p))
= II(Φ∗V, Φ∗W )(Φ (p))
= II(Φ∗V, Φ∗W )(Φ (p))
= II(TpΦ · v, TpΦ · w)

The following example is simple but conceptually very important.

Example 17.1 Let M be the strip 2 dimensional strip {(x, y, 0) : −π < x < π}
considered as submanifold of R3 (with the canonical Riemannian metric). Let
N be the subset of R3 given by {(x, y,

√
1− x2) : −1 < x < 1}. Exercise:

Show that M is isometric to M . Show that there is no pair isometry (R3, M) →
(R3, N).

17.2 Curves in Submanifolds

If γ : I → M is a curve in M and M is a semi-Riemannian submanifold of M̄
then we have ∇̄∂tY = ∇∂tY + II(γ̇, Y ) for any vector field Y along γ. If Y is
a vector field in X(M̄)

∣∣
M

or in X(M̄) then Y ◦ γ is a vector field along γ. In
this case we shall still write ∇̄∂tY = ∇∂tY +II(γ̇, Y ) rather than ∇̄∂t (Y ◦ γ) =
∇∂t (Y ◦ γ) + II(γ̇, Y ◦ γ).



17.2. CURVES IN SUBMANIFOLDS 451

Recall that γ̇ is a vector field along γ. We also have γ̈ := ∇̄∂t
γ̇ which in this

context will be called the extrinsic acceleration (or acceleration in M̄ . By
definition we have∇∂tY =

(∇̄∂tY
)⊥. The intrinsic acceleration (acceleration

in M) is ∇∂t
γ̇. Thus we have

γ̈ = ∇∂t
γ̇ + II(γ̇, γ̇).

From this definitions we can immediately see the truth of the following

Proposition 17.2 If γ : I → M is a curve in M and M is a semi-Riemannian
submanifold of M̄ then γ is a geodesic in M if and only if γ̈(t) is normal to M
for every t ∈ I.

Exercise 17.3 A constant speed parameterization of a great circle in Sn(r) is
a geodesic. Every geodesic in Sn(r) is of this form.

Definition 17.4 A semi-Riemannian manifold M ⊂ M̄ is called totally geodesic
if every geodesic in M is a geodesic in M̄ .

Theorem 17.2 For a semi-Riemannian manifold M ⊂ M̄ the following condi-
tions are equivalent

i) M is totally geodesic

ii) II ≡ 0

iii) For all v ∈ TM the M̄ geodesic γv with initial velocity v is such that
γv[0, ε] ⊂ M for ε > 0 sufficiently small.

iv) For any curve α : I → M , parallel translation along α induced by ∇̄ in
M̄ is equal to parallel translation along α induced by ∇ in M .

Proof. (i)=⇒(iii) follows from the uniqueness of geodesics with a given ini-
tial velocity.

iii)=⇒(ii); Let v ∈ TM . Applying 17.2 to γv we see that II(v, v) = 0. Since v
was arbitrary we conclude that II ≡ 0.

(ii)=⇒(iv); Suppose v ∈ TpM . If V is a parallel vector field with respect to ∇
that is defined near p such that V (p) = v. Then ∇̄∂tV = ∇∂tV +II(γ̇, V ) = 0+0
for any γ with γ(0) = p so that V is a parallel vector field with respect to ∇̄.

(iv)=⇒(i); Assume (iv). If γ is a geodesic in M then γ′ is parallel along γ
with respect to ∇. Then by assumption γ′ is parallel along γ with respect to
∇̄. Thus γ is also a M̄ geodesic.
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17.3 Hypersurfaces

If the codimension of M in M̄ is equal to 1 then we say that M is a hyper-
surface. If M is a semi-Riemannian hypersurface in M̄ and 〈u, u〉 > 0 for
every u ∈ (TpM)⊥ we call M a positive hypersurface. If 〈u, u〉 < 0 for every
u ∈ (TpM)⊥ we call M a negative hypersurface. Of course, if M̄ is Riemannian
then every hypersurface in M̄ is positive. The sign of M , in M̄ denoted sgn M
is sgn〈u, u〉.

Exercise 17.4 Suppose that c is a regular value of f ∈ C∞(M̄) then M =
f−1(c) is a semi-Riemannian hypersurface if 〈df, df〉 > 0 on all of M or if
〈df, df〉 < 0. sgn〈df, df〉 = sgn〈u, u〉.

From the preceding exercise it follows if M = f−1(c) is a semi-Riemannian
hypersurface then U = ∇f/ ‖∇f‖ is a unit normal for M and 〈U,U〉 = sgn M .
Notice that this implies that M = f−1(c) is orientable if M̄ is orientable. Thus
not every semi-Riemannian hypersurface is of the form f−1(c). On the other
hand every hypersurface is locally of this form.

In the case of a hypersurface we have (locally) only two choices of unit
normal. Once we have chosen a unit normal u the shape operator is denoted
simply by S rather than Su.

We are already familiar with the sphere Sn(r) which is f−1(r2) where f(x) =
〈x, x〉 =

∑n
i=1 xixi. A similar example arises when we consider the semi-

Euclidean space Rn+1−ν,ν where ν 6= 0. In this case, the metric is 〈x, y〉ν =
−∑ν

i=1 xiyi +
∑n

i=ν+1 xiyi. We let f(x) := −∑ν
i=1 xixi +

∑n
i=ν+1 xixi and

then for r > 0 we have that f−1(εr2) is a semi-Riemannian hypersurface in
Rn+1−ν,ν with sign ε and unit normal U = r/r. We shall divide these hyper-
surfaces into two classes according to sign.

Definition 17.5 For n > 1 and 0 ≤ v ≤ n, we define

Sn
ν (r) = {x ∈ Rn+1−ν,ν : 〈x, x〉ν = r2.

Sn
ν (r) is called the pseudo-sphere of index ν.

Definition 17.6 For n > 1 and 0 ≤ ν ≤ n, we define

Hn
ν (r) = {x ∈ Rn+1−(ν+1),ν+1 : 〈x, x〉ν = −r2.

Hn
ν (r) is called the pseudo-hyperbolic space of radius r and index ν.



Chapter 18

Killing Fields and
Symmetric Spaces

Following the excellent treatment given by Lang [L1], we will treat Killing fields
in a more general setting than is traditional. We focus attention on pairs (M,∇)
where M is a smooth manifold and ∇ is a (not necessarily metric) torsion
free connection. Now let (M,∇M ) and (N,∇N ) be two such pairs. For a
diffeomorphism ϕ : M → N the pull-back connection ϕ∗∇ is defined so that

(ϕ∗∇N )ϕ∗Xϕ∗Y = ϕ∗(∇M
X Y )

for X, Y ∈ X(N) and ϕ∗X is defined as before by ϕ∗X = Tϕ−1 ◦ X ◦ ϕ. An
isomorphism of pairs (M,∇M ) → (N,∇N ) is a diffeomorphism ϕ : M → M
such that ϕ∗∇ = ∇. Automorphism of a pair (M,∇) is defined in the obvious
way. Because we will be dealing with the flows of vector fields which are not
necessarily complete we will have to deal with maps ϕ :: M → M with domain
a proper open subset O ⊂ M . In this case we say that ϕ is a local isomorphism
if ϕ∗ ∇|ϕ−1(O) = ∇|O.

Definition 18.1 A vector field X ∈ X(M) is called a ∇−Killing field if ϕX
t

is a local isomorphism of the pair (M,∇) for all sufficiently small t.

Definition 18.2 Let M, g be a semi-Riemannian manifold. A vector field X ∈
X(M) is called a g−Killing field if X is a local isometry.

It is clear that if ∇g is the Levi-Civita connection for M, g then any isometry
of M, g is an automorphism of (M,∇g) and any g−Killing field is a ∇g−Killing
field. The reverse statements are not always true. Letting Killg(M) denote the
g−Killing fields and Kill∇(M) the ∇−Killing fields we have

Killg(M) ⊂ Kill∇g(M)

453
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Lemma 18.1 If (M,∇) is as above then for any X, Y, Z ∈ X(M) we have

[X,∇ZY ] = ∇Y,Z −RY,ZX +∇[X,Z]Y +∇Z [X,Y ]

Proof. The proof is a straightforward calculation left to the reader.

Theorem 18.1 Let M be a smooth manifold and ∇ a torsion free connection.
For X ∈ X(M), the following three conditions are equivalent:

(i) X is a ∇−Killing field

(ii) [X,∇ZY ] = ∇[X,Z]Y +∇Z [X, Y ] for all Y, Z ∈ X(M)

(iii) ∇Y,ZX = RY,ZX for all Y,Z ∈ X(M).

Proof. The equivalence of (ii) and (iii) follows from the previous lemma.
Let φt := ϕX

t . If X is Killing (so (i) is true) then locally we have d
dtϕ

∗
t Y =

ϕ∗tLXY = ϕ∗t [X,Y ] for all Y ∈ X(M). We also have φ∗t X = X. One calculates
that

d

dt
φ∗t (∇ZY ) = φ∗t [X,∇ZY ] = [φ∗t X,φ∗t∇ZY ]

= [X, φ∗t∇ZY ]

and on the other hand

d

dt
∇φ∗t Zφ∗t Y = ∇φ∗t [X,Z]φ

∗
t Y +∇φ∗t Z(φ∗t [X,Y ]).

Setting t = 0 and comparing we get (ii).
Now assume (ii). We would like to show that φ∗−t∇φ∗t Zφ∗t Y = ∇ZY . We

show that d
dtφ

∗
−t∇φ∗t Zφ∗t Y = 0 for all sufficiently small t. The thing to notice

here is that since the difference of connections is tensorial τ(Y, Z) = d
dtφ

∗
−t∇φ∗t Zφ∗t Y

is tensorial being the limit of the a difference quotient. Thus we can assume
that [X, Y ] = [X, Z] = 0. Thus φ∗t Z = Z and φ∗t Y = Y . We now have

d

dt
φ∗−t∇φ∗t Zφ∗t Y

=
d

dt
φ∗−t (∇ZY ) = φ∗−t[X,∇ZY ]

= φ∗−t(∇[X,Z]Y +∇Z [X, Y ]) = 0

But since φ∗−t∇φ∗t Zφ∗t Y is equal to∇ZY when t = 0, we have that φ∗−t∇φ∗t Zφ∗t Y =
∇ZY for all t which is (i).

Clearly the notion of a Jacobi field makes sense in the context of a general
(torsion free) connection on M . Notice also that an automorphism φ of a pair
(M,∇) has the property that γ ◦ φ is a geodesic if and only if φ is a geodesic.

Proposition 18.1 X is a ∇−Killing field if and only if X ◦ γ is a Jacobi field
along γ for every geodesic γ.
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Proof. If X is Killing then (s, t) 7→ ϕX
s (γ(t)) is a variation of γ through

geodesics and so t 7→ X ◦ γ(t) = ∂
∂s

∣∣
s=0

ϕX
s (γ(t)) is a Jacobi field. The proof of

the converse (Karcher) is as follows: Suppose that X is such that its restriction
to any geodesic is a Jacobi field. Then for γ a geodesic, we have

∇2
γ̇ (X ◦ γ) = R(γ̇, X ◦ γ)γ̇

= ∇γ̇∇X γ̇ −∇X∇γ̇ γ̇ = ∇γ̇∇X γ̇

where we have used γ̇ to denote not only a field along γ but also an extension
to a neighborhood with [γ̇, X] = 0. But

∇γ̇∇X γ̇ = ∇γ̇∇γ̇X −∇γ̇ [γ̇, X] = ∇γ̇∇γ̇X

= ∇γ̇∇γ̇X −∇∇γ̇ γ̇X = ∇γ̇,γ̇X

and so ∇2
γ̇ (X ◦ γ) = ∇γ̇,γ̇X. Now let v, w ∈ TpM for p ∈ M . Then there is a

geodesic γ with γ̇(0) = v + w and so

R(v, X)v + R(w, X)w + R(v, X)w + R(w, X)v
= R(v + w, X) (v + w) = ∇γ̇,γ̇X = ∇v+w,v+wX

= ∇v,vX +∇w,wX +∇v,wX +∇w,vX

Now replace w with −w and subtract (polarization) to get

∇v,wX +∇w,vX = R(v, X)w + R(w, X)v.

On the other hand, ∇v,wX − ∇w,vX = R(v, w)X and adding this equation to
the previous one we get 2∇v,wX = R(v, X)w−R(X, w)v −R(w, v)X and then
by the Bianchi identity 2∇v,wX = 2R(v, w)X. The result now follows from
theorem 18.1.

We now give equivalent conditions for X ∈ X(M) to be a g−Killing field for
a semi-Riemannian (M, g). First we need a lemma.

Lemma 18.2 For any vector fields X, Y, Z ∈ X(M) we have

LX〈Y, Z〉 = 〈LXY, Z〉+ 〈Y,LXZ〉+ (LXg) (Y, Z)
= 〈LXY, Z〉+ 〈Y,LXZ〉+ 〈∇XY, Z〉+ 〈Y,∇XZ〉

Proof. This is again a straightforward calculation using for the second
equality

(LXg) (Y, Z) = LX〈Y, Z〉 − 〈LXY, Z〉 − 〈Y,LXZ〉
= LX〈Y, Z〉+ 〈∇XY −∇Y X,Z〉+ 〈Y,∇XZ −∇ZX〉
= LX〈Y, Z〉+ 〈∇XY −∇Y X,Z〉+ 〈Y,∇XZ −∇ZX〉
= LX〈Y, Z〉 − 〈∇Y X,Z〉 − 〈Y,∇ZX〉+ 〈∇XY, Z〉+ 〈Y,∇XZ〉
0 + 〈∇XY,Z〉+ 〈Y,∇XZ〉
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Theorem 18.2 Let (M, g) be semi-Riemannian. X ∈ X(M) is a g−Killing
field if and only if any one of the following conditions hold:

(i) LXg = 0.

(ii) LX〈Y, Z〉 = 〈LXY,Z〉+ 〈Y,LXZ〉 for all Y, Z ∈ X(M).

(iii) For each p ∈ M , the map TpM → TpM given by v 7−→ ∇vX is skewsym-
metric for the inner product 〈., .〉p.

Proof. Since if X is Killing then ϕX∗
t g = g and in general for a vector field

X we have
d

dt
ϕX∗

t g = ϕX∗
t LXg

the equivalence of (i) with the statement that X is g−Killing is immediate.
If (ii) holds then by the previous lemma, (i) holds and conversely. The

equivalence of (ii) and (i) also follows from the lemma and is left to the reader.
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Comparison Theorems

19.0.1 Rauch’s Comparison Theorem

In this section we deal strictly with Riemannian manifolds. Recall that for a
(semi-) Riemannian manifold M , the sectional curvature KM (P ) of a 2−plane
P ⊂ TpM is

〈R (e1 ∧ e2) , e1 ∧ e2〉
for any orthonormal pair e1, e2 that span P .

Lemma 19.1 If Y is a vector field along a curve α : [a, b] → M then if Y (k) is
the parallel transport of ∇k

∂t
Y (a) along α we have the following Taylor expan-

sion:

Y (t) =
m∑

k=0

Y (k)(t)
k!

(t− a)k + O(|t− a|m+1)

Proof. Exercise.

Definition 19.1 If M, g and N,h are Riemannian manifolds and γM : [a, b] →
M and γN : [a, b] → N are unit speed geodesics defined on the same interval
[a, b] then we say that KM ≥ KN along the pair (γM , γN ) if KM (QγM (t)) ≥
KN (PγN (t)) for every all t ∈ [a, b] and every pair of 2-planes QγM (t) ∈ TγM (t)M ,
PγN (t) ∈ TγN (t)N .

We develop some notation to be used in the proof of Rauch’s theorem. Let
M be a given Riemannian manifold. If Y is a vector field along a unit speed
geodesic γM such that Y (a) = 0 then let

IM
s (Y, Y ) := IγM |[a,s](Y, Y ) =

∫ s

a

〈∇∂tY (t),∇∂tY (t)〉+ 〈Rγ̇M ,Y γ̇M , Y 〉(t)dt.

If Y is an orthogonal Jacobi field then IM
s (Y, Y ) = 〈∇∂tY, Y 〉(s) by theorem

16.10.

457
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Theorem 19.1 (Rauch) Let M, g and N, h be Riemannian manifolds of the
same dimension and let γM : [a, b] → M and γN : [a, b] → N unit speed geodesics
defined on the same interval [a, b]. Let JM and JN be Jacobi fields along γM

and γN respectively and orthogonal to their respective curves. Suppose that the
following four conditions hold:

(i) JM (a) = JN (a) and neither of JM (t) or JN (t) is zero for t ∈ (a, b]
(ii)

∥∥∇∂t
JM (a)

∥∥ =
∥∥∇∂t

JN (a)
∥∥

(iii) L(γM ) = dist(γM (a), γM (b))
(iv) KM ≥ KN along the pair (γM , γN )

Then
∥∥JM (t)

∥∥ ≤
∥∥JN (t)

∥∥ for all t ∈ [a, b].

Proof. Let fM be defined by fM (s) :=
∥∥JM (s)

∥∥ and hM by hM (s) :=
IM
s (JM , JM )/

∥∥JM (s)
∥∥2 for s ∈ (a, b]. Define fN and hN analogously. We have

f ′M (s) = 2IM
s (JM , JM ) and f ′M/fM = 2hM

and the analogous equalities for fN and hN . If c ∈ (a, b) then

ln(
∥∥JM (s)

∥∥2
) = ln(

∥∥JM (c)
∥∥2

) + 2
∫ s

c

hM (s′)ds′

with the analogous equation for N . Thus

ln

(∥∥JM (s)
∥∥2

‖JN (s)‖2
)

= ln

(∥∥JM (c)
∥∥2

‖JN (c)‖2
)

+ 2
∫ s

c

[hM (s′)− hN (s′)]ds′

From the assumptions (i) and (ii) and the Taylor expansions for JM and JN we
have

lim
c→a

∥∥JM (c)
∥∥2

‖JN (c)‖2
= 0

and so

ln

(∥∥JM (s)
∥∥2

‖JN (s)‖2
)

= 2 lim
c→a

∫ s

c

[hM (s′)− hN (s′)]ds′

If we can show that hM (s)− hN (s) ≤ 0 for s ∈ (a, b] then the result will follow.
So fix s0 ∈ (a, b] let ZM (s) := JM (s)/

∥∥JM (r)
∥∥ and ZN (s) := JN (s)/

∥∥JN (r)
∥∥.

We now define a parameterized families of sub-tangent spaces along γM by
WM (s) := γ̇M (s)⊥ ⊂ TγM (s)M and similarly for WN (s). We can choose a
linear isometry Lr : WN (r) → WM (r) such that Lr(JN (r)) = JM (r). We now
want to extend Lr to a family of linear isometries Ls : WN (s) → WM (s). We
do this using parallel transport by

Ls := P (γM )s
r ◦ Lr ◦ P (γN )r

s.
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Define a vector field Y along γM by Y (s) := Ls(JM (s)). Check that

Y (a) = JM (a)

Y (r) = JM (r)

‖Y ‖2 =
∥∥JN

∥∥2

‖∇∂t
Y ‖2 =

∥∥∇∂t
JN

∥∥2

The last equality is a result of exercise 15.10 where in the notation of that
exercise β(t) := P (γM )r

t ◦ Y (t). Since (iii) holds there can be no conjugates
along γM up to r and so IM

r is positive definite. Now Y − JM is orthogonal to
the geodesic γM and so by corollary 16.4we have IM

r (JM , JM ) ≤ IM
r (Y, Y ) and

in fact

IM
r (JM , JM ) ≤ IM

r (Y, Y ) =
∫ r

a

‖∇∂t
Y ‖2 + RM (γ̇M , Y, γ̇M , Y )

≤
∫ r

a

‖∇∂tY ‖2 + RN (γ̇N , JN , γ̇N , JN ) (by (iv))

= IN
r (JN , JN )

Recalling the definition of Y we obtain

IM
r (JM , JM )/

∥∥JM (r)
∥∥2 ≤ IN

r (JN , JN )/
∥∥JN (r)

∥∥2

and so hM (r)− hN (r) ≤ 0 but r was arbitrary and so we are done.

19.0.2 Bishop’s Volume Comparison Theorem

under construction

19.0.3 Comparison Theorems in semi-Riemannian mani-
folds

under construction
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Chapter 20

Algebraic Topology

UNDER CONSTRUCTION

20.1 Topological Sum

20.2 Homotopy

Homotopy as a family of maps.

Definition 20.1 Let f0, f1 : X → Y be maps. A homotopy from f0 to f1 is
a one parameter family of maps {ht : X → Y : 0 ≤ t ≤ 1} such that h0 = f0

, h1 = f1 and such that (x, t) 7→ ht(x) defines a (jointly continuous) map
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X × [0, 1] → Y . If there exists such a homotopy we write f0 ' f1 and say that
f0 is homotopic to f1. If there is a subspace A ⊂ X such that ht|A = f0|A for
all t ∈ [0, 1] then we say that f0 is homotopic to f1 relative to A and we write
f0 ' f1(relA).

It is easy to see that homotopy equivalence is in fact an equivalence relation.
The set of homotopy equivalence classes of maps X → Y is denoted [X, Y ] or
π(X,Y ).

Definition 20.2 Let f0, f1 : (X, A) → (Y , B) be maps of topological pairs. A
homotopy from f0 to f1 is a homotopy h of the underlying maps f0, f1 : X → Y
such that ht(A) ⊂ B for all t ∈ [0, 1]. If S ⊂ X then we say that f0 is homotopic
to f1 relative to S if ht|S = f0|S for all t ∈ [0, 1].

The set of homotopy equivalence classes of maps (X,A) → (Y , B) is denoted
[(X,A), (Y, B)] or π((X, A), (Y, B)). As a special case we have the notion of a
homotopy of pointed maps f0, f1 : (X, x0) → (Y, y0). The points x0 and y0 are
called the base points and are commonly denoted by the generic symbol ∗. The
set of all homotopy classes of pointed maps between pointed topological spaced
is denoted [(X,x0), (Y, y0)] or π((X, x0), (Y, y0)) but if the base points are fixed
and understood then we denote the space of pointed homotopy classes as [X,Y ]0
or π(X,Y )0. We may also wish to consider morphisms of pointed pairs such
as f : (X, A, a0) → (Y, B, b0) which is given by a map f : (X, A) → (Y ,B) such
that f(a0) = b0. Here usually have a0 ∈ A and b0 ∈ B. A homotopy between
two such morphisms, say f0 and f1 : (X,A, a0) → (Y, B, b0) is a homotopy h of
the underlying maps (X, A) → (Y , B) such that ht(a0) = b0 for all t ∈ [0, 1].
Clearly there are many variations on this theme of restricted homotopy.

Remark 20.1 Notice that if f0, f1 : (X, A) → (Y , y0) are homotopic as maps
of topological pairs then we automatically have f0 ' f1(rel A). However, this is
not necessarily the case if {y0} is replaced by a set B ⊂ Y with more than one
element.

Definition 20.3 A (strong) deformation retraction of X onto subspace A ⊂
X is a homotopy ft from f0 = idX to f1 such that f1(X) ⊂ A and ft|A = idA

for all t ∈ [0, 1]. If such a retraction exists then we say that A is a (strong)
deformation retract of X.
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Retraction onto “eyeglasses”

Example 20.1 Let ft : Rn\{0} → Rn\{0} be defined by

ft(x) := t
x

|x| + (1− t)x

for 0 ≤ t ≤ 1. Then ft gives a deformation retraction of Rn\{0} onto Sn−1 ⊂
Rn.

Retraction of Punctured Plane

Definition 20.4 A map f : X → Y is called a homotopy equivalence if
there is a map g : Y → X such that f ◦ g ' idY and g ◦ f ' idX . The maps are
then said to be homotopy inverses of each other. In this case we say that X and
Y are homotopy equivalent and are said to be of the same homotopy type.
We denote this relationship by X ' Y

Definition 20.5 A space X is called contractible if it is homotopy equivalent
to a one point space.
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Definition 20.6 A map f : X → Y is called null-homotopic if it is homo-
topic to a constant map.

Equivalently, one can show that X is contractible if and only if every map
f : X → Y is null-homotopic.

20.3 Cell Complexes

Let I denote the closed unit interval and let In := I × · · · × I be the n-fold
Cartesian product of I with itself. The boundary of I is ∂I = {0, 1} and
the boundary of I2 is ∂I2 = (I × {0, 1}) ∪ ({0, 1} × I). More generally, the
boundary of In is the union of the sets of the form I × · · · × ∂I · · · × I. Also,
recall that the closed unit n-disk Dn is the subset of Rn given by {|x|2 ≤ 1}
and has as boundary the sphere Sn−1. From the topological point of view the
pair (In, ∂In) is indistinguishable from the pair (Dn, Sn−1). In other words ,
(In, ∂In) is homeomorphic to (Dn, Sn−1).

There is a generic notation for any homeomorphic copy of In ∼= Dn which
is simply en. Any such homeomorph of Dn is referred to as a closed n-cell. If
we wish to distinguish several copies of such a space we might add an index to
the notation as in en

1 , en
2 ...etc. The interior of en is called an open n-cell and is

generically denoted by en. The boundary is denoted by ∂en (or just ∂en). Thus
we always have (en, ∂en) ∼= (Dn, Sn−1).

An important use of the attaching idea is the construction of so called cell
complexes . The open unit ball in Rn or any space homeomorphic to it is
referred to as an open n-cell and is denoted by en. The closed ball is called a
closed n-cell and has as boundary the n− 1 sphere. A 0-cell is just a point and
a 1-cell is a (homeomorph of) the unit interval the boundary of which is a pair
of points. We now describe a process by which one can construct a large and
interesting class of topological spaces called cell complexes. The steps are as
follows:

1. Start with any discrete set of points and regard these as 0-cells.

2. Assume that one has completed the n− 1 step in the construction with a
resulting space Xn−1, construct Xn by attaching some number of copies
of n-cells {en

α}α∈A (indexed by some set A) by attaching maps fα : ∂en
α =

Sn−1 → Xn−1.

3. Stop the process with a resulting space Xn called a finite cell complex
or continue indefinitely according to some recipe and let X =

⋃
n≥0 Xn

and define a topology on X as follows: A set U ⊂ X is defined to be open
if and only if U ∩ Xn is open in Xn (with the relative topology). The
space X is called a CW complex or just a cell complex .

Definition 20.7 Given a cell complex constructed as above the set Xn con-
structed at the n-th step is called the n-skeleton. If the cell complex is finite
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then the highest step n reached in the construction is the whole space and the
cell complex is said to have dimension n. In other words, a finite cell complex
has dimension n if it is equal to its own n-skeleton.

It is important to realize that the stratification of the resulting topological
space by the via the skeletons and also the open cells that are homeomorphically
embedded are part of the definition of a cell complex and so two different cell
complexes may in fact be homeomorphic without being the same cell complex.
For example, one may realize the circle S1 by attaching a 1-cell to a 0-cell or
by attaching two 1-cells to two different 0-cells as in figure ??.

e

e

e

e e

e

1

1

1

00

0

Two cell structures for circle

Another important example is the projective space RPn which can be thought
of as a the hemisphere Sn

+ = {x ∈ Rn+1 : xn+1 ≥ 0} modulo the identification
of antipodal points of the boundary ∂Sn

+ = Sn−1. But Sn−1 with antipodal
point identified becomes RPn−1 and so we can obtain RPn by attaching an
n-cell en to RPn−1 with the attaching map ∂en = Sn−1 → RPn−1 given as
the quotient map of Sn−1 onto RPn−1. By repeating this analysis inductively
we conclude that RPn can be obtained from a point by attaching one cell from
each dimension up to n :

RPn = e0 ∪ e1 ∪ · · · ∪ en

and so RPn is a finite cell complex of dimension n.

20.4 Axioms for a Homology Theory

Consider the category T P of all topological pairs (X, A) where X is a topological
space, A is a subspace of X and where a morphism f : (X, A) → (X ′, A′) is
given by a map f : X → X ′ such that f(A) ⊂ A′. We may consider the
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category of topological spaces and maps as a subcategory of T P by identifying
(X, ∅) with X. We will be interested in functors from some subcategory NT P
to the category Z−GAG of Z-graded abelian groups. The subcategory NT P
(tentatively called “nice topological pairs”) will vary depending of the situation
but one example for which things work out nicely is the category of finite cell
complex pairs. Let

∑
Ak and

∑
Bk be graded abelian groups. A morphism

of Z-graded abelian groups is a sequence {hk} of group homomorphisms hk :
Ak → Bk. Such a morphism may also be thought of as combined to give a
degree preserving map on the graded group; h :

∑
Ak →

∑
Bk.

In the following we write Hp(X) for Hp(X, ∅). A homology theory H with
coefficient group G is a covariant functor hG from a category of nice topological
pairs NT P to the category Z−GAG of Z-graded abelian groups;

hG :
{

(X, A) 7→ H(X, A,G) =
∑

p∈ZHp(X, A, G)
f 7→ f∗

and that satisfies the following axioms:

1. Hp(X, A) = 0 for p < 0.

2. (Dimension axiom) Hp(pt) = 0 for all p ≥ 1 and H0(pt) = G.

3. If f : (X,A) → (X ′, A′) is homotopic to g : (X, A) → (X ′, A′) then
f∗ = g∗

4. (Boundary map axiom) To each pair (X, A) and each p ∈ Z there is a
boundary homomorphism ∂p : Hp(X, A; G) → Hp−1(A; G) such that for
all maps f : (X, A) → (X ′, A′) the following diagram commutes:

Hp(X, A;G)
f∗→ Hp(X ′, A′;G)

∂p ↓ ∂p ↓
Hp−1(A; G) →

(f |A )∗
Hp−1(A′;G)

5. (Excision axiom) For each inclusion ι : (B,B ∩ A) → (A ∪ B, A) the
induced map ι∗ : H(B, B ∩A;G) → H(A ∪B, A; G) is an isomorphism.

6. For each pair (X, A) and inclusions i : A ↪→ X and j : (X, ∅) ↪→ (X, A)
there is a long exact sequence

· · · → Hp+1(A) i∗→ Hp+1(X)
j∗→ Hp+1(X, A)

∂p+1 ↙
Hp+1(A) i∗→ Hp+1(X)

j∗→ · · ·

where we have suppressed the reference to G for brevity.
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20.5 Simplicial Homology

Simplicial homology is a perhaps the easiest to understand in principle.
And we have

Hollow chamber here

3-simplex
( s o l i d )

1
-sim

p
lex

Simplicial Complex

20.6 Singular Homology

These days an algebraic topology text is like to emphasize singular homology.

Figure 20.1: Singular 2-simplex and boundary
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20.7 Cellular Homology

UNDER CONSTRUCTION

20.8 Universal Coefficient theorem

UNDER CONSTRUCTION

20.9 Axioms for a Cohomology Theory

UNDER CONSTRUCTION

20.10 Topology of Vector Bundles

In this section we study vector bundles with finite rank. Thus, the typical fiber
may be taken to be Rn (or Cn for a complex vector bundle) for some positive
integer n. We would also like to study vectors bundles over spaces that are not
necessarily differentiable manifolds; although this will be our main interest. All
the spaces in this section will be assumed to be paracompact Hausdorff spaces.
We shall refer to continuous maps simply as maps. In many cases the theorems
will makes sense in the differentiable category and in this case one reads map
as “smooth map”.

Recall that a (rank n) real vector bundle is a triple (πE , E, M) where E
and M are paracompact spaces and πE : E → M is a surjective map such that
there is a cover of M by open sets Uα together with corresponding trivializing
maps (VB-charts) φα : π−1

E (Uα) → Uα × Rn of the form φα = (πE , Φα). Here
Φα : π−1

E (Uα) → Rn has the property that Φα|Ex
: Ex → Rn is a diffeomorphism

for each fiber Ex := π−1
E (x). Furthermore, in order that we may consistently

transfer the linear structure of Rn over to Ex we must require that when Uα ∩
Uβ 6= ∅ and x ∈ Uα ∩ Uβ then function

Φβα;x = Φβ |Ex
◦ Φα|−1

Ex
: Rn → Rn

is a linear isomorphism. Thus the fibers are vector spaces isomorphic to Rn.
For each nonempty overlap Uα ∩ Uβ we have a map Uα ∩ Uβ → Gl(n)

x 7→ Φβα;x.

We have already seen several examples of vector bundles but let us add one
more to the list:

Example 20.2 The normal bundle to Sn ⊂ Rn+1 is the subset N(Sn) of Sn ×
Rn+1 given by

N(Sn) := {(x, v) : x · v = 0}.
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The bundle projection πN(Sn) is given by (x, v) 7→ x. We may define bundle
charts by taking opens sets Uα ⊂ Sn that cover Sn and then since any (x, v) ∈
π−1

N(Sn)(Uα) is of the form (x, tx) for some t ∈ R we may define

φα : (x, v) = (x, tx) 7→ (x, t).

Now there is a very important point to be made from the last example.
Namely, it seems we could have taken any cover {Uα} with which to build the
VB-charts. But can we just take the cover consisting of the single open set
U1 := Sn and thus get a VB-chart N(Sn) → Sn × R? The answer is that in
this case we can. This is because N(Sn) is itself a trivial bundle; that is, it
is isomorphic to the product bundle Sn × R. This is not the case for vector
bundles in general. In particular, we will later be able to show that the tangent
bundle of an even dimensional sphere is always nontrivial. Of course, we have
already seen that the Möbius line bundle is nontrivial.

20.11 De Rham’s Theorem

UNDER CONSTRUCTION

20.12 Sheaf Cohomology

UNDER CONSTRUCTION

20.13 Characteristic Classes

UNDER CONSTRUCTION
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Chapter 21

Ehresmann Connections
and Cartan Connections

Halmos, Paul R.

Don’t just read it; fight it! Ask your own questions, look for your own examples,

discover your own proofs. Is the hypothesis necessary? Is the converse true? What

happens in the classical special case? What about the degenerate cases? Where does

the proof use the hypothesis?

Halmos, Paul R.

I Want to be a Mathematician, Washington: MAA Spectrum, 1985.

21.1 Principal and Associated G−Bundles

In this chapter we take a (Cr) fiber bundle over M with typical fiber F to be a
quadruple (π, E,M,F ) where π : E → M is a smooth Cr−submersion such that
for every p ∈ M there is an open set U containing p with a Cr−isomorphism
φ = (π, Φ) : π−1(U) → U×F. To review; we denote the fiber at p by Ep = π−1(p)
and for each p ∈ U the map Φ|Ep

: Ep → F is a Cr-diffeomorphism. Given two
such trivializations (π, Φα) : π−1(Uα) → Uα×F and (π, Φβ) : π−1(Uβ) → Uβ×F
then for each p ∈ Uα∩Uβ there is a diffeomorphism Φαβ |p : Ep → Ep Uα∩Uβ →
Diff(F ) defined by p 7→ Φαβ(p) = Φαβ |p . These are called transition maps or
transition functions.

Remark 21.1 Recall that a group action ρ : G×F → F is equivalently thought
of as a representation ρ : G → Diff(F ) given by ρ(g)(f) = ρ(g, f). We will forgo
the separate notation ρ and simple write ρ for the action and the corresponding
representation.

Returning to our discussion of fiber bundles, suppose that there is a Lie
group action ρ : G × F → F and cover of E by trivializations {Uα, φα} such

471
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that for each α, β we have

Φαβ(p)(f) = ρ(gαβ(p), f) := gαβ(p) · f
for some smooth map gαβ : Uα ∩ Uβ → G then we say that we have presented
(π, E, M, F ) as G bundle under the representation ρ. We also say that
the transition functions live in G (via ρ). In many but not all cases the rep-
resentation ρ will be faithful, i.e. the action will be effective and so G can be
considered as a subgroup of Diff(F ). A notable exception is the case of spin
bundles. We call (π,E, M, F,G) a (G, ρ) bundle or just a G−bundle if the
representation is understood or standard in some way. It is common to call G
the structure group but since the action in question may not be effective we
should really refer to the structure group representation (or action) ρ.

A fiber bundle is determined if we are given an open cover U = {Uα} and
maps Φαβ : Uα ∩ Uβ → diff(F ) such that for all α, β, γ

Φαα(p) = id for p ∈ Uα

Φαβ(p) = Φ−1
βα(p) for p ∈ Uα ∩ Uβ

Φαβ(p) ◦ Φβγ(p) ◦ Φγα(p) = id for p ∈ Uα ∩ Uβ ∩ Uγ

If we want a G bundle under a representation ρ then we further require that
Φαβ(p)(f) = ρ(gαβ(p))(f) as above and that the maps gαβ themselves satisfy
the cocycle condition:

gαα(p) = id for p ∈ Uα (21.1)

gαβ(p) = g−1
βα(p) for p ∈ Uα ∩ Uβ

gαβ(p) ◦ gβγ(p) ◦ gγα(p) = id for p ∈ Uα ∩ Uβ ∩ Uγ

We shall also call the maps gαβ transition functions or transition maps.
Notice that if ρ is effective the last condition follows from the first. The family
{Uα} together with the maps Φαβ form a cocycle and we can construct a bundle
by taking the disjoint union

⊔
(Uα ×F ) =

⋃
Uα ×F ×{α} and then taking the

equivalence classes under the relation (p, f, β) v (p, Φαβ(p)(f), α) so that

E =
(⋃

Uα × F × {α}
)

/ v

and π([p, f, β]) = p.
Let H ⊂ G be a closed subgroup. Suppose that we can, by throwing out

some of the elements of { Uα, Φα} arrange that all of the transition functions
live in H. That is, suppose we have that Φαβ(p)(f) = ρ(gαβ(p), f) where
gαβ : Uα ∩ Uβ → H. Then we have a reduction the structure group (or
reduction of the structure representation in case the action needs to be
specified).

Next, suppose that we have an surjective Lie group homomorphism h :
G → G . We then have the lifted representation ρ : G × F → F given by
ρ(g, f) = ρ(h(g), f). Under suitable topological conditions we may be able to
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lift the maps gαβ to maps gαβ : Uα ∩ Uβ → G and by choosing a subfamily
we can even arrange that the gαβ satisfy the cocycle condition. Note that
Φαβ(p)(f) = ρ(gαβ , f) = ρ(h(gαβ), f) = ρ(gαβ(p), f). In this case we say that
we have lifted the structure representation to ρ.

Example 21.1 The simplest class of examples of fiber bundles over a manifold
M are the product bundles. These are just Cartesian products M × F together
with the projection map pr1 : M × F → M. Here, the structure group can be
reduced to the trivial group {e} acting as the identity map on F. On the other
hand, this bundle can also be prolonged to any Lie group acting on F.

Example 21.2 A covering manifold π : M̃ → M is a G-bundle where G is
the group of deck transformations. In this example the group G is a discrete
(0-dimensional) Lie group.

Example 21.3 (The Hopf Bundle) Identify S1 as the group of complex num-
bers of unit modulus. Also, we consider the sphere S3 as it sits in C2:

S3 = {(z1, z2) ∈ C2 : |z1|2 + |z2|2 = 1}.
The group S1 acts on S2 by u · (z1, z2) = (uz1, uz2). Next we get S2 into the
act. We want to realize S2 as the sphere of radius 1/2 in R3 and having two
coordinate maps coming from stereographic projection from the north and south
poles onto copies of C embedded as planes tangent to the sphere at the two poles.
The chart transitions then have the form w = 1/z. Thus we may view S2 as
two copies of C, say the z plane C1 and the w plane C2 glued together under
the identification φ : z 7→ 1/z = w

S2 = C1 ∪φ C2.

With this in mind define a map π : S3 ⊂ C2 → S2 by

π(z1, z2) =
{

z2/z1 ∈ C2 ⊂ C1 ∪φ C2 if z1 6= 0
z1/z2 ∈ C1 ⊂ C1 ∪φ C2 if z2 6= 0 .

Note that this gives a well defined map onto S2.

Claim 21.1 u · (z1, z2) = u · (w1, w2) if and only if π(z1, z2) = π(w1, w2).

Proof. If u · (z1, z2) = u · (w1, w2) and z1 6= 0 then w1 6= 0 and π(w1, w2) =
w2/w1 = uw2/uw1 = π(w1, w2) = π(z1, z2) = uz2/uz1 = z2/z1 = π(z1, z2). A
similar calculation show applies when z2 6= 0. On the other hand, if π(w1, w2) =
π(z1, z2) then by a similar chain of equalities we also easily get that u·(w1, w2) =
... = π(w1, w2) = π(z1, z2) = ... = u · (z1, z2).

Using these facts we see that there is a fiber bundle atlas on πHopf = π :
S3 → S2 given by the following trivializations:

ϕ1 : π−1(C1) → C1 × S1

ϕ1 : (z1, z2) = (z2/z1, z1/ |z1|)
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and

ϕ2 : π−1(C2) → C2 × S1

ϕ2 : (z1, z2) = (z1/z2, z2/ |z2|).
The transition map is

(z, u) 7→ (1/z,
z

|z|u)

which is of the correct form since u 7→ z
|z| · u is a circle action. Thus the Hopf

bundle is an S1−bundle with typical fiber S1 itself. It can be shown that the
inverse image of a circle on S2 by the Hopf projection πHopf is a torus. Since
the sphere S2 is foliated by circles degenerating at the poles we have a foliation
of S3-{two circles} by tori degenerating to circles at the fiber over the two poles.
Since S3\{pole} is diffeomorphic to R3 we expect to be able to get a picture of
this foliation by tori. In fact, the following picture depicts this foliation.

21.2 Principal and Associated Bundles

An important case for a bundle with structure group G is where the typical fiber
is the group itself. In fact we may obtain such a bundle by taking the transition
functions gαβ from any effective G bundle E → M or just any smooth maps
gαβ : Uα ∩ Uβ → G that form a cocycle with respect to some cover {Uα}
of M . We let G act on itself by left multiplication and then use the bundle
construction method above. Thus if {Uα} is the cover of M corresponding to
the cocycle {gαβ}α,β then we let

P =
(⋃

Uα ×G× {α}
)

/ v

where (p, g, α) v (p, gαβ(p)g, β) gives the equivalence relation. In this way we
construct what is called the a principal bundle. Notice that for g ∈ G we have
(p, g1, β) v (p, g2, α) if and only if (p, g1g, β) v (p, g2g, α) and so there is a well
defined right action on any bundle principal bundle. On the other hand there is
a more direct way chart free way to define the notion of principal bundle. The
advantage of defining a principal bundle without explicit reference to transitions
functions is that we may then use the principal bundle to give another definition
of a G-bundle that doesn’t appeal directly to the notion of transition functions.
We will see that every G bundle is given by a choice of a principal G-bundle
and an action of G on some manifold F (the typical fiber).

First we define the trivial principal G bundle over U to be the trivial
bundle pr1 : U ×G → M together with the right G action (U ×G)×G given by

(x, g1)g := (x, g1g).

An automorphism of the G-space U × G is a bundle map δ : U × G → U × G
such that δ(x, g1g) = δ(x, g1)g for all g1, g ∈ G and all x ∈ U . Now δ must have
the form given by δ(x, g) = (x, ∆(x, g)) and so

∆(x, g) = ∆(x, e)g.
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If we then let the function x 7→ ∆(x, e) be denoted by gδ() then we have δ(x, g) =
(x, gδ(x)g). Thus we obtain the following

Lemma 21.1 Every automorphism of a trivial principal G bundle over and
open set U has the form δ : (x, g) 7→ (x, gδ(x)g) for some smooth map gδ : U →
G.

Definition 21.1 A principal G-bundle is a fiber bundle πP : P → M to-
gether with a right G action P ×G → P that is locally equivalent as a right G
space to the trivial principal G bundle over M. This means that for each point
x ∈ M there is an open neighborhood Ux and a trivialization φ

π−1
P (Ux)

φ→ Ux ×G
↘ ↙ pr1

Ux

that is G equivariant. Thus we require that φ(pg) = φ(p)g. We shall call such
a trivialization an equivariant trivialization.

Note that φ(pg) = (πP (pg), Φ(pg)) while on the other hand φ(p)g = (πP (pg), Φ(p)g)
so it is necessary and sufficient that Φ(p)g = Φ(pg). Now we want to show that
this means that the structure representation of πP : P → M is left multiplica-
tion by elements of G. Let φ1, U1 and φ2, U2 be two equivariant trivializations
such that U1 ∩ U2 6= ∅. On the overlap we have the diagram

U1 ∩ U2 ×G
φ2← π−1

P (U1 ∩ U2)
φ1→ U1 ∩ U2 ×G

↘ ↓ ↙
U1 ∩ U2

The map φ2 ◦ φ−1
1

∣∣
U1∩U2

clearly must an G-bundle automorphism of U1 ∩U2 ×
G and so by 21.1 must have the form φ2 ◦ φ−1

1

∣∣
U1∩U2

(x, g) = (x, Φ12(x)g).
We conclude that a principal G-bundle is a G-bundle with typical fiber G as
defined in section 21.1. The maps on overlaps such as Φ12 are the transition
maps. Notice that Φ12(x) acts on G by left multiplication and so the structure
representation is left multiplication.

Proposition 21.1 If πP : P → M is a principal G-bundle then the right action
P ×G → P is free and the action restricted to any fiber is transitive.

Proof. Suppose p ∈ P and pg = p for some g ∈ G. Let π−1
P (Ux)

φ→ Ux ×G
be an (equivariant) trivialization over Ux where Ux contains πP (p) = x. Then
we have

φ(pg) = φ(p) ⇒
(x, g0g) = (x, g0) ⇒

g0g = g0
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and so g = e.
Now let Px = π−1

P (x) and let p1, p2 ∈ Px. Again choosing an (equivariant)
trivialization over Ux as above we have that φ(pi) = (x, gi) and so letting g :=
g−1
1 g2 we have φ(p1g) = (x, g1g) = (x, g2) = φ(p2) and since φ is injective

p1g = p2.
The reader should realize that this result is in some sense “obvious” since

the upshot is just that the result is true for the trivial principal bundle and
then it follows for the general case since a general principal bundle is locally
G-bundle isomorphic to a trivial principal bundle.

Remark 21.2 Some authors define a principal bundle to be fiber bundle with
typical fiber G and with a free right action that is transitive on each fiber. This
approach turns out to be equivalent to the present one.

Our first and possibly most important example of a principal bundle is the
frame bundle associated to a rank k vector bundle π : E → M . To achieve an
appropriate generality let us assume that the structure group of the bundle can
be reduced to some matrix group G (e.g. SO(k)). In this case we may single
out a special class of frames in each fiber which are related to each other by
elements of the group G. Let us call these frames “G−frames”. A moving frame
σα = (F1, ..., Fk) which is such that σα(x) is always a G−frame will be called a
moving G-frame. Let PG,x(π) be the set of all G−frames at x and define

PG(π) =
⋃

x∈Mx

PG,x(π).

Also, let ℘ : GF (π) → M be the natural projection map that takes any frame
Fx ∈ GF (π) with Fx ∈ GFx(π) to its base x. A moving G−frame is clearly
the same thing as a local section of GF (π). GF (π) is a smooth manifold and in
fact a principal bundle. We describe a smooth atlas for GF (π). Let us adopt
the convention that (Fx)i := fi is the i-th vector in the frame Fx = (f1, ..., fn).
Let {(Uα, xα)}α∈A be an atlas for M . We can assume without loss that each
chart domains Uα is also the domain of a moving G−frame σα : Uα → GF (π)
and use the notation σα = (F1, ...., Fk). For each chart α on we define a chart
Ũα, x̃α by letting

Ũα := ℘−1(Uα) =
⋃

x∈Uα

GFx(π)

and
x̃α(Fx) := (xi(x), f j

i ) ∈ Rn × Rk×k

where (f i
j) is matrix such that (Fx)i =

∑
f j

i Fj(x). We leave it to the reader
to find the change of coordinate maps and see that they are smooth. The right
G action on GF (π) is given by matrix multiplication (Fx, g) 7→ Fxg where we
think of Fx as row of basis vectors.

Example 21.4 (Full frame bundle of a manifold) The frame bundle of the
tangent bundle of a manifold M is the set of all frames without restriction and
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so the structure group is Gl(n) where n = dim(M). This frame bundle (usually
called the frame bundle of M) is also traditionally denoted L(M).

Example 21.5 (Orthonormal Frame Bundle) If E → M is a real vector
bundle with a bundle metric then the structure group is reduced to O(k) and
the corresponding frame bundle is denoted PO(k)(π) or PO(k)(E) and is called
the orthonormal frame bundle of E. In the case of the tangent bundle of a Rie-
mannian manifold M, g we denote the orthonormal frame of TM by PO(n)(TM)
although the notation F (M) is also popular in the literature.

21.3 X Connections

UNDER CONSTRUCTION
As we have pointed out, a moving G−frame on a vector bundle may clearly

be thought of as a local section of the frame bundle σ : U → F (E). If

21.4 Gauge Fields

UNDER CONSTRUCTION

21.5 Cartan Connections

UNDER CONSTRUCTION
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Chapter 22

Analysis on Manifolds

The best way to escape from a problem is to solve it.

-Alan Saporta

22.1 Basics

Now E is a Hermitian or a Riemannian vector bundle. First, if E is a Rieman-
nian vector bundle then so is E ⊗ T ∗M⊗k since T ∗M also has a metric (locally
given by gij). If ξ = ξr

i1...ik
εr ⊗ θi1 ⊗ · · · ⊗ θik and µ = µr

i1...ik
εr ⊗ θi1 ⊗ · · · ⊗ θik

then
〈ξ, µ〉 = gi1j1 · · · gi1j1hsrξ

r
i1...ik

µs
j1...jk

We could denote the metric on E⊗T ∗M⊗k by h⊗(g−1)⊗k but we shall not often
have occasion to use this notation will stick with the notation 〈., .〉 whenever it
is clear which metric is meant.

Let M, g be an oriented Riemannian manifold. The volume form volg allows
us to integrate smooth functions of compact support. This gives a functional
C∞c (M) −→ C which extends to a positive linear functional on C0(M). A
standard argument from real analysis applies here and gives a measure µg on the
Borel sigma algebra B(M) generated by open set on M which is characterized
by the fact that for every open set µg(O) = sup{∫ f volg : f ≺ O} where
f ≺ O means that supp f is a compact subset of O and 0 ≤ f ≤ 1. We will
denote integration with respect to this measure by f 7→ ∫

M
f (x)µg(dx) or by a

slight abuse of notation
∫

f volg. In fact, if f is smooth then
∫

M
f (x)µg(dx) =∫

M
f volg. We would like to show how many of the spaces and result from

analysis on Rn still make sense in a more global geometric setting.

22.1.1 L2, Lp, L∞

Let π : E → M be a Riemannian vector bundle or a Hermitian vector bundle.
Thus there is a real or complex inner product hp() = 〈., .〉p on every fiber Ep

which varies smoothly with p ∈ M . Now if vx ∈ Ex we let |vx| := 〈vx, vx〉1/2 ∈ R

481
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and for each section σ ∈ Γ(M) let |σ| = 〈σ, σ〉1/2 ∈ C0(M). We need a measure
on the base space M and so for convenience we assume that M is oriented and
has a Riemannian metric. Then the associated volume element volg induces a
Radon measure which is equivalent to Lebesgue measure in every coordinate
chart. We now define the norms

‖σ‖p :=
(∫

M

|σ|p volg

)1/p

‖σ‖∞ := sup
x∈M

|σ(x)|

First of all we must allow sections of the vector bundle which are not necessarily
C∞. It is quite easy to see what it means for a section to be continuous and a
little more difficult but still rather easy to see what it means for a section to be
measurable.

Definition 22.1 Lp
g(M,E) is the space of measurable sections of π : E → M

such that
(∫

M
|σ|p volg

)1/p
< ∞.

With the norm ‖σ‖p this space is a Banach space. For the case p = 2 we
have the obvious Hilbert space inner product on L2

g(M,E) defined by

(σ, η) :=
∫

M

〈σ, η〉volg

Many, in fact, most of the standard facts about Lp spaces of functions on
a measure space still hold in this context. For example, if σ ∈ Lp(M, E), η ∈
Lq(M, E), 1

p + 1
q = 1, p, q ≥ 1 then |σ| |η| ∈ L1(M) and Hölder’s inequality holds:

∫

M

|σ| |η| volg ≤
(∫

M

|σ|p volg

)1/p (∫

M

|η|q volg

)1/q

To what extent do the spaces Lp
g(M,E) depend on the metric? If M is compact,

it is easy to see that for any two metrics g1 and g2 there is a constant C > 0
such that

1
C

(∫

M

|σ|p volg2

)1/p

≤
(∫

M

|σ|p volg1

)1/p

≤ C

(∫

M

|σ|p volg2

)1/p

uniformly for all σ ∈ Lp
g1

(M, E). Thus Lp
g1

(M,E) = Lp
g2

(M, E) and the norms
are equivalent. For this reason we shall forego the subscript which references
the metric.

Now we add one more piece of structure into the mix.

22.1.2 Distributions

For every integer m ≥ 0 and compact subset K ⊂ M we define (semi) norm
pK,m on the space Xk

l (M) by

pK,m(τ) :=
∑

j≤m

sup
x∈K

{
∣∣∣∇(j)τ

∣∣∣ (x)}
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Let Xk
l (K) denote the set of restrictions of elements of Xk

l (M) to K. The
set Xk

l (K) is clearly a vector space and {pK,m}1≤m<∞ is a family of norms
that turns Xk

l (K) into a Frechet space. Now let D(M, Xk
l ) denote the space

of (k, l)-tensor fields with compact support Xk
l (M)c ⊂ Xk

l (M) but equipped
with the inductive limit topology of the family of Frechet spaces {Xk

l (K) :
K ⊂ M compact}. What we need to know is what this means in practical
terms. Namely, we need a criterion for the convergence of a sequence (or net)
of elements from Xk

l (M)c.

Criterion 22.1 Let {τα} ⊂ D(M, Xk
l ) = Xk

l (M)c. Then τα → τ if and only if
given any ε > 0 there is a compact set Kε and N > 0 such that supp τα ⊂ K
and such that pK,m(τα) < ε whenever α > N .

Now the space of generalized tensors or tensor distributions D′(M, Xk
l ) of

type (k, l) is the set of all linear functionals on the space D(M, Xk
l ) which are

continuous in the following sense:

Criterion 22.2 A linear functional F : D(M, Xk
l ) → C is continuous if and

only if for every compact set K ⊂ M there are constants C(K) and m(K) such
that

|〈F, τ〉| ≤ C(K)pK,m(τ) for all τ ∈ Xk
l (K)

Definition 22.2 For each integer p ≥ 1 let ‖τ‖p :=
(∫

M
|τ |p dV

)1/p. Let
LpXk

l (M) denote the completion of Xk
l (M) with respect to this norm. Similarly,

for every compact subset K ⊂ M define ‖τ‖p,K :=
(∫

K
|τ |p dV

)1/p.

The family of norms {‖.‖p,K}, where K runs over all compact K, provides
Xk

l (M) with a Frechet space structure which we denote by Xk
l (M)

Definition 22.3 For each integer p ≥ 1 and integer r ≥ 0 let ‖T‖m,p :=∑
|r|≤m ‖∇rT‖p. This defines a norm on Xk

l (M) called the Sobolev norm. Let
Wr,pX

k
l (M) denote the completion of Xk

l (M) with respect to this norm. For
k, l = 0, 0 so that we are dealing with functions we write Wr,p(M) instead of
Wr,pX

0
0(M).

22.1.3 Elliptic Regularity

22.1.4 Star Operator II

The definitions and basic algebraic results concerning the star operator on a
scalar product space globalize to the tangent bundle of a Riemannian manifold
in a straightforward way.

Definition 22.4 Let M, g be a semi-Riemannian manifold. Each tangent space
is a scalar product space and so on each tangent space TpM we have a metric
volume element volp and then the map p 7→ volp gives a section of

∧n
T ∗M
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called the metric volume element of M, g. Also on each fiber
∧

T ∗p M of
∧

T ∗M
we have a star operator ∗p :

∧k
T ∗p M → ∧n−k

T ∗p M. These induce a bundle
map ∗ :

∧k
T ∗M → ∧n−k

T ∗M and thus a map on sections (i.e. smooth forms)
∗ : Ωk(M) → Ωn−k(M).

Definition 22.5 The star operator is sometimes referred to as the Hodge star
operator.

Definition 22.6 Globalizing the scalar product on the Grassmann algebra we
get a scalar product bundle Ω(M), 〈., .〉 where for every η, ω ∈ Ωk(M) we
have a smooth function 〈η, ω〉 defined by

p 7→ 〈η(p), ω(p)〉
and thus a C∞(M)-bilinear map 〈., .〉 : Ωk(M)× Ωk(M) → C∞(M). Declaring
forms of differing degree to be orthogonal as before we extend to a C∞ bilinear
map 〈., .〉 : Ω(M)× Ω(M) → C∞(M).

Theorem 22.1 For any forms η, ω ∈ Ω(M) we have 〈η, ω〉 vol = η ∧ ∗ω
Now let M, g be a Riemannian manifold so that g =〈., .〉 is positive definite.

We can then define a Hilbert space of square integrable differential forms:

Definition 22.7 Let an inner product be defined on Ωc(M), the elements of
Ω(M) with compact support, by

(η, ω) :=
∫

M

η ∧ ∗ω =
∫

M

〈η, ω〉 vol

and let L2(Ω(M)) denote the L2 completion of Ωc(M) with respect to this inner
product.

22.2 The Laplace Operator

The exterior derivative operator d : Ωk(M) → Ωk+1(M) has a formal adjoint
δ : Ωk+1(M) → Ωk(M) defined by the requirement that for all α, β ∈ Ωk

c (M)
with compact support we have

(dα, β) = (α, δβ).

On a Riemannian manifold M the Laplacian of a function f ∈ C(M) is given
in coordinates by

∆f = − 1√
g

∑

j,k

∂j(gjk√g∂kf)

where gij is the inverse of gij the metric tensor and g is the determinant of the
matrix G = (gij). We can obtain a coordinate free definition as follows. First
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we recall that the divergence of a vector field X ∈ X(M) is given at p ∈ M by
the trace of the map ∇X|TpM . Here ∇X|TpM is the map

v 7→ ∇vX.

Thus
div(X)(p) := tr(∇X|TpM ).

Then we have
∆f := div(grad(f))

Eigenvalue problem: For a given compact Riemannian manifold M one is
interested in finding all λ ∈ R such that there exists a function f 6= 0 in spec-
ified subspace S ⊂ L2(M) satisfying ∆f = λf together with certain boundary
conditions in case ∂M 6= 0.

The reader may be a little annoyed that we have not specified S more clearly.
The reason for this is twofold. First, the theory will work even for relatively
compact open submanifolds with rather unruly topological boundary and so
regularity at the boundary becomes and issue. In general, our choice of S will
be influenced by boundary conditions. Second, even though it may appear
that S must consist of C2 functions, we may also seek “weak solutions” by
extending ∆ in some way. In fact, ∆ is essentially self adjoint in the sense that
it has a unique extension to a self adjoint unbounded operator in L2(M) and
so eigenvalue problems could be formulated in this functional analytic setting.
It turns out that under very general conditions on the form of the boundary
conditions, the solutions in this more general setting turn out to be smooth
functions. This is the result of the general theory of elliptic regularity.

Definition 22.8 A boundary operator is a linear map b : S → C0(∂M).

Using this notion of a boundary operator we can specify boundary conditions
as the requirement that the solutions lie in the kernel of the boundary map. In
fact, the whole eigenvalue problem can be formulated as the search for λ such
that the linear map

(4− λ)⊕ b : S → L2(M)⊕ C0(∂M)

has a nontrivial kernel. If we find such a λ then this kernel is denoted Eλ ⊂
L2(M) and by definition ∆f = λf and bf = 0 for all f ∈ Eλ. Such a function
is called an eigenfunction corresponding to the eigenvalue λ. We shall see
below that in each case of interest (for compact M) the eigenspaces Eλ will be
finite dimensional and the eigenvalues form a sequence of nonnegative numbers
increasing without bound. The dimension dim(Eλ) is called the multiplicity
of λ. We shall present the sequence of eigenvalues in two ways:

1. If we write the sequence so as to include repetitions according to multiplic-
ity then the eigenvalues are written as 0 ≤ λ1 ≤ λ2 ≤ . . . ↑ ∞. Thus it is
possible, for example, that we might have λ2 = λ3 = λ4 if dim(Eλ2) = 3.
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2. If we wish to list the eigenvalues without repetition then we use an overbar:

0 ≤ λ̄1 < λ̄2 < . . . ↑ ∞

The sequence of eigenvalues is sometimes called the spectrum of M .
To make thing more precise we divide things up into four cases:
The closed eigenvalue problem: In this case M is a compact Riemannian

manifold without boundary the specified subspace of L2(M) can be taken to be
C2(M). The kernel of the map ∆ − λ : C2(M) → C0(M) is the λ eigenspace
and denoted by Eλ It consists of eigenfunctions for the eigenvalue λ.

The Dirichlet eigenvalue problem: In this case M is a compact Rie-

mannian manifold without nonempty boundary ∂M . Let
◦

M denote the interior

of M . The specified subspace of L2(M) can be taken to be C2(
◦

M)∩C0(M) and
the boundary conditions are f | ∂M ≡ 0 (Dirichlet boundary conditions)
so the appropriate boundary operator is the restriction map bD : f 7−→ f | ∂M .
The solutions are called Dirichlet eigenfunctions and the corresponding se-
quence of numbers λ for which a nontrivial solution exists is called the Dirichlet
spectrum of M .

The Neumann eigenvalue problem: In this case M is a compact Rie-
mannian manifold without nonempty boundary ∂M but . The specified sub-

space of L2(M) can be taken to be C2(
◦

M) ∩ C1(M). The problem is to

find nontrivial solutions of ∆f = λf with f ∈ C2(
◦

M) ∩ C0(∂M) that sat-
isfy νf | ∂M ≡ 0 (Neumann boundary conditions).Thus the boundary map
here is bN : C1(M) → C0(∂M) given by f 7→ νf | ∂M where ν is a smooth unit
normal vector field defined on ∂M and so the νf is the normal derivative of
f . The solutions are called Neumann eigenfunctions and the correspond-
ing sequence of numbers λ for which a nontrivial solution exists is called the
Neumann spectrum of M .

Recall that the completion of Ck(M) (for any k ≥ 0) with respect to the
inner product

(f, g) =
∫

M

fgdV

is the Hilbert space L2(M). The Laplace operator has a natural extension
to a self adjoint operator on L2(M) and a careful reformulation of the above
eigenvalue problems in this Hilbert space setting together with the theory of
elliptic regularity lead to the following

Theorem 22.2 1) For each of the above eigenvalue problems the set of eigen-
values (the spectrum) is a sequence of nonnegative numbers which increases
without bound: 0 ≤ λ̄1 < λ̄2 < · · · ↑ ∞.

2) Each eigenfunction is a C∞ function on M =
◦

M ∪ ∂M .
3) Each eigenspace Eλ̄i

(or ED
λ̄i

or EN
λ̄i

) is finite dimensional, that is, each
eigenvalue has finite multiplicity.
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4) If ϕλ̄i,1, ..., ϕλ̄i,mi
is an orthonormal basis for the eigenspace Eλ̄i

(or ED
λ̄i

or EN
λ̄i

) then the set B = ∪i{ϕλ̄i,1, ..., ϕλ̄i,mi
} is a complete orthonormal set for

L2(M). In particular, if we write the spectrum with repetitions by multiplic-
ity, 0 ≤ λ1 ≤ λ2 ≤ . . . ↑ ∞, then we can reindex this set of functions B as
{ϕ1, ϕ2, ϕ3, ...} to obtain an ordered orthonormal basis for L2(M) such that ϕi

is an eigenfunction for the eigenvalue λi.

The above can be given the following physical interpretation. If we think
of M as a vibrating homogeneous membrane then the transverse motion of the
membrane is described by a function f : M × (0,∞) → R satisfying

∆f +
∂2f

∂t2
= 0

and if ∂M 6= ∅ then we could require f |∂M × (0,∞) = 0 which means that we
are holding the boundary fixed. A similar discussion for the Neumann boundary
conditions is also possible and in this case the membrane is free at the boundary.
If we look for the solutions of the form f(x, t) = φ(x)T (t) then we are led to
conclude that φ must satisfy ∆φ = λφ for some real number λ with φ = 0 on
∂M . This is the Dirichlet eigenvalue problem discussed above.

Theorem 22.3 For each of the eigenvalue problems defined above

Now explicit solutions of the above eigenvalue problems are very difficult to
obtain except in the simplest of cases. It is interesting therefore, to see if one
can tell something about the eigenvalues from the geometry of the manifold.
For instance we may be interested in finding upper and/or lower bounds on
the eigenvalues of the manifold in terms of various geometric attributes of the
manifold. A famous example of this is the Faber–Krahn inequality which states
that if Ω is a regular domain in say Rn and D is a ball or disk of the same
volume then

λ(Ω) ≥ λ(D)

where λ(Ω) and λ(D) are the lowest nonzero Dirichlet eigenvalues of Ω and D
respectively. Now it is of interest to ask whether one can obtain geometric infor-
mation about the manifold given a degree of knowledge about the eigenvalues.
There is a 1966 paper by M. Kac entitled “Can One Hear the Shape of a Drum?”
which addresses this question. Kac points out that Weyl’s asymptotic formula
shows that the sequence of eigenvalues does in fact determine the volume of the
manifold. Weyl’s formula is

(λk)n/2 ∼
(

(2π)n

ωn

)
k

vol(M)
as k −→∞

where ωn is the volume of the unit ball in Rn and M is the given compact
manifold. In particular,
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(
(2π)n

ωn

)
lim

k→∞
k

(λk)n/2
= vol(M).

So the volume is indeed determined by the spectrum1.

22.3 Spectral Geometry

Legend has it that Pythagoras was near a black-smith’s shop one day and hear-
ing the various tones of a hammer hitting an anvil was lead to ponder the
connection between the geometry (and material composition) of vibrating ob-
jects and the pitches of the emitted tones. This lead him to experiment with
vibrating strings and a good deal of mathematics ensued. Now given a string of
uniform composition it is essentially the length of the string that determines the
possible pitches. Of course, there isn’t much Riemannian geometry in a string
because the dimension is 1. Now we have seen that a natural mathematical
setting for vibration in higher dimensions is the Riemannian manifold and the
wave equation associated with the Laplacian. The spectrum of the Laplacian
corresponds the possible frequencies of vibration and it is clearly only the met-
ric together with the total topological structure of the manifold that determines
the spectrum. If the manifold is a Lie group or is a homogeneous space acted
on by a Lie group, then the topic becomes highly algebraic but simultaneously
involves fairly heavy analysis. This is the topic of harmonic analysis and is
closely connected with the study of group representations. One the other hand,
the Laplacian and its eigenvalue spectrum are defined for arbitrary (compact)
Riemannian manifolds and, generically, a Riemannian manifold is far from be-
ing a Lie group or homogeneous space. The isometry group may well be trivial.
Still the geometry must determine the spectrum. But what is the exact re-
lationship between the geometry of the manifold and the spectrum? Does the
spectrum determine the geometry. Is it possible that two manifolds can have the
same spectrum without being isometric to each other? That the answer is yes
has been known for quite a while now it wasn’t until (??whenn) that the ques-
tion was answered for planar domains? This was Mark Kac’s original question:
“Can one hear the shape of a drum?” It was shown by Carolyn Gordon and
(??WhoW?) that the following two domains have the same Dirichlet spectrum
but are not isometric:

finsh>

1Notice however, one may ask still how far out into the spectrum must one “listen” in
order to gain an estimate of vol(M) to a given accuracy.
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22.4 Hodge Theory

22.5 Dirac Operator

It is often convenient to consider the differential operator D = i ∂
∂x instead of

∂
∂x even when one is interested mainly in real valued functions. For one thing
D2 = − ∂2

∂x2 and so D provides a sort of square root of the positive Euclidean
Laplacian 4 = − ∂2

∂x2 in dimension 1. Dirac wanted a similar square root for the
wave operator ¤ = ∂2

0 −
∑3

i=1 ∂2
i (the Laplacian in R4 for the Minkowski inner

metric) and found that an operator of the form D = ∂0 −
∑3

i=1 γi∂i would do
the job if it could be arranged that γiγj + γiγj = 2ηij where

(ηij) =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 .

One way to do this is to allow the γi to be matrices.
Now lets consider finding a square root for 4 = −∑n

i=1 ∂2
i . We accomplish

this by an R-linear embedding of Rn into an N × N real or complex matrix
algebra A by using n linearly independent matrices {γi : i = 1, 2, ..., n} ( so
called “gamma matrices”) and mapping

(x1, ..., xn) 7→ xiγi (sum).

and where γ1, ...., γn are matrices satisfying the basic condition

γiγj + γiγj = −2δij .

We will be able to arrange2 that {1, γ1, ...., γn} generates an algebra of dimension
2n spanned as vector space by the identity matrix 1 and all products of the form
γi1 · · · γik

with i1 < i2 < · · · < ik. Thus we aim to identify Rn with the linear
span of these gamma matrices. Now if we can find matrices with the property
that γiγj + γiγj = −2δij then our “Dirac operator” will be

D =
n∑

i=1

γi∂i

which is now acting on N -tuples of smooth functions.
Now the question arises: What are the differential operators ∂i = ∂

∂xi acting
on exactly. The answer is that they act on whatever we take the algebra spanned
by the gamma matrices to be acting on. In other words we should have some
vector space S that is a module over the algebra spanned by the gamma matrices.

2It is possible that gamma matrices might span a space of half the dimension we are
interested in. This fact has gone unnoticed in some of the literature. The dimension condition
is to assure that we get a universal Clifford algebra.
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Then we take as our “fields” smooth maps f : Rn → S. Of course since the
γi ∈ MN×N we may always take S = RN with the usual action of MN×N on
RN . The next example shows that there are other possibilities.

Example 22.1 Notice that with ∂
∂z := ∂

∂x − i ∂
∂y and ∂

∂z̄ := ∂
∂x + i ∂

∂y we have
[

0 − ∂
∂z

∂
∂z̄ 0

] [
0 − ∂

∂z
∂
∂z̄ 0

]

=
[

0 − ∂
∂z

∂
∂z̄

− ∂
∂z̄

∂
∂z 0

]
=

[ 4 0
0 4

]

= 41

where 4 = −∑
∂ 2

i . On the other hand
[

0 − ∂
∂z

∂
∂z̄ 0

]
=

[
0 −1
1 0

]
∂

∂x
+

[
0 i
−i 0

]
∂

∂y
.

From this we can see that appropriate gamma matrices for this case are γ1 =[ −1 0
0 1

]
and γ2 =

[
i 0
0 −i

]
.

Now let E0 be the span of 1 =
(

1 0
0 1

)
and γ2γ1 =

( −i 0
0 −i

)
. Let

E1 be the span of γ1and γ2. Refer to E0 and E1 the even and odd parts of

Span{1, γ1, γ2, γ2γ1}. Then we have that D =
[

0 − ∂
∂z

∂
∂z̄ 0

]
maps E0 to E1

and writing a typical element of E0 as f(x, y) = u(x, y) + γ2γ1v(x, y) is easy
to show that Df = 0 is equivalent to the Cauchy-Riemann equations.

The reader should keep this last example in mind as this kind of decompo-
sition into even and odd part will be a general phenomenon below.

22.5.1 Clifford Algebras

A Clifford algebra is the type of algebraic object that allows us to find differential
operators that square to give Laplace type operators. The matrix approach
described above is in fact quite general but there are other approaches that are
more abstract and encourage one to think about a Clifford algebra as something
that contains the scalar and the vector space we start with. The idea is similar
to that of the complex numbers. We seldom think about complex numbers as
“pairs of real numbers” while we are calculating unless push comes to shove.
After all, there are other good ways to represent complex numbers; as matrices
for example. And yet there is one underlying abstract object called the complex
numbers which is quite concrete once one get used to using them. Similarly we
encourage the reader to learn to think about abstract Clifford algebras in the
same way. Just compute!

Clifford algebras are usually introduced in connection with a quadratic form
q on some vector space but in fact we are just as interested in the associated
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symmetric bilinear form and so in this section we will generically use the same
symbol for a quadratic form and the bilinear form obtained by polarization and
write both q(v) and q(v, w).

Definition 22.9 Let V be an n dimensional vector space over a field K with
characteristic not equal to 2. Suppose that q is a quadratic form on V and let q
be the associated symmetric bilinear form obtained by polarization. A Clifford
algebra based on V,q is an algebra with unity 1 Cl(V,q,K) containing V (or
an isomorphic image of V) such that the following relations hold:

vw + wv = −2q(v, w)1

and such that Cl(V,q,K) is universal in the following sense: Given any linear
map L : V → A into an associative K−algebra with unity 1 such that

L(v)L(w) + L(w)L(v) = −2q(v, w)1

then there is a unique extension of L to an algebra homomorphism L̄ : Cl(V,q,K) →
A.

If e1, ..., en is an orthonormal basis for V, q then we must have

eiej + ejei = 0 for i 6= j

e2
i = −q(ei) = ±1 or 0

A common choice is the case when q is a nondegenerate inner product on a real
vector space. In this case we have a particular realization of the Clifford algebra
obtained by introducing a new product into the Grassmann vector space ∧V.
The said product is the unique linear extension of the following rule for v ∈ ∧1V
and w ∈ ∧kV:

v · w := v ∧ w − v[yw

w · v := (−1)k(v ∧ w + v[yw)

We will refer to this as a geometric algebra on ∧V and this version of the
Clifford algebra will be called the form presentation of Cl(V,q). Now once
we have a definite inner product on V we have an inner product on V∗ and
V ∼= V∗. The Clifford algebra on V∗ is generated by the following more natural
looking formulas

α · β := α ∧ β − (]α)yβ

β · α := (−1)k(α ∧ β + (]α)yβ)

for α ∈ ∧1V and β ∈ ∧V.
Now we have seen that one can turn ∧V (or ∧V∗ ) into a Clifford algebra and

we have also seen that one can obtain a Clifford algebra whenever appropriate
gamma matrices can be found. A slightly more abstract construction is also
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common: Denote by I(q) the ideal of the full tensor algebra T (V) generated
by elements of the form x ⊗ x − q(x) · 1. The Clifford algebra is (up to
isomorphism) given by

Cl(V,q,K) = T (V)/I(q).

We can use the canonical injection

i : V −→ CK

to identify V with its image in Cl(V,q,K). (The map turns out that i is 1–1
onto i(V) and we will just accept this without proof.)

Exercise 22.1 Use the universal property of Cl(V,q,K) to show that it is unique
up to isomorphism.

Remark 22.1 Because of the form realization of a Clifford algebra we see that
∧V is a Cl(V, q,R)−module. But even if we just have some abstract Cl(V,q,R)
we can use the universal property to extend the action of V on ∧V given by

v 7→ v · w := v ∧ w − v[yw

to an action of Cl(V, q,K) on ∧V thus making ∧V a Cl(V, q,R)−module.

Definition 22.10 Let Rn
(r,s) be the real vector space Rn with the inner product

of signature (r, s) given by

〈x, y〉 :=
r∑

i=1

xiyi −
r+s=n∑

i=r+1

xiyi.

The Clifford algebra formed from this inner product space is denoted Clr,s. In
the special case of (p, q) = (n, 0) we write Cln.

Definition 22.11 Let Cn be the complex vector space of n-tuples of complex
numbers together with the standard symmetric C−bilinear form

b(z, w) :=
n∑

i=1

ziwi.

The (complex) Clifford algebra obtained is denoted Cln.

Remark 22.2 The complex Clifford algebra Cln is based on a complex symmet-
ric form and not on a Hermitian form.

Exercise 22.2 Show that for any nonnegative integers p, q with p + q = n we
have Clp,q ⊗ C ∼= Cln.

Example 22.2 The Clifford algebra based on R1 itself with the relation x2 = −1
is just the complex number system.
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The Clifford algebra construction can be globalized in the obvious way. In
particular, we have the option of using the form presentation so that the above
formulas α · β := α ∧ β − (]α)yβ and β · α := (−1)k(α ∧ β + (]α)yβ) are
interpreted as equations for differential forms α ∈ ∧1T ∗M and β ∈ ∧kT ∗M on
a semi-Riemannian manifold M, g. In any case we have the following

Definition 22.12 Given a Riemannian manifold M, g, the Clifford algebra bun-
dle is Cl(T ∗M, g) = Cl(T ∗M) := ∪xCl(T ∗x M).

Since we take each tangent space to be embedded T ∗x M ⊂ Cl(T ∗x M), the
elements θi of a local orthonormal frame θ1, ...., θn ∈ Ω1 are also local sections
of Cl(T ∗M, g) and satisfy

θiθj + θjθi = −〈θi, θj〉 = −εiδij

Recall that ε1, ..., εn is a list of numbers equal to ±1 (or even 0 if we allow
degeneracy) and giving the index of the metric g(., .) = 〈., .〉.

Obviously, we could also work with the bundle Cl(TM) := ∪xCl(TxM)
which is naturally isomorphic to Cl(T ∗M) in which case we would have

eiej + ejei = −〈ei, ej〉 = −εiδij

for orthonormal frames. Of course it shouldn’t make any difference to our
development since one can just identify TM with T ∗M by using the metric. On
the other hand, we could define Cl(T ∗M, b) even if b is a degenerate bilinear
tensor and then we recover the Grassmann algebra bundle ∧T ∗M in case b ≡ 0.
These comments should make it clear that Cl(T ∗M, g) is in general a sort of
deformation of the Grassmann algebra bundle.

There are a couple of things to notice about Cl(T ∗M) when we realize it as
∧T ∗M with a new product. First of all if α, β ∈ ∧T ∗M and 〈α, β〉 = 0 then
α · β = α ∧ β where as if 〈α, β〉 6= 0 then in general αβ is not a homogeneous
element. Second, Cl(T ∗M) is locally generated by {1} ∪ {θi} ∪ {θiθj : i <
j}∪ · · · ∪ {θ1θ2 · · · θn} where θ1, θ2, ..., θn is a local orthonormal frame. Now we
can immediately define our current objects of interest:

Definition 22.13 A bundle of modules over Cl(T ∗M) is a vector bundle
Σ = (E, π, M) such that each fiber Ex is a module over the algebra Cl(T ∗x M) and
such that for each θ ∈ Γ(Cl(T ∗M)) and each σ ∈ Γ(Σ) the map x 7→ θ(x)σ(x)
is smooth. Thus we have an induced map on smooth sections: Γ(Cl(T ∗M)) ×
Γ(Σ) → Γ(Σ).

Proposition 22.1 The bundle Cl(T ∗M) is a Clifford module over itself and
the Levi-Civita connection ∇ on M induces a connection on Cl(T ∗M) (this
connection is also denoted ∇) such that

∇(σ1σ2) = (∇σ1)σ2 + σ1∇σ2

for all σ1, σ2 ∈ Γ(Cl(T ∗M)). In particular, if X, Y ∈ X(M) and σ ∈ Γ(Cl(T ∗M))
then

∇X(Y σ) = (∇XY )σ + Y∇Xσ.
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Proof. Realize Cl(T ∗M) as ∧T ∗M with Clifford multiplication and let∇ be
usual induced connection on ∧T ∗M ⊂ ⊗T ∗M . We have for an local orthonormal
frame e1, ..., en with dual frame θ1, θ2, ..., θn. Then ∇ξθ

i = −Γi
j(ξ)θ

j

∇ξ(θiθj) = ∇ξ(θi ∧ θj)

= ∇ξθ
i ∧ θj + θi ∧∇ξθ

j

= −Γi
k(ξ)θk ∧ θj − Γj

k(ξ)θk ∧ θi

= −Γi
k(ξ)θkθj − Γj

k(ξ)θkθi = (∇ξθ
i)θj + θi∇ξθ

j

The result follows by linearity and a simple induction since a general section σ
can be written locally as σ =

∑
ai1i2...ik

θi1θi2 · · · θik .

Definition 22.14 Let M, g be a (semi-) Riemannian manifold. A compatible
connection for a bundle of modules Σ over Cl(T ∗M) is a connection ∇Σ on
Σ such that

∇Σ(σ · s) = (∇σ) · s + σ · ∇Σs

for all s ∈ Γ(Σ) and all σ ∈ Γ(Cl(T ∗M))

Definition 22.15 Let Σ = (E, π, M) be a bundle of modules over Cl(T ∗M)
with a compatible connection ∇ = ∇Σ. The associated Dirac operator is
defined as a differential operator Σ on by

Ds :=
∑

θi · ∇Σ
ei

s

for s ∈ Γ(Σ).

Notice that Clifford multiplication of Cl(T ∗M) on Σ = (E, π,M) is a zeroth
order operator and so is well defined as a fiberwise operation Cl(T ∗x M)×Ex →
Ex.

There are still a couple of convenient properties that we would like to have.
These are captured in the next definition.

Definition 22.16 Let Σ = (E, π, M) be a bundle of modules over Cl(T ∗M)
such that Σ carries a Riemannian metric and compatible connection ∇ = ∇Σ.
We call Σ = (E, π, M) a Dirac bundle if the following equivalent conditions
hold:

1) 〈es1, es2〉 = 〈s1, s2〉 for all s1, s2 ∈ Ex and all e ∈ T ∗x M ⊂ Cl(T ∗x M)) with
|e| = 1. In other words, Clifford multiplication by a unit (co)vector is required
to be an isometry of the Riemannian metric on each fiber of Σ. Since , e2 = −1
it follows that this is equivalent to requiring .

2) 〈es1, s2〉 = −〈s1, es2〉 for all s1, s2 ∈ Ex and all e ∈ T ∗x M ⊂ Cl(T ∗x M))
with |e| = 1.

Assume in the sequel that q is nondegenerate. Let denote the subalgebra
generated by all elements of the form x1 · · ·xk with k even. And similarly,
Cl1(V,q), with k odd. Thus Cl(V,q) has the structure of a Z2−graded algebra :

Cl(V,q) = Cl0(V,q)⊕ Cl1(V,q)
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Cl0(V,q) · Cl0(V,q) ⊂ Cl0(V,q)
Cl0(V,q) · Cl1(V,q) ⊂ Cl1(V,q)
Cl1(V,q) · Cl1(V,q) ⊂ Cl0(V,q)

Cl0(V,q) and Cl1(V,q ) are referred to as the even and odd part respectively. A
Z2−graded algebra is also called a superalgebra. There exists a fundamental
automorphism α of Cl(V,q) such that α(x) = −x for all x ∈ V. Note that
α2 = id. It is easy to see that Cl0(V,q) and Cl1(V,q ) are the +1 and −1
eigenspaces of α : Cl(V,q) → Cl(V,q).

22.5.2 The Clifford group and spinor group

Let G be the group of all invertible elements s ∈ CK such that sVs−1 = V.
This is called the Clifford group associated to q. The special Clifford group is
G+ = G ∩ C0. Now for every s ∈ G we have a map φs : v −→ svs−1 for v ∈ V.
It can be shown that φ is a map from G into O(q), the orthogonal group of q.
The kernel is the invertible elements in the center of CK .

It is a useful and important fact that if x ∈ G∩V then q(x) 6= 0 and −φx is
reflection through the hyperplane orthogonal to x. Also, if s is in G+ then φs

is in SO(q). In fact, φ(G+) = SO(q).
Besides the fundamental automorphism α mentioned above, there is also a

fundament anti-automorphism or reversion β : Cl(V,q) → Cl(V,q) which is de-
termined by the requirement that β(v1v2 · · · vk) = vkvk−1 · · · v1 for v1, v2, ..., vk ∈
V ⊂ Cl(V,q). We can use this anti-automorphism β to put a kind of “norm”
on G+;

N ; G+ −→ K∗

where K∗ is the multiplicative group of nonzero elements of K and N(s) = β(s)s.
This is a homomorphism and if we “mod out” the kernel of N we get the so
called reduced Clifford group G+

0 .
We now specialize to the real case K = R. The identity component of G+

0 is
called the spin group and is denoted by Spin(V, q).

22.6 The Structure of Clifford Algebras

Now if K = R and

q(x) =
r∑

i=1

(xi)2 −
r+s∑

i=r+1

(xi)2

we write C(Rr+s, q,R) = Cl(r, s). Then one can prove the following isomor-
phisms.

Cl(r + 1, s + 1) ∼= Cl(1, 1)⊗ C(r, s)

Cl(s + 2, r) ∼= Cl(2, 0)⊗ Cl(r, s)

Cl(s, r + 2) ∼= Cl(0, 2)⊗ Cl(r, s)
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and

Cl(p, p) ∼=
p⊗

Cl(1, 1)

Cl(p + k, p) ∼=
p⊗

Cl(1, 1)
⊗

Cl(k, 0)

Cl(k, 0) ∼= Cl(2, 0)⊗ Cl(0, 2)⊗ Cl(k − 4, 0) k > 4

Using the above type of periodicity relations together with

Cl(2, 0) ∼= Cl(1, 1) ∼= M2(R)

Cl(1, 0) ∼= R⊕ R
and

Cl(0, 1) ∼= C
we can piece together the structure of Cl(r, s) in terms of familiar matrix alge-
bras. We leave out the resulting table since for one thing we are more interested
in the simpler complex case. Also, we will explore a different softer approach
below.

The complex case . In the complex case we have a much simpler set of
relations;

Cl(2r) ∼= Cl(r, r)⊗ C ∼=M2r (C)

Cl(2r + 1) ∼= Cl(1)⊗ Cl(2r)

∼= Cl(2r)⊕ Cl(2r) ∼= M2r (C)⊕M2r (C)

These relations remind us that we may use matrices to represent our Clifford
algebras. Lets return to this approach and explore a bit.

22.6.1 Gamma Matrices

Definition 22.17 A set of real or complex matrices γ1, γ2, ..., γn are called
gamma matrices for Cl(r, s) if

γiγj + γjγi = −2gij

where (gij) = diag(1, ..., 1,−1, ..., ) is the diagonalized matrix of signature (r, s).

Example 22.3 Recall the Pauli matrices:

σ0 =
(

1 0
0 1

)
, σ1 =

(
0 1
1 0

)

σ2 =
(

0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)

It is easy to see that σ1, σ2 serve as gamma matrices for Cl(0, 2) while −iσ1,−iσ2

serve as gamma matrices for Cl(2, 0).
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Cl(2, 0) is spanned as a vector space of matrices by σ0,−iσ1,−iσ2,−iσ3 and
is (algebra) isomorphic to the quaternion algebra H under the identification

σ0 7→ 1
−iσ1 7→ I
−iσ2 7→ J
−iσ3 7→ K

22.7 Clifford Algebra Structure and Represen-
tation

22.7.1 Bilinear Forms

We will need some basic facts about bilinear forms. We review this here.
(1) Let E be a module over a commutative ring R. Typically E is a vector

space over a field K. A bilinear map g : E × E −→ R is called symmetric if
g(x, y) = g(y, x) and antisymmetric if g(x, y) = −g(y, x) for (x, y) ∈ E × E.
If R has an automorphism of order two, a 7→ ā we say that g is Hermitian if
g(ax, y) = ag(x, y) and g(x, ay) = āg(x, y) for all a ∈ R and (x, y) ∈ E×E. If g
is any of symmetric,antisymmetric,or Hermitian then the “ left kernel” of g is
equal to the “right kernel”. That is

ker g = {x ∈ E : g(x, y) = 0 ∀y ∈ E}
= {y ∈ E : g(x, y) = 0 ∀x ∈ E}

If ker g = 0 we say that g is nondegenerate. In case E is a vector space of finite
dimension g is nondegenerate if and only if x 7→ g(x, ·) ∈ E∗ is an isomorphism.
An orthogonal basis for g is a basis {vi} for E such that g(vi, vi) = 0 for i 6= j.

Definition 22.18 Let E be a vector space over a three types above. If E =
E ⊕ E2 for subspaces Ei ⊂ E and g(x1, x2) = 0 ∀x1 ∈ E, x2 ∈ E2 then we
write

E = E1 ⊥ E2

and say that E is the orthogonal direct sum of E1 and E2.

Proposition 22.2 Suppose E, g is as above with

E = E1 ⊥ E2 ⊥ · · · ⊥ Ek

Then g is non-degenerate if and only if its restrictions g|Ei are and

kerE = Eo
1 ⊥ Eo

2 ⊥ · · · ⊥ Eo
k

Proof. Nearly obvious.
Terminology: If g is one of symmetric, antisymmetric or Hermitian we say

that g is geometric.
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Proposition 22.3 Let g be a geometric bilinear form on a vector space E (over
K). Suppose g is nondegenerate. Then g is nondegenerate on a subspace F if
and only if E = F ⊥ F⊥ where

F⊥ = {x ∈ E : g(x, f) = 0 ∀f ∈ F}
Definition 22.19 A map q is called quadratic if there is a symmetric g such
that q(x) = g(x, x). Note that g can be recovered from q:

2g(x, y) = q(x + y)− q(x)− q(y)

22.7.2 Hyperbolic Spaces And Witt Decomposition

E, g is a vector space with symmetric form g. If E has dimension 2 we call E a
hyperbolic plane. If dim E ≥ 2 and E = E1 ⊥ E2 ⊥ · · · ⊥ Ek where each Ei is
a hyperbolic plane for g|Ei

then we call E a hyperbolic space. For a hyperbolic
plane one can easily construct a basis f1, f2 such that g(f1, f) = g(f2, f2) = 0
and g(f1, f2) = 1. So that with respect to this basis g is given by the matrix

[
0 1
1 0

]

This pair {f1, f2} is called a hyperbolic pair for E, g. Now we return to dimE ≥
2. Let rad F ≡ F⊥ ∩ F = ker g|F
Lemma 22.1 There exists a subspace U ⊂ E such that E = rad E ⊥ U and U
is nondegenerate.

Proof. It is not to hard to see that rad U = radU⊥. If rad U = 0 then
rad U⊥ = 0 and vice versa. Now U + U⊥ is clearly direct since 0 = rad U =
U ∩ U⊥. Thus E = U ⊥ U⊥.

Lemma 22.2 Let g be nondegenerate and U ⊂ E some subspace. Suppose that
U = rad U ⊥ W where radW = 0. Then given a basis {u1, · · · , us} for radU
there exists v1, · · · , vs ∈ W⊥ such that each {ui, vi} is a hyperbolic pair. Let
Pi = span{ui, vi}. Then

E = W ⊥ P1 ⊥ · · · ⊥ Ps.

Proof. Let W1 = span{u2, u3, · · · , us} ⊕ W . Then W1 ( radU ⊕ W so
(rad U ⊕W )⊥ (W⊥

1 . Let w1 ∈ W⊥
1 but assume w1 /∈ (radU ⊕W )⊥. Then we

have g(u1, w1) 6= 0 so that P1 = span{u1, w1} is a hyperbolic plane. Thus we
can find v1 such that u1, v1 is a hyperbolic pair for P1. We also have

U1 = (u2, u3 · · ·us) ⊥ P1 ⊥ W

so we can proceed inductively since u2, U3, . . . us ∈ radU1.

Definition 22.20 A subspace U ⊂ E is called totally isotropic if g|U ≡ 0.
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Proposition 22.4 (Witt decomposition) Suppose that U ⊂ E is a maximal to-
tally isotropic subspace and e1, e2, . . . er a basis for U . Then there exist (null)
vectors f1, f2, . . . , fr such that each {ei, fi} is a hyperbolic pair and U ′ = span{fi}
is totally isotropic. Further

E = U ⊕ U ′ ⊥ G

where G = (U ⊕ U ′)⊥.

Proof. Using the proof of the previous theorem we have rad U = U and
W = 0. The present theorem now follows.

Proposition 22.5 If g is symmetric then g|G is definite.

Example 22.4 Let E, g = C2k, g0 where

g0(z, w) =
2k∑

i=1

ziwi

Let {e1, ..., ek, ek+1, ..., e2k} be the standard basis of C2k. Define

εj =
1√
2
(ej + iek+j) j = 1, ..., k

and
ηj =

1√
2
(ei − iek+j).

Then letting F = span{εi} , F ′ = span{ηj} we have C2k = F ⊕ F ′ and F is a
maximally isotropic subspace. Also, each {εj , ηj} is a hyperbolic pair.

This is the most important example of a neutral space:

Proposition 22.6 A vector space E with quadratic form is called neutral if the
rank, that is, the dimension of a totally isotropic subspace, is r = dimE/2. The
resulting decomposition F ⊕ F ′ is called a (weak) polarization.

22.7.3 Witt’s Decomposition and Clifford Algebras

Even Dimension Suppose that V, Q is quadratic space over K. Let dim V = r
and suppose that V, Q is neutral. Then we have that CK is isomorphic to
End(S) for an r dimensional space S (spinor space). In particular, CK is a
simple algebra.

Proof. Let F⊕F ′ be a polarization of V. Here, F and F ′ are maximal totally
isotropic subspaces of V. Now let {x1, ..., xr, y1, ..., yr} be a basis for V such that
{xi} is a basis for F and {yi} a basis for F ′. Set f = y1y2 · · · yh. Now let S be
the span of elements of the form xi1xi2 · · ·xirf where 1 ≤ i1 < ... < ih ≤ r. S
is an ideal of CK of dimension 2r. We define a representation ρ of CK in S by

ρ(u)s = us
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This can be shown to be irreducible so that we have the desired result.
Now since we are interested in Spin which sits inside and in fact generates

C0 we need the following

Proposition 22.7 C0 is isomorphic to End(S+)×End(S−) where S+ = C0∩S
and S− = C1 ∩ S.

This follows from the obvious fact that each of C0f and C1f are invariant
under multiplication by C0.

Now consider a real quadratic space V, Q where Q is positive definite. We
have Spin(n) ⊂ Cl0(0) ⊂ C0 and Spin(n) generates C0. Thus the complex spin
group representation of is just given by restriction and is semisimple factoring
as S+ ⊕ S−.

Odd Dimension In the odd dimensional case we can not expect to find a
polarization but this cloud turns out to have a silver lining. Let x0 be a non-
isotropic vector from V and set V1 = (x0)⊥. On V1 we define a quadratic form
Q1 by

Q1(y) = −Q(x0)Q(y)

for y ∈ V1. It can be shown that Q1 is non-degenerate. Now notice that for
y ∈ V1 then x0y = −yx0 and further

(x0y)2 = −x2
0y

2 = −Q(x0)Q(y) = Q1(y)

so that by the universal mapping property the map

y −→ x0y

can be extended to an algebra morphism h from Cl(Q1,V1) to CK. Now these
two algebras have the same dimension and since Co is simple it must be an
isomorphism. Now if Q has rank r then Q1, V1 is neutral and we obtain the
following

Theorem 22.4 If the dimension of V is odd and Q has rank r then C0 is
represented irreducibly in a space S+ of dimension 2r. In particular C0

∼=
End(S+).

22.7.4 The Chirality operator

Let V be a Euclidean vector space with associated positive definite quadratic
form Q. Let {e1, ..., en} be an oriented orthonormal. frame for V. We define
the Chirality operator τ to be multiplication in the associated (complexified)
Clifford algebra by the element

τ = (
√−1)n/2e1 · · · en

if n is even and by
τ = (

√−1)(n+1)/2e1 · · · en
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if n is odd. Here τ ∈ Cl(n) and does not depend on the choice of orthonormal.
oriented frame. We also have that τv = −vτ for v ∈ V and τ2 = 1.

Let us consider the case of n even. Now we have seen that we can write
V ⊗ C = F ⊕ F̄ where F is totally isotropic and of dimension n. In fact we
may assume that F has a basis {e2j−1− ie2j : 1 ≤ j ≤ n/2}, where the ei come
from an oriented orthonormal basis. Lets use this polarization to once again
construct the spin representation.

First note that Q (or its associated bilinear form) places F and F̄ in duality
so that we can identify F̄ with the dual space F ′. Now set S = ∧F . First we
show how V act on S. Given v ∈ Vconsider v ∈ V⊗C and decompose v = w+w̄
according to our decomposition above. Define φws =

√
2w ∧ s and

φw̄s = −ι(w̄)s.

where ι is interior multiplication. Now extend φ linearly to V. Exercise Show
that φ extends to a representation of C ⊗ Cl(n). Show that S+ = ∧+F is
invariant under C0. It turns out that φτ is (−1)k on ∧kF

22.7.5 Spin Bundles and Spin-c Bundles

22.7.6 Harmonic Spinors
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Chapter 23

Classical Mechanics

Every body continues in its state of rest or uniform motion in a straight line, except

insofar as it doesn’t.

Arthur Eddington, Sir

23.1 Particle motion and Lagrangian Systems

If we consider a single particle of mass m then Newton’s law is

m
d2x
dt2

= F(x(t), t)

The force F is conservative if it doesn’t depend on time and there is a potential
function V : R3 → R such that F(x) = − gradV (x). Assume this is the case.
Then Newton’s law becomes

m
d2

dt2
x(t) + grad V (x(t)) = 0.

Consider the Affine space C(I,x1,x2) of all C2 paths from x1 to x2 in R3

defined on the interval I = [t1, t2]. This is an Affine space modeled on the
Banach space Cr

0(I) of all Cr functions ε : I → R3 with ε(t1) = ε(t1) = 0 and
with the norm

‖ε‖ = sup
t∈I
{|ε(t)|+ |ε′(t)|+ |ε′′(t)|}.

If we define the fixed affine linear path a : I → R3 by a(t) = x1 + t−t1
t2−t1

(x2−x1)
then all we have a coordinatization of C(I,x1,x2) by Cr

0(I) given by the single
chart ψ : c 7→ c− a ∈ C2

0 (I). Then the tangent space to C(I,x1,x2) at a fixed
path c0 is just C2

0 (I). Now we have the function S defined on C(I,x1,x2) by

S(c) =
∫ t2

t1

(
1
2
m ‖c′(t)‖2 − V (c(t))

)
dt

503
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The variation of S is just the 1-form δS : C2
0 (I) → R defined by

δS · ε =
d

dτ

∣∣∣∣
τ=0

S(c0 + τε)

Let us suppose that δS = 0 at c0. Then we have

0 =
d

dτ

∣∣∣∣
τ=0

S(c′0(t) + τε)

=
d

dτ

∣∣∣∣
τ=0

∫ t2

t1

(
1
2
m ‖c′0(t) + τε′(t)‖2 − V (c0(t) + τε(t))

)
dt

=
∫ t2

t1

(
m 〈c′0(t), ε′(t)〉 −

∂V

∂xi
(c0)

dεi

dt
(0)

)
dt

=
∫ t2

t1

(
mc′0(t) ·

d

dt
ε(t)− gradV (c0(t)) · ε(t)

)
dt

∫ t2

t1

(mc′′0(t)− grad V (c0(t))) · ε(t)dt

Now since this is true for every choice of ε∈C2
0 (I) we see that

mc′′0(t)− gradV (c0(t)) = 0

thus we see that c0(t) = x(t) is a critical point in C(I,x1,x2), that is, a sta-
tionary path, if and only if ?? is satisfied.

23.1.1 Basic Variational Formalism for a Lagrangian

In general we consider a differentiable manifold Q as our state space and then
a Lagrangian density function L is given on TQ. For example we can take a
potential function V : Q → R, a Riemannian metric g on Q and define the
action functional S on the space of smooth paths I → Q beginning and ending
at a fixed points p1 and p2 given by

S(c) =
∫ t2

t1

L(c′(t))dt =

∫ t2

t1

1
2
m 〈c′(t), c′(t)〉 − V (c(t))dt

The tangent space at a fixed c0 is the Banach space Γ2
0(c

∗
0TQ) of C2 vector

fields ε: I → TQ along c0 that vanish at t1 and t2. A curve with tangent ε at
c0 is just a variation v : (−ε, ε) × I → Q such that ε(t)= ∂

∂s

∣∣
s=0

v(s, t) is the
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variation vector field. Then we have

δS · ε =
∂

∂s

∣∣∣∣
s=0

∫ t2

t1

L
(

∂v

∂t
(s, t)

)
dt

=
∫ t2

t1

∂

∂s

∣∣∣∣
s=0

L
(

∂v

∂t
(s, t)

)
dt

= etc.

Let us examine this in the case of Q = U ⊂ Rn. With q = (q1, ...qn) being
(general curvilinear) coordinates on U we have natural ( tangent bundle chart)
coordinates q, q̇ on TU = U × Rn . Assume that the variation has the form
q(s, t) = q(t) + sε(t). Then we have

δS · ε =
∂

∂s

∣∣∣∣
s=0

∫ t2

t1

L(q(s, t), q̇(s, t))dt

∫ t2

t1

∂

∂s

∣∣∣∣
s=0

L(q + sε, q̇ + sε)dt

=
∫ t2

t1

(
∂L
∂q

(q, q̇) · ε +
∂L
∂q̇

(q, q̇) · ε)dt

=
∫ t2

t1

(
∂L
∂q

(q, q̇) · ε− d

dt

∂L
∂q̇

(q, q̇) · ε)dt

=
∫ t2

t1

(
∂L
∂q

(q, q̇)− d

dt

∂L
∂q̇

(q, q̇)) · εdt

and since ε was arbitrary we get the Euler-Lagrange equations for the motion

∂L
∂q

(q, q̇)− d

dt

∂L
∂q̇

(q, q̇) = 0

In general, a time-independent Lagrangian on a manifold Q is a smooth
function on the tangent bundle:

L : TQ → Q

and the associated action functional is a map from the space of smooth curves
C∞([a, b], Q) defined for c : [a, b] → Q by

SL(c) =
∫ b

a

L(ċ(t))dt

where ċ : [a, b] → TQ is the canonical lift (velocity). A time dependent La-
grangian is a smooth map

L : R× TQ → Q

where the first factor R is the time t, and once again we have the associated
action functional SL(c) =

∫ b

a
L(t, ċ(t))dt.

Let us limit ourselves initially to the time independent case.
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Definition 23.1 A smooth variation of a curve c : [a, b] → Q is a smooth map
ν : [a, b]× (−ε, ε) → Q for small ε such that ν(t, 0) = c(t). We call the variation
a variation with fixed endpoints if ν(a, s) = c(a) and ν(b, s) = c(b) for all
s ∈ (−ε, ε). Now we have a family of curves νs = ν(., s). The infinitesimal
variation at ν0 is the vector field along c defined by V (t) = dν

ds (t, 0). This V
is called the variation vector field for the variation. The differential of the
functional δSL (classically called the first variation) is defined as

δSL(c) · V =
d

ds

∣∣∣∣
s=0

SL(νs)

=
d

ds

∣∣∣∣
s=0

∫ b

a

L(νs(t))dt

Remark 23.1 Every smooth vector field along c is the variational vector field
coming from some variation of c and for any other variation ν′ with V (t) =
dν′
ds (t, 0) the about computed quantity δSL(c) · V will be the same.

At any rate, if δSL(c) · V = 0 for all variations vector fields V along c and
vanishing at the endpoints then we write δSL(c) = 0 and call c critical (or
stationary) for L.

Now consider the case where the image of c lies in some coordinate chart
U,ψ = q1, q2, ...qn and denote by TU, Tψ = (q1, q2, ..., qn, q̇1, q̇2, ..., q̇n) the nat-
ural chart on TU ⊂ TQ. In other words, Tψ(ξ) = (q1 ◦ τ(ξ), q2 ◦ τ(ξ), ..., qn ◦
τ(ξ), dq1(ξ), dq2(ξ), ..., dqn(ξ)). Thus the curve has coordinates

(c, ċ) = (q1(t), q2(t), ..., qn(t), q̇1(t), q̇2(t), ..., q̇n(t))

where now the q̇i(t) really are time derivatives. In this local situation we can
choose our variation to have the form qi(t) + sδqi(t) for some functions δqi(t)
vanishing at a and b and some parameter s with respect to which we will differ-
entiate. The lifted variation is (q(t) + sδ(t), q̇(t) + sδq̇(t)) which is the obvious
abbreviation for a path in Tψ(TU) ⊂ Rn × Rn. Now we have seen above that
the path c will be critical if

d

ds

∣∣∣∣
s=0

∫
L(q(t) + sδ(t), q̇(t) + sδq̇(t)))dt = 0

for all such variations and the above calculations lead to the result that

∂

∂q
L(q(t), q̇(t))− d

dt

∂

∂q̇
L(q(t), q̇(t)) = 0 Euler-Lagrange

for any L-critical path (with image in this chart). Here n = dim(Q).
It can be show that even in the case that the image of c does not lie in the

domain of a chart that c is L-critical path if it can be subdivided into sub-paths
lying in charts and L-critical in each such chart.
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23.1.2 Two examples of a Lagrangian

Example 23.1 Suppose that we have a 1-form θ ∈ X∗(Q). A 1-form is just a
map θ : TQ → R that happens to be linear on each fiber TpQ. Thus we may
examine the special case of L = θ. In canonical coordinates (q, q̇) again,

L = θ =
∑

ai(q)dqi

for some functions ai(q). An easy calculation shows that the Euler-Lagrange
equations become (

∂ai

∂qk
− ∂ak

∂qi

)
q̇i = 0

but on the other hand

dθ =
1
2

∑ (
∂aj

∂qi
− ∂ai

∂qj

)
∂qi ∧ ∂qj

and one can conclude that if c = (qi(t)) is critical for L = θ then for any vector
field X defined on the image of c we have

1
2

∑ (
∂aj

∂qi
(qi(t))− ∂ai

∂qj
(qi(t))

)
q̇i(t)Xj

or dθ(ċ(t), X) = 0. This can be written succinctly as

ιċ(t)dθ = 0.

Example 23.2 Now let us take the case of a Riemannian manifold M, g and
let L(v) = 1

2g(v, v). Thus the action functional is the “energy”

Sg(c) =
∫

g(ċ(t), ċ(t))dt

In this case the critical paths are just geodesics.

23.2 Symmetry, Conservation and Noether’s The-
orem

Let G be a Lie group acting on a smooth manifold M.

λ : G×M → M

As usual we write g · x for λ(g, x). We have a fundamental vector field ξ\

associated to every ξ ∈ g defined by the rule

ξ\(p) = T(e,p)λ · (., 0)
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or equivalently by the rule

ξ\(p) =
d

dt

∣∣∣∣
0

exp(tξ) · p

The map \ : ξ 7→ ξ\ is a Lie algebra anti-homomorphism. Of course, here we are
using the flow associated to ξ

ϕξ(t, p) := ϕξ\

(t, p) = exp(tξ) · p
and it should be noted that t 7→ exp(tξ) is the one parameter subgroup associ-
ated to ξ and to get the corresponding left invariant vector field Xξ ∈ XL(G)
we act on the right:

Xξ(g) =
d

dt

∣∣∣∣
0

g · exp(tξ)

Now a diffeomorphism acts on a covariant k-tensor field contravariantly accord-
ing to

(φ∗K)(p)(v1, ...vk) = K(φ(p))(Tφv1, ...Tφvk)

Suppose that we are given a covariant tensor field Υ ∈ T(M) on M. We think
of Υ as defining some kind of extra structure on M . The two main examples
for our purposes are

1. Υ = 〈., .〉 a nondegenerate covariant symmetric 2-tensor. Then M, 〈., .〉 is
a (semi-) Riemannian manifold.

2. Υ = ω ∈ Ω2(M) a non-degenerate 2-form. Then M, ω is a symplectic
manifold.

Then G acts on Υ since G acts on M as diffeomorphisms. We denote this
natural (left) action by g · Υ. If g · Υ = Υ for all g ∈ G we say that G acts by
symmetries of the pair M, Υ.

Definition 23.2 In general, a vector field X on M, Υ is called an infinitesi-
mal symmetry of the pair M, Υ if LXΥ = 0. Other terminology is that X is a
Υ−Killing field . The usual notion of a Killing field in (pseudo-) Riemannian
geometry is the case when Υ = 〈, 〉 is the metric tensor.

Example 23.3 A group G is called a symmetry group of a symplectic manifold
M, ω if G acts by symplectomorphisms so that g · ω = ω for all g ∈ G. In this
case, each ξ ∈ g is an infinitesimal symmetry of M, ω meaning that

Lξω = 0

where Lξ is by definition the same as Lξ\ . This follows because if we let gt =
exp(tξ) then each gt is a symmetry so g∗t ω = 0 and

Lξω =
d

dt

∣∣∣∣
0

g∗t ω = 0
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23.2.1 Lagrangians with symmetries.

We need two definitions

Definition 23.3 If φ : M → M is a diffeomorphism then the induced tangent
map Tφ : TM → TM is called the canonical lift.

Definition 23.4 Given a vector field X ∈ X(M) there is a lifting of X to
X̃ ∈ X(TM) = Γ(TM, TTM)

X̃ : TM → TTM
↓ ↓

X : M → TM

such that the flow ϕ
eX is the canonical lift of ϕX

ϕ
eX
t : TM → TM

↓ ↓
ϕX

t : M → M

.

In other words, ϕ
eX = TϕX

t . We simply define X̃(v) = d
dt (TϕX

t · v).

Definition 23.5 Let ωL denote the unique 1-form on Q that in canonical coor-
dinates is ωL =

∑n
i=1

∂L
∂q̇i dqi.

Theorem 23.1 (E. Noether) If X is an infinitesimal symmetry of the La-
grangian then the function ωL(X̃) is constant along any path c : I ⊂ R that is
stationary for the action associated to L.

Let’s prove this using local coordinates (qi, q̇i) for TUα ⊂ TQ. It turn out
that locally,

X̃ =
∑

i


ai ∂

∂qi
+

∑

j

∂ai

∂qj

∂

∂q̇i




where ai is defined by X =
∑

ai(q) ∂
∂qi . Also, ωL(X̃) =

∑
ai ∂L

∂q̇i . Now suppose
that qi(t), q̇i(t) = d

dtq
i(t) satisfies the Euler-Lagrange equations. Then

d

dt
ωL(X̃)(qi(t), q̇i(t))

=
d

dt

∑
ai(qi(t))

∂L
∂q̇i

(qi(t), q̇i(t))

=
∑ da

dt

i

(qi(t))
∂L
∂q̇i

(qi(t), q̇i(t)) + ai(qi(t))
d

dt

∂L
∂q̇i

(qi(t), q̇i(t))

=
∑

i


∑

j

da

dqj

i

q̇j(t)
∂L
∂q̇i

(qi(t), q̇i(t)) + ai(qi(t))
∂L
∂qi

(qi(t), q̇i(t))




= dL(X) = LXL = 0
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This theorem tells us one case when we get a conservation law. A conserva-
tion law is a function C on TQ (or T ∗Q for the Hamiltonian flow) such that C
is constant along solution paths. (i.e. stationary for the action or satisfying the
Euler-Lagrange equations.)

L : TQ → Q

let X ∈ T (TQ).

23.2.2 Lie Groups and Left Invariants Lagrangians

Recall that G act on itself by left translation lg : G → G. The action lifts to
the tangent bundle T lg : TG → TG. Suppose that L : TG → R is invariant
under this left action so that L(T lgXh) = L(Xp) for all g, h ∈ G. In particular,
L(T lgXe) = L(Xe) so L is completely determined by its restriction to TeG = g.
Define the restricted Lagrangian function by Λ = L|TeG . We view the differential
dΛ as a map dΛ : g → R and so in fact dλ ∈ g∗. Next, recall that for any ξ ∈ g
the map adξ : g → g is defined by adξυ = [ξ, υ] and we have the adjoint map
ad∗ξ : g∗ → g∗ . Now let t 7→ g(t) be a motion of the system and define the
“body velocity” by νc(t) = T lc(t)−1 · c′(t) = ωG(c′(t)). Then we have

Theorem 23.2 Assume L is invariant as above. The curve c(.) satisfies the
Euler-Lagrange equations for L if and only if

d

dt
dΛ(νc(t)) = ad∗νc(t)dΛ

23.3 The Hamiltonian Formalism

Let us now examine the change to a description in cotangent chart q,p so that
for a covector at q given by a(q)·dq has coordinates q,a. Our method of transfer
to the cotangent side is via the Legendre transformation induced by L. In fact,
this is just the fiber derivative defined above. We must assume that the map
F : (q, q̇) 7→ (q,p) = (q,∂L

∂q̇ (q, q̇)) is a diffeomorphism (this is written with
respect to the two natural charts on TU and T ∗U ). Again this just means
that the Lagrangian is nondegenerate. Now if v(t) = (q(t), q̇(t)) is (a lift of) a
solution curve then defining the Hamiltonian function

H̃(q, q̇) =
∂L
∂q̇

(q, q̇)·q̇−L(q, q̇)

we compute with q̇ = d
dtq

d

dt
H̃(q, q̇) =

d

dt
(
∂L
∂q̇

(q, q̇)·q̇)− d

dt
L(q, q̇)

=
∂L
∂q̇

(q, q̇)
d

dt
q̇+

d

dt

∂L
∂q̇

(q, q̇) · q̇− d

dt
L(q, q̇)

= 0
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we have used that the Euler-Lagrange equations ∂L
∂q (q, q̇)− d

dt
∂L
∂q̇ (q, q̇) = 0. Thus

differential form dH̃ = ∂ eH
∂q dq+∂ eH

∂q̇ dq̇ is zero on the velocity v′(t) = d
dt (q, q̇)

dH̃ · v′(t) = dH̃ · d

dt
(q, q̇)

=
∂H̃

∂q
dq
dt

+
∂H̃

∂q̇
dq̇
dt

= 0

We then use the inverse of this diffeomorphism to transfer the Hamiltonian
function to a function H(q,p) = F−1∗H̃(q, q̇) = p · q̇(q,p)− L(q, q̇(q,p))..
Now if q(t), q̇(t) is a solution curve then its image b(t) = F ◦ v(t) = (q(t),p(t))
satisfies

dH(b′(t)) = (dH · TF.v′(t))
= (F ∗dH) · v′(t)
= d(F ∗H) · v′(t)
= dH̃ · v′(t) = 0

so we have that
0 = dH(b′(t)) =

∂H

∂q
· dq

dt
+

∂H

∂p
· dp

dt

but also
∂

∂p
H(q,p) = q̇+p·∂q̇

∂p
− ∂L

∂q̇
·∂q̇
∂p

= q̇ =
dq
dt

solving these last two equations simultaneously we arrive at Hamilton’s equa-
tions of motion:

d

dt
q(t) =

∂H

∂p
(q(t),p(t))

d

dt
p(t) = −∂H

∂q
(q(t),p(t))

or
d

dt

(
q
p

)
=

[
0 1
−1 0

] (
∂H
∂q
∂H
∂p

)

Remark 23.2 One can calculate directly that dH
dt (q(t),p(t)) = 0 for solutions

these equations. If the Lagrangian was originally given by L = 1
2K − V for

some kinetic energy function and a potential energy function then this amounts
to conservation of energy. We will see that this follows from a general principle
below.
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Chapter 24

Symplectic Geometry

Equations are more important to me, because politics is for the present, but an equa-

tion is something for eternity

-Einstein

24.1 Symplectic Linear Algebra

A (real) symplectic vector space is a pair V, α where V is a (real) vector
space and α is a nondegenerate alternating (skew-symmetric) bilinear form α :
V ×V → R. The basic example is R2n with

α0(x, y) = xtJny

where

Jn =
(

0 In×n

−In×n 0

)
.

The standard symplectic form on α0 is typical. It is a standard fact from linear
algebra that for any N dimensional symplectic vector space V, α there is a
basis e1, ..., en, f1, ..., fn called a symplectic basis such that the matrix that
represents α with respect to this basis is the matrix Jn. Thus we may write

α = e1 ∧ f1 + ... + en ∧ fn

where e1, ..., en, f1, ..., fn is the dual basis to e1, ..., en, f1, ..., fn. If V, η is a
vector space with a not necessarily nondegenerate alternating form η then we
can define the null space

Nη = {v ∈ V : η(v, w) = 0 for all w ∈ V}.

On the quotient space V = V/Nη we may define η(v, w) = η(v, w) where v and
w represent the elements v, w ∈ V. Then V, η is a symplectic vector space called
the symplectic reduction of V, η.

513
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Proposition 24.1 For any η ∈ ∧
V∗ (regarded as a bilinear form) there is

linearly independent set of elements e1, ..., ek, f1, ..., fk from V∗ such that

η = e1 ∧ f1 + ... + ek ∧ fk

where dim(V)− 2k ≥ 0 is the dimension of Nη.

Definition 24.1 Note: The number k is called the rank of η. The matrix that
represents η actually has rank 2k and so some might call k the half rank of η.

Proof. Consider the symplectic reduction V, η of V, η and choose set of
elements e1, ..., ek, f1, ..., fk such that ē1, ..., ēk, f̄1, ..., f̄k form a symplectic ba-
sis of V, η. Add to this set a basis b1, ..., bl a basis for Nη and verify that
e1, ..., ek, f1, ..., fk, b1, ..., bl must be a basis for V. Taking the dual basis one can
check that

η = e1 ∧ f1 + ... + ek ∧ fk

by testing on the basis e1, ..., ek, f1, ..., fk, b1, ..., bl.
Now if W is a subspace of a symplectic vector space then we may define

W⊥ = {v ∈ V : η(v, w) = 0 for all w ∈ W}
and it is true that dim(W) + dim(W⊥) = dim(V) but it is not necessarily
the case that W ∩W⊥ = 0. In fact,we classify subspaces W by two numbers:
d = dim(W) and ν = dim(W ∩ W⊥). If ν = 0 then η|W ,W is a symplectic
space and so we call W a symplectic subspace . At the opposite extreme, if
ν = d then W is called a Lagrangian subspace . If W ⊂ W⊥ we say that W
is an isotropic subspace.

A linear transformation between symplectic vector spaces ` : V1, η1 → V2, η2

is called a symplectic linear map if η2(`(v), `(w)) = η1(v, w) for all v, w ∈ V1;
In other words, if `∗η2 = η1. The set of all symplectic linear isomorphisms from
V, η to itself is called the symplectic group and denoted Sp(V,η). With
respect to a symplectic basis B a symplectic linear isomorphism ` is represented
by a matrix A = [`]B that satisfies

AtJ A = J

where J = Jn is the matrix defined above and where 2n = dim(V). Such a
matrix is called a symplectic matrix and the group of all such is called the
symplectic matrix group and denoted Sp(n,R). Of course if dim(V) = 2n
then Sp(V,η) ∼= Sp(n,R) the isomorphism depending a choice of basis. If η is
a symplectic from on V with dim(V) = 2n then ηn ∈ ∧2nV is nonzero and so
orients the vector space V.

Lemma 24.1 If A ∈ Sp(n,R) then det(A) = 1.

Proof. If we use A as a linear transformation R2n → R2n then A∗α0 = α0

and A∗αn
0 = αn

0 where α0 is the standard symplectic form on R2n and αn
0 ∈

∧2nR2n is top form. Thus det A = 1.
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Theorem 24.1 (Symplectic eigenvalue theorem) If λ is a (complex) eigen-
value of a symplectic matrix A then so is 1/λ, λ̄ and 1/λ̄.

Proof. Let p(λ) = det(A− λI) be the characteristic polynomial. It is easy
to see that J t = −J and JAJ−1 = (A−1)t. Using these facts we have

p(λ) = det(J(A− λI)J−1) = det(A−1 − λI)

= det(A−1(I − λA)) = det(I − λA)

= λ2n det(
1
λ

I −A)) = λ2np(1/λ).

So we have p(λ) = λ2np(1/λ). Using this and remembering that 0 is not an
eigenvalue one concludes that 1/λ and λ̄ are eigenvalues of A.

Exercise 24.1 With respect to the last theorem, show that λ and 1/λ have the
same multiplicity.

24.2 Canonical Form (Linear case)

Suppose one has a vector space W with dual W∗. We denote the pairing between
W and W∗ by 〈., .〉. There is a simple way to produce a symplectic form on the
space Z = W ×W∗ which we will call the canonical symplectic form. This
is defined by

Ω((v1, α1), (v2, α2)) := 〈α2, v1〉 − 〈α1, v2〉.
If W is an inner product space with inner product 〈., .〉 then we may form the
canonical symplectic from on Z = W ×W by the same formula. As a special
case we get the standard symplectic form on R2n = Rn × Rn given by

Ω((x, y), (x̃, ỹ)) = ỹ · x− y · x̃.

24.3 Symplectic manifolds

Definition 24.2 A symplectic form on a manifold M is a nondegenerate
closed 2-form ω ∈ Ω2(M) = Γ(M, T ∗M). A symplectic manifold is a pair
(M, ω) where ω is a symplectic form on M . If there exists a symplectic form on
M we say that M has a symplectic structure or admits a symplectic structure.

A map of symplectic manifolds, say f : (M,ω) → (N,$) is called a sym-
plectic map if and only if f∗$ = ω. We will reserve the term symplectomor-
phism to refer to diffeomorphisms that are symplectic maps. Notice that since
a symplectic form such as ω is nondegenerate, the 2n form ωn = ω ∧ · · · ∧ ω is
nonzero and global. Hence a symplectic manifold is orientable (more precisely,
it is oriented).

Definition 24.3 The form Ωω = (−1)n

(2n)! ωn is called the canonical volume

form or Liouville volume.
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We immediately have that if f : (M,ω) → (M, ω) is a symplectic diffeomor-
phism then f∗Ωω = Ωω.

Not every manifold admits a symplectic structure. Of course if M does
admit a symplectic structure then it must have even dimension but there are
other more subtle obstructions. For example, the fact that H2(S4) = 0 can
be used to show that S4 does not admit ant symplectic structure. To see this,
suppose to the contrary that ω is a closed nondegenerate 2-form on S4. Then
since H2(S4) = 0 there would be a 1-form θ with dθ = ω. But then since
d(ω ∧ θ) = ω ∧ ω the 4-form ω ∧ ω would be exact also and Stokes’ theorem
would give

∫
S4 ω ∧ ω =

∫
S4 d(ω ∧ θ) =

∫
∂S4=∅ ω ∧ θ = 0. But as we have seen

ω2 = ω ∧ ω is a nonzero top form so we must really have
∫

S4 ω ∧ ω 6= 0. So
in fact, S4 does not admit a symplectic structure. We will give a more careful
examination to the question of obstructions to symplectic structures but let us
now list some positive examples.

Example 24.1 (surfaces) Any orientable surface with volume form (area form)
qualifies since in this case the volume ω itself is a closed nondegenerate two form.

Example 24.2 (standard) The form ωcan =
∑n

i=1 dxi ∧ dxi+n on R2n is the
prototypical symplectic form for the theory and makes Rn a symplectic manifold.
(See Darboux’s theorem 24.2 below)

Example 24.3 (cotangent bundle) We will see in detail below that the cotan-
gent bundle of any smooth manifold has a natural symplectic structure. The
symplectic form in a natural bundle chart (q, p) has the form ω =

∑n
i=1 dqi∧dpi.

(warning: some authors use −∑n
i=1 dqi ∧ dpi =

∑n
i=1 dpi ∧ dqi instead).

Example 24.4 (complex submanifolds) The symplectic R2n may be consid-
ered the realification of Cn and then multiplication by i is thought of as a map
J : R2n → R2n. We have that ωcan(v, Jv) = − |v|2 so that ωcan is nondegen-
erate on any complex submanifold M of R2n and so M, ωcan|M is a symplectic
manifold.

Example 24.5 (coadjoint orbit) Let G be a Lie group. Define the coadjoint
map Ad† : G →GL(g∗), which takes g to Ad†g , by

Ad †g (ξ)(x) = ξ(Ad g−1 (x)).

The action defined by Ad†,

g → g · ξ = Ad †g (ξ),

is called the coadjoint action. Then we have an induced map ad† : g → gl(g∗)
at the Lie algebra level;

ad†(x)(ξ)(y) = −ξ([x, y]).

The orbits of the action given by Ad∗ are called coadjoint orbits and we will
show in theorem below that each orbit is a symplectic manifold in a natural way.
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24.4 Complex Structure and Kähler Manifolds

Recall that a complex manifold is a manifold modeled on Cn and such that the
chart overlap functions are all biholomorphic. Every (real) tangent space TpM
of a complex manifold M has a complex structure Jp : TpM → TpM given in
biholomorphic coordinates z = x + iy by

Jp(
∂

∂xi

∣∣∣∣
p

) =
∂

∂yi

∣∣∣∣
p

Jp(
∂

∂yi

∣∣∣∣
p

) = − ∂

∂xi

∣∣∣∣
p

and for any (biholomorphic) overlap function ∆ = ϕ ◦ ψ−1 we have T∆ ◦ J =
J ◦ T∆.

Definition 24.4 An almost complex structure on a smooth manifold M is
a bundle map J : TM → TM covering the identity map such that J2 = − id.
If one can choose an atlas for M such that all the coordinate change functions
(overlap functions) ∆ satisfy T∆ ◦ J = J ◦ T∆ then J is called a complex
structure on M .

Definition 24.5 An almost symplectic structure on a manifold M is a
nondegenerate smooth 2-form ω that is not necessarily closed.

Theorem 24.2 A smooth manifold M admits an almost complex structure
if and only if it admits an almost symplectic structure.

Proof. First suppose that M has an almost complex structure J and let g
be any Riemannian metric on M . Define a quadratic form qp on each tangent
space by

qp(v) = gp(v, v) + gp(Jv, Jv).

Then we have qp(Jv) = qp(v). Now let h be the metric obtained from the
quadratic form q by polarization. It follows that h(v, w) = h(Jv, Jw) for all
v, w ∈ TM . Now define a two form ω by

ω(v, w) = h(v, Jw).

This really is skew-symmetric since ω(v, w) = h(v, Jw) = h(Jv, J2w) = −h(Jv, w) =
ω(w, v). Also, ω is nondegenerate since if v 6= 0 then ω(v, Jv) = h(v, v) > 0.

Conversely, let ω be a nondegenerate two form on a manifold M . Once
again choose a Riemannian metric g for M . There must be a vector bundle
map Ω : TM → TM such that

ω(v, w) = g(Ωv, w) for all v, w ∈ TM .

Since ω is nondegenerate the map Ω must be invertible. Furthermore, since Ω
is clearly anti-symmetric with respect to g the map −Ω ◦ Ω = −Ω2 must be



518 CHAPTER 24. SYMPLECTIC GEOMETRY

symmetric and positive definite. From linear algebra applied fiberwise we know
that there must be a positive symmetric square root for −Ω2. Denote this by
P =

√−Ω2. Finite dimensional spectral theory also tell us that PΩ = ΩP .
Now let J = ΩP−1 and notice that

J2 = (ΩP−1)(ΩP−1) = Ω2P−2 = −Ω2Ω−2 = − id .

One consequence of this result is that there must be characteristic class
obstructions to the existence of a symplectic structure on a manifolds. In fact,
if M, ω is a symplectic manifold then it is certainly almost symplectic and so
there is an almost complex structure J on M . The tangent bundle is then a
complex vector bundle with J giving the action of multiplication by

√−1 on
each fiber TpM . Denote the resulting complex vector bundle by TMJ and then
consider the total Chern class

c(TMJ) = cn(TMJ ) + ... + c1(TMJ) + 1.

Here ci(TMJ) ∈ H2i(M,Z). Recall that with the orientation given by ωn the
top class cn(TMJ) is the Euler class e(TM) of TM. Now for the real bundle
TM we have the total Pontrijagin class

p(TM) = pn(TM) + ... + p1(TM) + 1

which are related to the Chern classes by the Whitney sum

p(TM) = c(TMJ)⊕ c(TM−J)

= (cn(TMJ) + ... + c1(TMJ) + 1)((−1)ncn(TMJ )−+... + c1(TMJ) + 1)

where TM−J is the complex bundle with −J giving the multiplication by
√−1.

We have used the fact that

ci(TM−J) = (−1)ici(TMJ).

Now the classes pk(TM) are invariants of the diffeomorphism class of M an so
can be considered constant over all possible choices of J . In fact, from the above
relations one can deduce a quadratic relation that must be satisfied:

pk(TM) = ck(TMJ)2 − 2ck−1(TMJ)ck+1(TMJ ) + · · ·+ (−1)k2c2k(TMJ).

Now this places a restriction on what manifolds might have almost complex
structures and hence a restriction on having an almost symplectic structure. Of
course some manifolds might have an almost symplectic structure but still have
no symplectic structure.

Definition 24.6 A positive definite real bilinear form h on an almost complex
manifold M, J is will be called Hermitian metric or J-metric if h is J invariant.
In this case h is the real part of a Hermitian form on the complex vector bundle
TM, J given by

〈v, w〉 = h(v, w) + ih(Jv,w)
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Definition 24.7 A diffeomorphism φ : M,J, h → M, J, h is called a Hermitian
isometry if and only if Tφ ◦ J = J ◦ Tφ and

h(Tφv, Tφw) = h(v, w).

A group action ρ : G × M → M is called a Hermitian action if ρ(g, .) is
a Hermitian isometry for all g. In this case, we have for every p ∈ M a the
representation dρp : Hp → Aut(TpM, Jp) of the isotropy subgroup Hp given by

dρp(g)v = Tpρg · v.

Definition 24.8 Let M, J be a complex manifold and ω a symplectic structure
on M . The manifold is called a Kähler manifold if h(v, w) := ω(v, Jw) is
positive definite.

Equivalently we can define a Kähler manifold as a complex manifold
M, J with Hermitian metric h with the property that the nondegenerate 2-form
ω(v, w) := h(v, Jw) is closed.

Thus we have the following for a Kähler manifold:

1. A complex structure J,

2. A J-invariant positive definite bilinear form b,

3. A Hermitian form 〈v, w〉 = h(v, w) + ih(Jv, w).

4. A symplectic form ω with the property that ω(v, w) = h(v, Jw).

Of course if M,J is a complex manifold with Hermitian metric h then
ω(v, w) := h(v, Jw) automatically gives a nondegenerate 2-form; the question
is whether it is closed or not. Mumford’s criterion is useful for this purpose:

Theorem 24.3 (Mumford) Let ρ : G×M → M be a smooth Lie group action
by Hermitian isometries. For p ∈ M let Hp be the isometry subgroup of the point
p. If Jp ∈ dρp(Hp) for every p then we have that ω defined by ω(v, w) := h(v, Jw)
is closed.

Proof. It is easy to see that since ρ preserves both h and J it also preserves
ω and dω. Thus for any given p ∈ M, we have

dω(dρp(g)u, dρp(g)v, dρp(g)w) = dω(u, v, w)

for all g ∈ Hp and all u, v, w ∈ TpM . By assumption there is a gp ∈ Hp with
Jp = dρp(gp). Thus with this choice the previous equation applied twice gives

dω(u, v, w) = dω(Jpu, Jpv, Jpw)

= dω(J2
pu, J2

pv, J2
pw)

= dω(−u,−v,−w) = −dω(u, v, w)

so dω = 0 at p which was an arbitrary point so dω = 0.
Since a Kähler manifold is a posteriori a Riemannian manifold it has asso-

ciated with it the Levi-Civita connection ∇. In the following we view J as an
element of X(M).
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Theorem 24.4 For a Kähler manifold M,J, h with associated symplectic form
ω we have that

dω = 0 if and only if ∇J = 0.

24.5 Symplectic musical isomorphisms

Since a symplectic form ω on a manifold M is nondegenerate we have a map

ω[ : TM → T ∗M

given by ω[(Xp)(vp) = ω(Xp, vp) and the inverse ω] is such that

ιω](α)ω = α

or
ω(ω](αp), vp) = αp(vp)

Let check that ω] really is the inverse. (one could easily be off by a sign in this
business.) We have

ω[(ω](αp))(vp) = ω(ω](αp), vp) = αp(vp) for all vp

=⇒ ω[(ω](αp)) = αp.

Notice that ω] induces a map on sections also denoted by ω] with inverse ω[ :
X(M) → X∗(M).

Notation 24.1 Let us abbreviate ω](α) to ]α and ω[(v) to [v.

24.6 Darboux’s Theorem

Lemma 24.2 (Darboux’s theorem) On a 2n- manifold (M, ω) with a closed
2-form ω with ωn 6= 0 (for instance if (M, ω) is symplectic) there exists a sub-
atlas consisting of charts called symplectic charts (canonical coordinates) char-
acterized by the property that the expression for ω in such a chart is

ωU =
n∑

i=1

dxi ∧ dxi+n

and so in particular M must have even dimension 2n.

Remark 24.1 Let us agree that the canonical coordinates can be written (xi, yi)
instead of (xi, xi+n) when convenient.

Remark 24.2 It should be noticed that if xi, yi is a symplectic chart then ]dxi

must be such that
n∑

r=1

dxr ∧ dyr(]dxi,
∂

∂xj
) = δi

j
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but also
n∑

r=1

dxr ∧ dyr(]dxi,
∂

∂xj
) =

n∑
r=1

(
dxr(]dx)dyr(

∂

∂xj
)− dyr(]dxi)dxr(

∂

∂xj
)
)

= −dyj(]dxi)

and so we conclude that ]dxi = − ∂
∂yi and similarly ]dyi = ∂

∂xi .

Proof. We will use induction and follow closely the presentation in [?].
Assume the theorem is true for symplectic manifolds of dimension 2(n − 1).
Let p ∈ M . Choose a function y1 on some open neighborhood of p such that
dy1(p) 6= 0. Let X = ]dy1 and then X will not vanish at p. We can then choose
another function x1 such that Xx1 = 1 and we let Y = −]dx1. Now since
dω = 0 we can use Cartan’s formula to get

LXω = LY ω = 0.

In the following we use the notation 〈X,ω〉 = ιXω (see notation 7.1). Contract
ω with the bracket of X and Y :

〈[X, Y ], ω〉 = 〈LXY, ω〉 = LX〈Y, ω〉 − 〈Y,LXω〉
= LX(−dx1) = −d(X(x1)) = −d1 = 0.

Now since ω is nondegenerate this implies that [X, Y ] = 0 and so there must be
a local coordinate system (x1, y1, w

1, ..., w2n−2) with

∂

∂y1
= Y

∂

∂x1
= X.

In particular, the theorem is true if n = 1. Assume the theorem is true for
symplectic manifolds of dimension 2(n − 1). If we let ω′ = ω − dx1 ∧ dy1 then
since dω′ = 0 and hence

〈X, ω′〉 = LXω′ = 〈Y, ω′〉 = LY ω′ = 0

we conclude that ω′ can be expressed as a 2-form in the w1, ..., w2n−2 variables
alone. Furthermore,

0 6= ωn = (ω − dx1 ∧ dy1)n

= ±ndx1 ∧ dy1 ∧ (ω′)n

from which it follows that ω′ is the pull-back of a form nondegenerate form $ on
R2n−2. To be exact if we let the coordinate chart given by (x1, y1, w

1, ..., w2n−2)
by denoted by ψ and let pr be the projection R2n = R2 ×R2n−1 → R2n−1 then
ω′ = (pr ◦ ψ)∗$. Thus the induction hypothesis says that ω′ has the form
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ω′ =
∑n

i=2 dxi ∧ dyi for some functions xi, yi with i = 2, ..., n. It is easy to
see that the construction implies that in some neighborhood of p the full set of
functions xi, yi with i = 1, ..., n form the desired symplectic chart.

An atlas A of symplectic charts is called a symplectic atlas. A chart (U,ϕ)
is called compatible with the symplectic atlas A if for every (ψα, Uα) ∈ A we
have

(ϕ ◦ ψ−1)∗ω0 = ω0

for the canonical symplectic ωcan =
∑n

i=1 dui ∧ dui+n defined on ψα(U ∩Uα) ⊂
R2n using standard rectangular coordinates ui.

24.7 Poisson Brackets and Hamiltonian vector
fields

Definition 24.9 (on forms) The Poisson bracket of two 1-forms is defined
to be

{α, β}± = ∓[[]α, ]β]

where the musical symbols refer to the maps ω] and ω[. This puts a Lie algebra
structure on the space of 1-forms Ω1(M) = X∗(M).

Definition 24.10 (on functions) The Poisson bracket of two smooth func-
tions is defined to be

{f, g}± = ±ω(]df, ]dg) = ±ω(Xf , Xg)

This puts a Lie algebra structure on the space F(M) of smooth function on
the symplectic M . It is easily seen (using dg = ιXgω) that {f, g}± = ±LXgf =
∓LXf

g which shows that f 7→ {f, g} is a derivation for fixed g. The connection
between the two Poisson brackets is

d{f, g}± = {df, dg}±.

Let us take canonical coordinates so that ω =
∑n

i=1 dxi∧dyi. If Xp =
∑n

i=1 dxi(X) ∂
∂xi +∑n

i=1 dyi(X) ∂
∂yi

and vp = dxi(vp) ∂
∂xi +dyi(vp) ∂

∂yi
then using the Einstein sum-

mation convention we have

ω[(X)(vp)

= ω(dxi(X)
∂

∂xi
+ dyi(X)

∂

∂yi
, dxi(vp)

∂

∂xi
+ dyi(vp)

∂

∂yi
)

= (dxi(X)dyi − dyi(X)dxi)(vp)

so we have

Lemma 24.3 ω[(Xp) =
∑n

i=1 dxi(X)dyi − dyi(X)dxi =
∑n

i=1(−dyi(X)dxi +
dxi(X)dyi)
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Corollary 24.1 If α =
∑n

i=1 α( ∂
∂xi )dxi+

∑n
i=1 α( ∂

∂yi
)dyi then ω](α) =

∑n
i=1 α( ∂

∂yi
) ∂

∂xi−∑n
i=1 α( ∂

∂xi ) ∂
∂yi

An now for the local formula:

Corollary 24.2 {f, g} =
∑n

i=1(
∂f
∂xi

∂g
∂yi

− ∂f
∂yi

∂g
∂xi )

Proof. df = ∂f
∂xi dxi + ∂f

∂yi
dyi and dg = ∂g

∂xj dxj + ∂g
∂yi

dyi so ]df = ∂f
∂yi

∂
∂xi −

∂f
∂xi

∂
∂yi

and similarly for dg. Thus (using the summation convention again);

{f, g} = ω(]df, ]dg)

= ω(
∂f

∂yi

∂

∂xi
− ∂f

∂xi

∂

∂yi
,

∂g

∂yi

∂

∂xj
− ∂g

∂xj

∂

∂yi
)

=
∂f

∂xi

∂g

∂yi
− ∂f

∂yi

∂g

∂xi

A main point about Poison Brackets is

Theorem 24.5 f is constant along the orbits of Xg if and only if {f, g} = 0.
In fact,

d
dtg ◦ ϕ

Xf

t = 0 ⇐⇒ {f, g} = 0 ⇐⇒ d
dtf ◦ ϕ

Xg

t = 0

Proof. d
dtg◦ϕ

Xf

t = (ϕXf

t )∗LXf
g = (ϕXf

t )∗{f, g}. Also use {f, g} = −{g, f}.

The equations of motion for a Hamiltonian H are

d

dt
f ◦ ϕXH

t = ±{f ◦ ϕXH
t ,H}± = ∓{H, f ◦ ϕXH

t }±

which is true by the following simple computation

d

dt
f ◦ ϕXH

t =
d

dt
(ϕXH

t )∗f = (ϕXH
t )∗LXH

f

= LXH (f ◦ ϕXH
t ) = {f ◦ ϕXH

t ,H}±.

Notation 24.2 ¿From now on we will use only {., .}+ unless otherwise indi-
cated and shall write {., .} for {., .}+.

Definition 24.11 A Hamiltonian system is a triple (M, ω, H) where M is a
smooth manifold, ω is a symplectic form and H is a smooth function H : M →
R.

The main example, at least from the point of view of mechanics, is the
cotangent bundle of a manifold which is discussed below. From a mechanical
point of view the Hamiltonian function controls the dynamics and so is special.

Let us return to the general case of a symplectic manifold M,ω
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Definition 24.12 Now if H : M → R is smooth then we define the Hamilto-
nian vector field XH with energy function H to be ω]dH so that by definition
ιXH

ω = dH.

Definition 24.13 A vector field X on M,ω is called a locally Hamiltonian
vector field or a symplectic vector field if and only if LXω = 0 .

If a symplectic vector field is complete then we have that (ϕX
t )∗ω is defined

for all t ∈ R. Otherwise, for any relatively compact open set U the restriction
ϕX

t to U is well defined for all t ≤ b(U) for some number depending only on U .
Thus (ϕX

t )∗ω is defined on U for t ≤ b(U). Since U can be chosen to contain
any point of interest and since M can be covered by relatively compact sets, it
will be of little harm to write (ϕX

t )∗ω even in the case that X is not complete.

Lemma 24.4 The following are equivalent:

1. X is symplectic vector field, i.e. LXω = 0

2. ιXω is closed

3. (ϕX
t )∗ω = ω

4. X is locally a Hamiltonian vector field.

Proof. (1)⇐⇒ (4) by the Poincaré lemma. Next, notice that LXω =
d ◦ ιXω + ιX ◦ dω = d ◦ ιXω so we have (2)⇐⇒(1). The implication (2)⇐⇒(3)
follows from Theorem 2.8.

Proposition 24.2 We have the following easily deduced facts concerning Hamil-
tonian vector fields:

1. The H is constant along integral curves of XH

2. The flow of XH is a local symplectomorphism. That is ϕXH ∗
t ω = ω

Notation 24.3 Denote the set of all Hamiltonian vector fields on M, ω by H(ω)
and the set of all symplectic vector fields by SP(ω)

Proposition 24.3 The set SP(ω) is a Lie subalgebra of X(M). In fact, we have
[SP(ω),SP(ω)] ⊂ H(ω) ⊂ X(M).

Proof. Let X,Y ∈ SP(ω). Then

[X,Y ]yω = LXY yω = LX(Y yω)− Y yLXω

= d(XyY yω) + Xyd(Y yω)− 0
= d(XyY yω) + 0 + 0
= −d(ω(X, Y )) = −Xω(X,Y )yω

and since ω in nondegenerate we have [X, Y ] = X−ω(X,Y ) ∈ H(ω).
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24.8 Configuration space and Phase space

Consider the cotangent bundle of a manifold Q with projection map

π : T ∗Q → Q

and define the canonical 1-form θ ∈ T ∗ (T ∗Q) by

θ : vαp 7→ αp(Tπ · vαp)

where αp ∈ T ∗p Q and vαp
∈ Tαp

(T ∗p Q). In local coordinates this reads

θ0 =
∑

pidqi.

Then ωT∗Q = −dθ is a symplectic form that in natural coordinates reads

ωT∗Q =
∑

dqi ∧ dpi

Lemma 24.5 θ is the unique 1-form such that for any β ∈ Ω1(Q) we have

β∗θ = β

where we view β as β : Q → T ∗Q.

Proof: β∗θ(vq) = θ|β(q) (Tβ · vq) = β(q)(Tπ ◦ Tβ · vq) = β(q)(vq) since
Tπ ◦ Tβ = T (π ◦ β) = T (id) = id.

The cotangent lift T ∗f of a diffeomorphism f : Q1 → Q2 is defined by the
commutative diagram

T ∗Q1
T∗f←− T ∗Q2

↓ ↓
Q1

f→ Q2

and is a symplectic map; i.e. (T ∗f)∗ ω0 = ω0. In fact, we even have (T ∗f)∗ θ0 =
θ0.

The triple (T ∗Q, ωT∗Q, H) is a Hamiltonian system for any choice of smooth
function. The most common form for H in this case is 1

2K + V where K is
a Riemannian metric that is constructed using the mass distribution of the
bodies modeled by the system and V is a smooth potential function which, in
a conservative system, depends only on q when viewed in natural cotangent
bundle coordinates qi, pi.

Now we have ]dg = ∂g
∂pi

∂
∂qi − ∂g

∂qi
∂

∂pi
and introducing the ± notation one

more time we have

{f, g}± = ±ωT∗Q(]df, ]dg) = ±df(]dg) = ±df(
∂g

∂pi

∂

∂qi
− ∂g

∂qi

∂

∂pi
)

= ±(
∂g

∂pi

∂f

∂qi
− ∂g

∂qi

∂f

∂pi
)

= ±(
∂f

∂qi

∂g

∂pi
− ∂f

∂pi

∂g

∂qi
)
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Thus letting

ϕXH
t (q1

0 , ..., qn
0 , p1

0, ..., p
n
0 ) = (q1(t), ..., qn(t), p1(t), ..., pn(t))

the equations of motions read

d

dt
f(q(t), p(t)) =

d

dt
f ◦ ϕXH

t = {f ◦ ϕXH
t ,H}

=
∂f

∂qi

∂H

∂pi
− ∂f

∂pi

∂H

∂qi
.

Where we have abbreviated f ◦ ϕXH
t to just f . In particular, if f = qi and

f = pi then

q̇i(t) =
∂H

∂pi

ṗi(t) = −∂H

∂qi

which should be familiar.

24.9 Transfer of symplectic structure to the Tan-
gent bundle

Case I: a (pseudo) Riemannian manifold

If Q, g is a (pseudo) Riemannian manifold then we have a map g[ : TQ → T ∗Q
defined by

g[(v)(w) = g(v, w)

and using this we can define a symplectic form $0 on TQ by

$0 =
(
g[

)∗
ω

(Note that d$0 = d(g[∗ω) = g[∗dω = 0.) In fact, $0 is exact since ω is exact:

$0 =
(
g[

)∗
ω

=
(
g[

)∗
dθ = d

(
g[∗θ

)
.

Let us write Θ0 = g[∗θ. Locally we have

Θ0(x, v)(v1, v2) = gx(v, v1) or

Θ0 =
∑

gij q̇
idqj
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and also

$0(x, v)((v1, v2), ((w1, w2)))
= gx(w2, v1)− gx(v2, w1) + Dxgx(v, v1) · w1 −Dxgx(v, w1) · v1

which in classical notation (and for finite dimensions) looks like

$h = gijdqi ∧ dq̇j +
∑ ∂gij

∂qk
q̇idqj ∧ dqk

Case II: Transfer of symplectic structure by a Lagrangian function.

Definition 24.14 Let L : TQ → Q be a Lagrangian on a manifold Q. We say
that L is regular or non-degenerate at ξ ∈ TQ if in any canonical coordinate
system (q, q̇) whose domain contains ξ, the matrix

[
∂2L

∂q̇i∂q̇j
(q(ξ), q̇(ξ))

]

is non-degenerate. L is called regular or nondegenerate if it is regular at all
points in TQ.

We will need the following general concept:

Definition 24.15 Let πE : E → M and πF : F → M be two vector bundles.
A map L : E → F is called a fiber preserving map if the following diagram
commutes:

E
L→ F

πE ↘ ↙ πF

M

We do not require that the map L be linear on the fibers and so in general L is
not a vector bundle morphism.

Definition 24.16 If L : E → F is a fiber preserving map then if we denote the
restriction of L to a fiber Ep by Lp define the fiber derivative

FL : E → Hom(E,F )

by FL : ep 7→ Df |p (ep) for ep ∈ Ep.

In our application of this concept, we take F to be the trivial bundle Q×R
over Q so Hom(E,F ) = Hom(E,R) = T ∗Q.

Lemma 24.6 A Lagrangian function L : TQ → R gives rise to a fiber deriva-
tive FL : TQ → T ∗Q. The Lagrangian is nondegenerate if and only if FL is a
diffeomorphism.
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Definition 24.17 The form $L is defined by

$L = (FL)∗ ω

Lemma 24.7 ωL is a symplectic form on TQ if and only if L is nondegenerate
(i.e. if FL is a diffeomorphism).

Observe that we can also define θL = (FL)∗ θ so that dθL = d (FL)∗ θ =
(FL)∗ dθ = (FL)∗ ω = $L so we see that ωL is exact (and hence closed a
required for a symplectic form).

Now in natural coordinates we have

$L =
∂2L

∂q̇i∂qj
dqi ∧ dqj +

∂2L

∂q̇i∂q̇j
dqi ∧ dq̇j

as can be verified using direct calculation.
The following connection between the transferred forms $L and $0 and

occasionally not pointed out in some texts.

Theorem 24.6 Let V be a smooth function on a Riemannian manifold M, h.
If we define a Lagrangian by L = 1

2h − V then the Legendre transformation
FL :: TQ → T ∗Q is just the map g[ and hence $L = $h.

Proof. We work locally. Then the Legendre transformation is given by

qi 7→qi

q̇i 7→ ∂L
∂q̇i

.

But since L(q̇, q̇) = 1
2g(q̇, q̇) − V (q) we have ∂L

∂q̇i = ∂
∂q̇i

1
2gklq̇

lq̇k = gilq̇
l which

together with qi 7→qi is the coordinate expression for g[ :

qi 7→qi

q̇i 7→gilq̇
l

24.10 Coadjoint Orbits

Let G be a Lie group and consider Ad† : G →GL(g∗) and the corresponding
coadjoint action as in example 24.5. For every ξ ∈ g∗ we have a Left invariant
1-form on G defined by

θξ = ξ ◦ ωG

where ωG is the canonical g-valued 1-form (the Maurer-Cartan form). Let the
Gξ be the isotropy subgroup of G for a point ξ ∈ g∗ under the coadjoint action.
Then it is standard that orbit G · ξ is canonically diffeomorphic to the orbit
space G/Gξ and the map φξ : g 7→ g · ξ is a submersion onto . Then we have
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Theorem 24.7 There is a unique symplectic form Ωξ on G/Gξ
∼= G · ξ such

that φ∗ξΩ
ξ = dθξ.

Proof: If such a form as Ωξ exists as stated then we must have

Ωξ(Tφξ.v, Tφξ.w) = dθξ(v, w) for all v, w ∈ TgG

We will show that this in fact defines Ωξ as a symplectic form on the orbit G ·ξ.
First of all notice that by the structure equations for the Maurer-Cartan form
we have for v, w ∈ TeG = g

dθξ(v, w) = ξ(dωG(v, w)) = ξ(ωG([v, w]))

= ξ(−[v, w]) = ad†(v)(ξ)(w)

¿From this we see that

ad†(v)(ξ) = 0 ⇐⇒ v ∈ Null(dθξ
∣∣
e
)

where Null(dθξ
∣∣
e
) = {v ∈ g : dθξ

∣∣
e
(v, w) for all w ∈ g}. On the other hand,

Gξ = ker{g 7−→ Ad†g(ξ)} so ad†(v)(ξ) = 0 if and only if v ∈ TeGξ = gξ.

Now notice that since dθξ is left invariant we have that Null(dθξ
∣∣
g
) =

TLg(gξ) which is the tangent space to the coset gGξ and which is also ker Tφξ|g.
Thus we conclude that

Null(dθξ
∣∣
g
) = ker Tφξ|g .

It follows that we have a natural isomorphism

Tg·ξ(G · ξ) = Tφξ|g (TgG) ≈ TgG/(TLg(gξ))

Another view: Let the vector field on G · ξ corresponding to v, w ∈ g
generated by the action be denoted by v†and w†. Then we have Ωξ(ξ)(v†, w†) :=
ξ(−[v, w]) at ξ ∈ G · ξ and then extend to the rest of the points of the orbit by
equivariance:

Ωξ(g · ξ)(v†, w†) =
†

Ad
g

(ξ(−[v, w]))

24.11 The Rigid Body

In what follows we will describe the rigid body rotating about one of its points in
three different versions. The basic idea is that we can represent the configuration
space as a subset of R3N with a very natural kinetic energy function. But this
space is also isomorphic to the rotation group SO(3) and we can transfer the
kinetic energy metric over to SO(3) and then the evolution of the system is given
by geodesics in SO(3) with respect to this metric. Next we take advantage of
the fact that the tangent bundle of SO(3) is trivial to transfer the setup over to
a trivial bundle. But there are two natural ways to do this and we explore the
relation between the two.
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24.11.1 The configuration in R3N

Let us consider a rigid body to consist of a set of point masses located in R3

at points with position vectors r1(t), ...rN (t) at time t. Thus ri = (x1, x2, x3)
is the coordinates of the i-th point mass. Let m1, ..., mN denote the masses
of the particles. To say that this set of point masses is rigid is to say that
the distances |ri − rj | are constant for each choice of i and j. Let us assume
for simplicity that the body is in a state of uniform rectilinear motion so that
by re-choosing our coordinate axes if necessary we can assume that the there
is one of the point masses at the origin of our coordinate system at all times.
Now the set of all possible configurations is some submanifold of R3N which
we denote by M . Let us also assume that at least 3 of the masses, say those
located at r1, r2, r2 are situated so that the position vectors r1, r2, r2 form a
basis of R3. For convenience let r and ṙ be abbreviations for (r1(t), ..., rN (t)) and
(ṙ1(t), ..., ṙN (t)).The correct kinetic energy for the system of particles forming
the rigid body is 1

2K(ṙ, ṙ) where the kinetic energy metric K is

K(v,w) = m1v1 ·w1 + · · ·+ mNvN ·wN .

Since there are no other forces on the body other than those that constrain the
body to be rigid the Lagrangian for M is just 1

2K(ṙ, ṙ) and the evolution of the
point in M representing the body is a geodesic when we use as Hamiltonian K
and the symplectic form pulled over from T ∗M as described previously.

24.11.2 Modelling the rigid body on SO(3)

Let r1(0), ...r(0)N denote the initial positions of our point masses. Under these
condition there is a unique matrix valued function g(t) with values in SO(3) such
that ri(t) = g(t)ri(0). Thus the motion of the body is determined by the curve
in SO(3) given by t 7→ g(t). In fact, we can map SO(3) to the set of all possible
configurations of the points making up the body in a 1-1 manner by letting
r1(0) = ξ1, ...r(0)N = ξN and mapping Φ : g 7→ (gξ1, ..., gξN ) ∈ M ⊂ R3N . If we
use the map Φ to transfer this over to TSO(3) we get

k(ξ, υ) = K(TΦ · ξ, TΦ · υ)

for ξ, υ ∈ TSO(3). Now k is a Riemannian metric on SO(3) and in fact, k is a
left invariant metric:

k(ξ, υ) = k(TLgξ, TLgυ) for all ξ, υ ∈ TSO(3).

Exercise 24.2 Show that k really is left invariant. Hint: Consider the map
µg0 : (v1, · · · ,vN) 7→ (g0v1, · · · ,g0vN) for g0∈SO(3) and notice that µg0 ◦ Φ =
Φ ◦ Lg0 and hence Tµg0 ◦ TΦ = TΦ ◦ TLg0 .

Now by construction, the Riemannian manifolds M, K and SO(3), k are
isometric. Thus the corresponding path g(t) in SO(3) is a geodesic with respect
to the left invariant metric k. Our Hamiltonian system is now (TSO(3), Ωk, k)
where Ωk is the Legendre transformation of the canonical symplectic form Ω on
T ∗SO(3)
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24.11.3 The trivial bundle picture

Recall that we the Lie algebra of SO(3) is the vector space of skew-symmetric
matrices su(3). We have the two trivializations of the tangent bundle TSO(3)
given by

trivL(vg) = (g, ωG(vg)) = (g, g−1vg)

trivR(vg) = (g, ωG(vg)) = (g, vgg
−1)

with inverse maps SO(3)× so(3) → TSO(3) given by

(g, B) 7→ TLgB

(g, B) 7→ TRgB

Now we should be able to represent the system in the trivial bundle SO(3)×
so(3) via the map trivL(vg) = (g, ωG(vg)) = (g, g−1vg). Thus we let k0 be the
metric on SO(3)× so(3) coming from the metric k. Thus by definition

k0((g, v), (g, w)) = k(TLgv, TLgw) = ke(v, w)

where v, w ∈ so(3) are skew-symmetric matrices.

24.12 The momentum map and Hamiltonian ac-
tions

Remark 24.3 In this section all Lie groups will be assumed to be connected.

Suppose that ( a connected Lie group) G acts on M, ω as a group of sym-
plectomorphisms.

σ : G×M → M

Then we say that σ is a symplectic G-action . Since G acts on M we have for
every υ ∈ g the fundamental vector field Xυ = υσ. The fundamental vector field
will be symplectic (locally Hamiltonian). Thus every one-parameter group gt of
G induces a symplectic vector field on M. Actually, it is only the infinitesimal
action that matters at first so we define

Definition 24.18 Let M be a smooth manifold and let g be the Lie algebra of
a connected Lie group G. A linear map σ′ : v 7→ Xυ from g into X(M) is called
a g-action if

[Xυ, Xw] = −X [v,w] or
[σ′(v), σ′(w)] = −σ′([v, w]).

If M, ω is symplectic and the g-action is such that LXυω = 0 for all v ∈ g we
say that the action is a symplectic g-action.
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Definition 24.19 Every symplectic action σ : G×M → M induces a g-action
dσ via

dσ : v 7→ Xυ

where Xυ(x) =
d

dt

∣∣∣∣
0

σ(exp(tv), x).

In some cases, we may be able to show that for all v the symplectic field
Xυ is a full fledged Hamiltonian vector field. In this case associated to each
υ ∈ g there is a Hamiltonian function Jυ = JXυ with corresponding Hamiltonian
vector field equal to Xυ and Jυ is determined up to a constant by Xυ = ]dJXυ .
Now ιXυω is always closed since dιXυω = LXvω. When is it possible to define
Jυ for every υ ∈ g ?

Lemma 24.8 Given a symplectic g-action σ′ : v 7→ Xυ as above, there is a
linear map v 7→ Jυ such that Xυ = ]dJυ for every υ ∈ g if and only if ιXυω is
exact for all υ ∈ g.

Proof. If Hυ = HXυ exists for all υ then dJXυ = ω(Xυ, .) = ιXυω for all υ
so ιXυω is exact for all υ ∈ g. Conversely, if for every υ ∈ g there is a smooth
function hv with dhυ = ιXυω then Xυ = ]dhυ so hυ is Hamiltonian for Xυ.
Now let υ1, ..., υn be a basis for g and define Jυi = hυi and extend linearly.

Notice that the property that υ 7→ Jυ is linear means that we can define a
map J : M → g∗ by

J(x)(υ) = Jυ(x)

and this is called a momentum map .

Definition 24.20 A symplectic G-action σ (resp. g-action σ′) on M such that
for every υ ∈ g the vector field Xυ is a Hamiltonian vector field on M is called
a Hamiltonian G-action (resp. Hamiltonian g-action ).

We can thus associate to every Hamiltonian action at least one momentum
map-this being unique up to an additive constant.

Example 24.6 If G acts on a manifold Q by diffeomorphisms then G lifts to
an action on the cotangent bundle T ∗M which is automatically symplectic. In
fact, because ω0 = dθ0 is exact the action is also a Hamiltonian action. The
Hamiltonian function associated to an element υ ∈ g is given by

Jυ(x) = θ0

(
d

dt

∣∣∣∣
0

exp(tv) · x
)

.

Definition 24.21 If G (resp. g) acts on M in a symplectic manner as above
such that the action is Hamiltonian and such that we may choose a momentum
map J such that

J[υ,w] = {Jυ, Jw}
where Jυ(x) = J(x)(v) then we say that the action is a strongly Hamiltonian
G-action (resp. g-action).
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Example 24.7 The action of example 24.6 is strongly Hamiltonian.

We would like to have a way to measure of whether a Hamiltonian action is
strong or not. Essentially we are just going to be using the difference J[υ,w] −
{Jυ, Jw} but it will be convenient to introduce another view which we postpone
until the next section where we study “Poisson structures”.

PUT IN THEOREM ABOUT MOMENTUM CONSERVATION!!!!
What is a momentum map in the cotangent case? Pick a fixed point α ∈ T ∗Q

and consider the map Φα : G → T ∗Q given by Φα(g) = g · α = g−1∗α. Now
consider the pull-back of the canonical 1-form Φ∗αθ0.

Lemma 24.9 The restriction Φ∗αθ0|g is an element of g∗ and the map α 7→
Φ∗αθ0|g is the momentum map.

Proof. We must show that Φ∗αθ0|g (v) = Hv(α) for all v ∈ g. Does
Φ∗αθ0|g (v) live in the right place? Let gt

v = exp(vt). Then

(TeΦαv) =
d

dt

∣∣∣∣
0

Φα(exp(vt))

=
d

dt

∣∣∣∣
0

(exp(−vt))∗α

d

dt

∣∣∣∣
0

exp(vt) · α

We have

Φ∗αθ0|g (v) = θ0|g (TeΦαv)

= θ0(
d

dt

∣∣∣∣
0

exp(vt) · α) = Jv(α)

Definition 24.22 Let G act on a symplectic manifold M, ω and suppose that
the action is Hamiltonian. A momentum map J for the action is said to be
equivariant with respect to the coadjoint action if J(g · x) = Ad∗g−1 J(x).
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Chapter 25

Poisson Geometry

Life is good for only two things, discovering mathematics and teaching mathematics

–Siméon Poisson

25.1 Poisson Manifolds

In this chapter we generalize our study of symplectic geometry by approaching
things from the side of a Poisson bracket.

Definition 25.1 A Poisson structure on an associative algebra A is a Lie
algebra structure with bracket denoted by {., .} such for a fixed a ∈ A that the
map x 7→ {a, x} is a derivation of the algebra. An associative algebra with
a Poisson structure is called a Poisson algebra and the bracket is called a
Poisson bracket .

We have already seen an example of a Poisson structure on the algebra F(M)
of smooth functions on a symplectic manifold. Namely,

{f, g} = ω(ω]df, ω]dg).

By the Darboux theorem we know that we can choose local coordinates (q1, ..., qn, p1, ..., pn)
on a neighborhood of any given point in the manifold. Recall also that in such
coordinates we have

ω]df =
n∑

i=1

∂f

∂pi

∂

∂qi
−

n∑

i=1

∂f

∂qi

∂

∂pi

sometimes called the symplectic gradient. It follows that

n∑

i=1

(
∂f

∂qi

∂g

∂pi
− ∂f

∂pi

∂g

∂qi
)

535



536 CHAPTER 25. POISSON GEOMETRY

Definition 25.2 A smooth manifold with a Poisson structure on is algebra of
smooth functions is called a Poisson manifold.

So every symplectic n-manifold gives rise to a Poisson structure. On the
other hand, there are Poisson manifolds that are not so by virtue of being a
symplectic manifold.

Now if our manifold is finite dimensional then every derivation of F(M) is
given by a vector field and since g 7→ {f, g} is a derivation there is a correspond-
ing vector field Xf . Since the bracket is determined by these vector field and
since vector fields can be defined locally ( recall the presheaf XM ) we see that
a Poisson structure is also a locally defined structure. In fact, U 7→ FM (U) is a
presheaf of Poisson algebras.

Now if we consider the map w : FM → XM defined by {f, g} = w(f) · g we
see that {f, g} = w(f) · g = −w(g) · f and so {f, g}(p) depends only on the
differentials df, dg of f and g. Thus we have a tensor B(., .) ∈ Γ

∧2
TM such

that B(df, dg) = {f, g}. In other words, Bp(., .) is a symmetric bilinear map
T ∗p M ×T ∗p M → R. Now any such tensor gives a bundle map B] : T ∗M 7→
T ∗∗M = TM by the rule B](α)(β) = B(β, α) for β, α ∈ T ∗p M and any p ∈ M .
In other words, B(β, α) = β(B](α)) for all β ∈ T ∗p M and arbitrary p ∈ M .
The 2-vector B is called the Poisson tensor for the given Poisson structure. B
is also sometimes called a cosymplectic structure for reasons that we will now
explain.

If M, ω is a symplectic manifold then the map ω[ : TM → T ∗M can be
inverted to give a map ω] : T ∗M → TM and then a form W ∈ ∧2

TM defined
by ω](α)(β) = W (β, α) (here again β, α must be in the same fiber). Now this
form can be used to define a Poisson bracket by setting {f, g} = W (df, dg) and
so W is the corresponding Poisson tensor. But notice that

{f, g} = W (df, dg) = ω](dg)(df) = df(ω](dg))

= ω(ω]df, ω]dg)

which is just the original Poisson bracket defined in the symplectic manifold
M, ω.

Given a Poisson manifold M, {., .} we can always define {., .}− by {f, g}− =
{g, f}. Since we some times refer to a Poisson manifold M, {., .} by referring
just to the space we will denote M with the opposite Poisson structure by M−.

A Poisson map is map φ : M, {., .}1 → N, {., .}2 is a smooth map such that
φ∗{f, g} = {φ∗f, φ∗g} for all f, g ∈ F(M).

For any subset S of a Poisson manifold let S0 be the set of functions from
F(M) that vanish on S. A submanifold S of a Poisson manifold M, {., .} is
called coisotropic if S0 closed under the Poisson bracket. A Poisson manifold
is called symplectic if the Poisson tensor B is non-degenerate since in this case
we can use B] to define a symplectic form on M. A Poisson manifold admits
a (singular) foliation such that the leaves are symplectic. By a theorem of A.
Weinstien we can locally in a neighborhood of a point p find a coordinate system
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(qi, pi, w
i) centered at p and such that

B =
k∑

i=1

∂

∂qi
∧ ∂

∂pi
+

1
2

∑

i,j

aij()
∂

∂wi
∧ ∂

∂wj

where the smooth functions depend only on the w’s. vanish at p. Here k is the
dimension of the leave through p. The rank of the map B] on T ∗p M is k.

Now to give a typical example let g be a Lie algebra with bracket [., .] and g∗

its dual. Choose a basis e1, ..., en of g and the corresponding dual basis ε1, ..., εn

for g∗. With respect to the basis e1, ..., en we have

[ei, ej ] =
∑

Ck
ijek

where Ck
ij are the structure constants.

For any functions f, g ∈ F(g∗) we have that dfα, dgα are linear maps g∗ → R
where we identify Tαg∗ with g∗. This means that dfα, dgα can be considered to
be in g by the identification g∗∗ = g. Now define the ± Poisson structure on g∗

by
{f, g}±(α) = ±α([dfα, dgα])

Now the basis e1, ..., en is a coordinate system y on g∗ by yi(α) = α(ei).

Proposition 25.1 In terms of this coordinate system the Poisson bracket just
defined is

{f, g}± = ±
n∑

i=1

Bij
∂f

∂yi

∂g

∂yj

where Bij =
∑

Ck
ijyk .

Proof. We suppress the ± and compute:

{f, g} = [df, dg] = [
∑ ∂f

∂yi
dyi,

∑ ∂g

∂yj
dyj ]

=
∑ ∂f

∂yi

∂g

∂yj
[dyi, dyj ] =

∑ ∂f

∂yi

∂g

∂yj

∑
Ck

ijyk

=
n∑

i=1

Bij
∂f

∂yi

∂g

∂yj
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Appendix A

Topological Spaces

In this section we briefly introduce the basic notions from point set topology
together with some basic examples. We include this section only as a review
and a reference since we expect that the reader should already have a reasonable
knowledge of point set topology. In the Euclidean coordinate plane Rn consisting
of all n-tuples of real numbers (x1, x2, ...xn) we have a natural notion of distance
between two points. The formula for the distance between two points p1 =
(x1, x2, ...xn) and p2 = (y1, y2, ..., yn) is simply

d(p1, p2) =
√∑

(xi − yi)2. (A.1)

The set of all points of distance less than ε from a given point p0 in the plain
is denoted B(p0, ε), i.e.

B(p0, ε) = {p ∈ Rn : d(p, p0) < ε}. (A.2)

The set B(p0, ε) is call the open ball of radius ε and center p0. A subset S of R2

is called open if every one of its points is the center of an open ball completely
contained inside S. The set of all open subsets of the plane has the property
that the union of any number of open sets is still open and the intersection of
any finite number of open sets is still open. The abstraction of this situation
leads to the concept of a topological space.

Definition A.1 A set X together with a family T of subsets of X is called a
topological space if the family T has the following three properties.

1. X ∈ T and ∅ ∈ T.

2. If U1 and U2 are both in T then U1 ∩ U2 ∈ T also.

3. If {Uα}α∈A is any sub-family of T indexed by a set A then the union⋃
α∈A Uα is also in T.
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In the definition above the family of subsets T is called a topology on X
and the sets in T are called open sets. The compliment U c := X \ U of an
open set U is called closed set. The reader is warned that a generic set may
be neither open nor closed. Also, some subsets of X might be both open and
closed (consider X itself and the empty set). A topology T2 is said to be finer
than a topology T1 if T1 ⊂ T2 and in this case we also say that T1 is coarser
than T2. We also say that the topology T1 is weaker than T2 and that T2 is
stronger than T1.

Neither one of these topologies is generally very interesting but we shall soon
introduce much richer topologies. A fact worthy of note in this context is the
fact that if X, T is a topological space and S ⊂ X then S inherits a topological
structure from X. Namely, a topology on S (called the relative topology) is
given by

TS = {all sets of the form S ∩ T where T ∈ T} (A.3)

In this case we say that S is a topological subspace of X.

Definition A.2 A map between topological spaces f : X → Y is said to be
continuous at p ∈ X if for any open set O containing f(p) there is an open
set U containing p ∈ X such that f(U) ⊂ O. A map f : X → Y is said to be
continuous if it is continuous at each point p ∈ X.

Proposition A.1 f : X → Y is continuous if and only if f−1(O) is open for
every open set O ⊂ Y .

Definition A.3 A subset of a topological space is called closed if it is the
compliment of an open set.

Closed sets enjoy properties complementary to those of open sets:

1. The whole space X and the empty set ∅ are both closed.

2. The intersection of any family of closed sets is a closed set.

3. The union of a finite number of closed sets is closed.

Since the intersection of closed sets is again a closed every set, the subset
S ⊂ X is contained in a closed set which is the smallest of all closed sets
containing S. This closure S is the intersection of all closed subsets containing
S:

S =
⋂

S⊂F

F.

Similarly, the interior of a set S is the largest open set contained in S and is

denoted by
◦
S. A point p ∈ S ⊂ X is called an interior point of S if there is

an open set containing p and contained in S. The interior of S is just the set of

all its interior points. It may be shown that
◦
S = (Sc)c
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Definition A.4 The (topological) boundary of a set S ⊂ X is ∂S := S ∩ Sc

and

We say that a set S ⊂ X is dense in X if S = X.

Definition A.5 A subset of a topological space X, T is called clopen if it is
both open and closed.

Definition A.6 A topological space X is called connected if it is not the union
of two proper clopen set. Here, proper means not X or ∅. A topological space
X is called path connected if for every pair of points p, q ∈ X there is a
continuous map c : [a, b] → X (a path) such that c(a) = q and c(b) = p. (Here
[a, b] ⊂ R is endowed with the relative topology inherited from the topology on
R.)

Example A.1 The unit sphere S2 is a topological subspace of the Euclidean
space R3.

Let X be a set and {Tα}α∈A any family of topologies on X indexed by some
set A. The the intersection

T =
⋂

α∈A

Tα

is a topology on X. Furthermore, T is coarser that every Tα.
Given any family F of subsets of X there exists a weakest (coarsest) topology

containing all sets of F. We will denote this topology by T(F).
One interesting application of this is the following; Given a family of maps

{fα} from a set S to a topological space Y, TY there is a coarsest topology on
S such that all of the maps fα are continuous. This topology will be denoted
T{fα} and is called the topology generated by the family of maps {fα}.
Definition A.7 If X and Y are topological spaces then we define the product
topology on X×Y as the topology generated by the projections pr1 : X×Y → X
and pr2 : X × Y → Y .

Definition A.8 If π : X → Y is a surjective map where X is a topological
space but Y is just a set. Then the quotient topology is the topology generated
by the map π. In particular, if A ⊂ X we may form the set of equivalence classes
X/A where x ∼ y if both are in A or they are equal. The the map x 7→ [x] is
surjective and so we may form the quotient topology on X/A.

Let X be a topological space and x ∈ X. A family of subsets Bx all of
which contain x is called an open neighborhood base at x if every open set
containing x contains (as a superset) an set from Bx. If X has a countable open
base at each x ∈ X we call X first countable.

A subfamily B is called a base for a topology T on X if the topology T is
exactly the set of all unions of elements of B. If X has a countable base for its
given topology we say that X is a second countable topological space.

By considering balls of rational radii and rational centers one can see that
Rn is first and second countable.
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A.0.1 Separation Axioms

Another way to classify topological spaces is according to the following scheme:
(Separation Axioms)
A topological space X, T is called a T0 space if given x, y ∈ X, x 6= y, there

exists either an open set containing x, but not y or the other way around (We
don’t get to choose which one).

A topological space X, T is called T1 if whenever given any x,y ∈ X there is
an open set containing x but not y (and the other way around;we get to do it
either way).

A topological space X, T is called T2 or Hausdorff if whenever given any
two points x, y ∈ X there are disjoint open sets U1 and U2 with x ∈ U1 and
y ∈ U2.

A topological space X, T is called T3 or regular if whenever given a closed
set F ⊂ X and a point x ∈ X\F there are disjoint open sets U1 and U2 with
x ∈ U1 and F ⊂ U2

A topological space X, T is called T4 or normal if given any two disjoint
closed subsets of X, say F1 and F2, there are two disjoint open sets U1 and U2

with F1 ⊂ U1 and F2 ⊂ U2.

Lemma A.1 (Urysohn) Let X be normal and F,G ⊂ X closed subsets with
F ∩ G = ∅. Then there exists a continuous function f : X → [0, 1] ⊂ R such
that f(F ) = 0 and f(G) = 1.

A open cover of topological space X (resp. subset S ⊂ X) a collection of
open subsets of X, say{Uα}, such that X =

⋃
Uα (resp. S ⊂ ⋃

Uα). For
example the set of all open disks of radius ε > 0 in the plane covers the plane.
A finite cover consists of only a finite number of open sets.

Definition A.9 A topological space X is called compact if every open cover of
X can be reduced to a finite open cover by eliminating some ( possibly an infinite
number) of the open sets of the cover. A subset S ⊂ X is called compact if it
is compact as a topological subspace (i.e. with the relative topology).

Proposition A.2 The continuous image of a compact set is compact.

A.0.2 Metric Spaces

If the set X has a notion of distance attached to it then we can get an associated
topology. This leads to the notion of a metric space.

A set X together with a function d : X ×X → R is called a metric space
if

d(x, x) ≥ 0 for all x ∈ X
d(x, y) = 0 if and only if x = y
d(x, z) ≤ d(x, y) + d(y, z) for any x, y, z ∈ X (this is called the triangle

inequality).
The function d is called a metric or a distance function.
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Imitating the situation in the plane we can define the notion of an open ball
B(p0, ε) with center p0 and radius ε. Now once we have the metric then we have
a topology; we define a subset of a metric space X, d to be open if every point
of S is an interior point where a point p ∈ S is called an interior point of S
if there is some ball B(p, ε) with center p and (sufficiently small) radius ε > 0
completely contained in S. The family of all of these metrically defined open
sets forms a topology on X which we will denote by Td. It is easy to see that
any B(p, ε) is open according to our definition.

If f : X, d → Y, ρ is a map of metric spaces then f is continuous at x ∈ X if
and only if for every ε > 0 there is a δ(ε) > 0 such that if d(x′, x) < δ(ε) then
ρ(f(x′), f(x)) < ε.

Definition A.10 A sequence of elements x1, x2, ...... of a metric space X, d
is said to converge to p if for every ε > 0 there is an N(ε) > 0 such that
if k > N(ε) then xk ∈ B(p, ε) . A sequence x1, x2, ...... is called a Cauchy
sequence is for every ε > 0 there is an N(ε) > 0 such that if k, l > N(ε)
then d(xk, xl) < ε. A metric space X, d is said to be complete if every Cauchy
sequence also converges.

A map f : X, d → Y, ρ of metric spaces is continuous at x ∈ X if and only
if for every sequence xi converging to x, the sequence yi := f(xi) converges to
f(x).

A.1 Attaching Spaces and Quotient Topology

Suppose that we have a topological space X and a surjective set map f : X → S
onto some set S. We may endow S with a natural topology according to the
following recipe. A subset U ⊂ S is defined to be open if and only if f−1(U) is
an open subset of X. This is particularly useful when we have some equivalence
relation on X which allows us to consider the set of equivalence classes X/ ∼.
In this case we have the canonical map % : X → X/ ∼ that takes x ∈ X to
its equivalence class [x]. The quotient topology is then given as before by the
requirement that U ⊂ S is open if and only if and only if %−1(U) is open in X.
A common application of this idea is the identification of a subspace to a point.
Here we have some subspace A ⊂ X and the equivalence relation is given by
the following two requirements:

If x ∈ X\A then x ∼ y only if x = y
If x ∈ A then x ∼ y for any y ∈ A

In other words, every element of A is identified with every other element of A.
We often denote this space by X/A.
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Figure A.1: creation of a “hole”

A hole is removed by identification

It is not difficult to verify that if X is Hausdorff (resp. normal) and A is closed
then X/A is Hausdorff (resp. normal). The identification of a subset to a point
need not simplify the topology but may also complicate the topology as shown
in the figure.

An important example of this construction is the suspension. If X is a
topological space then we define its suspension SX to be (X × [0, 1])/A where
A := (X ×{0})∪ (X ×{1}). For example it is easy to see that SS1 ∼= S2. More
generally, SSn−1 ∼= Sn.

Consider two topological spaces X and Y and subset A ⊂ X a closed subset.
Suppose that we have a map α : A → B ⊂ Y . Using this map we may define
an equivalence relation on the disjoint union X

⊔
Y that is given by requiring

that x ∼ α(x) for x ∈ A. The resulting topological space is denoted X ∪α Y .
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Figure A.2: Mapping Cylinder

Attaching a 2-cell

Another useful construction is that of a the mapping cylinder of a map f : X →
Y . First we transfer the map to a map on the base X × {0} of the cylinder
X × I by

f(x, 0) := f(x)

and then we form the quotient Y ∪f (X × I). We denote this quotient by Mf

and call it the mapping cylinder of f .

A.2 Topological Vector Spaces

We shall outline some of the basic definitions and theorems concerning topolog-
ical vector spaces.

Definition A.11 A topological vector space (TVS) is a vector space V with
a Hausdorff topology such that the addition and scalar multiplication operations
are (jointly) continuous.

Definition A.12 Recall that a neighborhood of a point p in a topological space is
a subset that has a nonempty interior containing p. The set of all neighborhoods
that contain a point x in a topological vector space V is denoted N (x).

The families N (x) for various x satisfy the following neighborhood axioms

1. Every set that contains a set from N (x) is also a set from N (x)

2. If Ni is a family of sets from N (x) then
⋂

i Ni ∈ N (x)

3. Every N ∈ N (x) contains x
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4. If V ∈ N (x) then there exists W ∈ N (x) such that for all y ∈ W ,
V ∈ N (y).

Conversely, let X be some set. If for each x ∈ X there is a family N (x) of
subsets of X that satisfy the above neighborhood axioms then there is a uniquely
determined topology on X for which the families N (x) are the neighborhoods
of the points x. For this a subset U ⊂ X is open if and only if for each x ∈ U
we have U ∈ N (x).

Definition A.13 A sequence xn in a TVS is call a Cauchy sequence if and only
if for every neighborhood U of 0 there is a number NU such that xl − xk ∈ U
for all k, l ≥ NU .

Definition A.14 A relatively nice situation is when V has a norm that induces
the topology. Recall that a norm is a function ‖‖ : v 7→ ‖v‖ ∈ R defined on V
such that for all v, w ∈ V we have

1. ‖v‖ ≥ 0 and ‖v‖ = 0 if and only if v = 0,

2. ‖v + w‖ ≤ ‖v‖+ ‖w‖,
3. ‖αv‖ = |α| ‖v‖ for all α ∈ R.

In this case we have a metric on V given by dist(v, w) := ‖v − w‖. A
seminorm is a function ‖‖ : v 7→ ‖v‖ ∈ R such that 2) and 3) hold but
instead of 1) we require only that ‖v‖ ≥ 0.

Definition A.15 A normed space V is a TVS that has a metric topology
given by a norm. That is the topology is generated by the family of all open balls

BV(x, r) := {x ∈ V : ‖x‖ < r}.

Definition A.16 A linear map ` : V → W between normed spaces is called
bounded if and only if there is a constant C such that for all v∈ V we have
‖`v‖W ≤ C ‖v‖V . If ` is bounded then the smallest such constant C is

‖`‖ := sup
‖`v‖W

‖v‖V

= sup{‖`v‖W : ‖v‖V ≤ 1}

The set of all bounded linear maps V → W is denoted B(V,W). The vector
space B(V,W) is itself a normed space with the norm given as above.

Definition A.17 A locally convex topological vector space V is a TVS
such that it’s topology is generated by a family of seminorms {‖.‖α}α. This
means that we give V the weakest topology such that all ‖.‖α are continuous.
Since we have taken a TVS to be Hausdorff we require that the family of semi-
norms is sufficient in the sense that for each x∈ V we have

⋂{x : ‖x‖α = 0} =
∅. A locally convex topological vector space is sometimes called a locally convex
space and so we abbreviate the latter to LCS.
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Example A.2 Let Ω be an open set in Rn or any manifold. For each x ∈ Ω
define a seminorm ρx on C(Ω) by ρx(f) = f(x). This family of seminorms
makes C(Ω) a topological vector space. In this topology convergence is pointwise
convergence. Also, C(Ω) is not complete with this TVS structure.

Definition A.18 An LCS that is complete (every Cauchy sequence converges)
is called a Frechet space.

Definition A.19 A complete normed space is called a Banach space.

Example A.3 Suppose that X,µ is a σ-finite measure space and let p ≥ 1.
The set Lp(X, µ) of all with respect to measurable functions f : X → C such
that

∫ |f |p dµ ≤ ∞ is a Banach space with the norm ‖f‖ :=
(∫ |f |p dµ

)1/p
.

Technically functions equal almost everywhere dµ must be identified.

Example A.4 The space Cb(Ω) of bounded continuous functions on Ω is a
Banach space with norm given by ‖f‖∞ := supx∈Ω |f(x)|.
Example A.5 Once again let Ω be an open subset of Rn. For each compact
K ⊂⊂ Ω we have a seminorm on C(Ω) defined by f 7→ ‖f‖K := supx∈K |f(x)|.
The corresponding convergence is the uniform convergence on compact subsets
of Ω. It is often useful to notice that the same topology can be obtained by using
‖f‖Ki

obtained from a countable sequence of nested compact sets K1 ⊂ K2 ⊂ ...
such that ⋃

Kn = Ω.

Such a sequence is called an exhaustion of Ω.

If we have topological vector space V and a closed subspace S, then we can
form the quotient V/S. The quotient can be turned in to a normed space by
introducing as norm

‖[x]‖V/S := inf
v∈[x]

‖v‖ .

If S is not closed then this only defines a seminorm.

Theorem A.1 If V is Banach space and a closed subspace S a closed (linear)
subspace then V/S is a Banach space with the above defined norm.

Proof. Let xn be a sequence in V such that [xn] is a Cauchy sequence in
V/S. Choose a subsequence such that ‖[xn]− [xn+1]‖ ≤ 1/2n for n = 1, 2, .....
Setting s1 equal to zero we find s2 ∈ S such that ‖x1 − (x2 + s2)‖ and continuing
inductively define a sequence si such that such that {xn + sn} is a Cauchy
sequence in V. Thus there is an element y ∈ V with xn + sn → y. But since
the quotient map is norm decreasing the sequence [xn + sn] = [xn] must also
converge;

[xn] → [y].

Remark A.1 It is also true that if S is closed and V/S is a Banach space then
so is V.



A.2. TOPOLOGICAL VECTOR SPACES 549

A.2.1 Hilbert Spaces

Definition A.20 A Hilbert space H is a complex vector space with a Hermi-
tian inner product 〈., .〉. A Hermitian inner product is a bilinear form with the
following properties:

1) 〈v, w〉 = 〈v, w〉
2) 〈v, αw1 + βw2〉 = α〈v, w1〉+ β〈v, w2〉
3) 〈v, v〉 ≥ 0 and 〈v, v〉 = 0 only if v = 0.

One of the most fundamental properties of a Hilbert space is the projection
property.

Theorem A.2 If K is a convex, closed subset of a Hilbert space H, then for
any given x ∈ H there is a unique element pK(x) ∈ H which minimizes the
distance ‖x− y‖over y ∈ K. That is

‖x− pK(x)‖ = inf
y∈K

‖x− y‖ .

If K is a closed linear subspace then the map x 7→ pK(x) is a bounded linear
operator with the projection property p2

K = pK .

Definition A.21 For any subset S ∈ H we have the orthogonal compliment
S⊥ defined by

S⊥ = {x ∈ H : 〈x, s〉 = 0 for all s ∈ S}.

S⊥ is easily seen to be a linear subspace of H. Since `s : x 7→ 〈x, s〉 is
continuous for all s and since

S⊥ = ∩s`
−1
s (0)

we see that S⊥ is closed. Now notice that since by definition

‖x− Psx‖2 ≤ ‖x− Psx− λs‖2

for any s ∈ S and any real λ we have ‖x− Psx‖2 ≤ ‖x− Psx‖2−2λ〈x−Psx, s〉+
λ2 ‖s‖2. Thus we see that p(λ) := ‖x− Psx‖2 − 2λ〈x − Psx, s〉 + λ2 ‖s‖2 is a
polynomial in λ with a minimum at λ = 0. This forces 〈x − Psx, s〉 = 0 and
so we see that x − Psx. From this we see that any x ∈ H can be written
as x = x − Psx + Psx = s + s⊥. On the other hand it is easy to show that
S⊥ ∩ S = 0. Thus we have H = S ⊕ S⊥ for any closed linear subspace S ⊂ H.
In particular the decomposition of any x as s + s⊥ ∈ S ⊕ S⊥ is unique.
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Appendix B

The Language of Category
Theory

Category theory provides a powerful means of organizing our thinking in math-
ematics. Some readers may be put off by the abstract nature of category theory.
To such readers I can only say that it is not really difficult to catch on to the
spirit of category theory and the payoff in terms of organizing mathematical
thinking is considerable. I encourage these readers to give it a chance. In any
case, it is not strictly necessary for the reader to be completely at home with
category theory before going further into the book. In particular, physics and
engineering students may not be used to this kind of abstraction and should
simply try to gradually get used to the language of categories. Feel free to defer
reading this appendix on Category theory until it seems necessary

Roughly speaking, category theory is an attempt at clarifying structural
similarities that tie together different parts of mathematics. A category has
“objects” and “morphisms”. The prototypical category is just the category
Set which has for its objects ordinary sets and for its morphisms maps between
sets. The most important category for differential geometry is what is sometimes
called the “smooth category” consisting of smooth manifolds and smooth maps.
(The definition of these terms given in the text proper but roughly speaking
smooth means differentiable.)

Now on to the formal definition of a category.

Definition B.1 A category C is a collection of objects Ob(C) = {X,Y, Z, ...}
and for every pair of objects X, Y a set HomC(X, Y ) called the set of mor-
phisms from X to Y. The family of all such morphisms will be denoted Mor(C).
In addition, a category is required to have a composition law which is defined
as a map ◦ : HomC(X,Y ) × HomC(Y, Z) → HomC(X, Z) such that for every
three objects X,Y, Z ∈ Obj(C) the following axioms hold:

Axiom B.1 (Cat1) HomC(X, Y ) and HomC(Z, W ) are disjoint unless X = Z
and Y = W in which case HomC(X, Y ) = HomC(Z, W ).

551
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Axiom B.2 (Cat2) The composition law is associative: f ◦(g◦h) = (f ◦g)◦h.

Axiom B.3 (Cat3) Each set of morphisms of the form HomC(X, X) must
contain a necessarily element idX , the identity element, such that f ◦ idX = f
for any f ∈ HomC(X, Y ) (and any Y ), and idX ◦f = f for any f ∈ HomC(Y,X).

Notation B.1 A morphism is sometimes written using an arrow. For example,
if f ∈ HomC(X,Y ) we would indicate this by writing f : X → Y or by X

f→ Y .

The notion of category is typified by the case where the objects are sets
and the morphisms are maps between the sets. In fact, subject to putting extra
structure on the sets and the maps, this will be almost the only type of category
we shall need to talk about. On the other hand there are plenty of interesting
categories of this type. Examples include the following.

1. Grp: The objects are groups and the morphisms are group homomor-
phisms.

2. Rng : The objects are rings and the morphisms are ring homomorphisms.

3. LinF : The objects are vector spaces over the field F and the morphisms
are linear maps. This category is referred to as the linear category or the
vector space category

4. Top: The objects are topological spaces and the morphisms are continuous
maps.

5. Manr: The category of Cr−differentiable manifolds and Cr−maps: One
of the main categories discussed in this book. This is also called the
smooth or differentiable category especially when r = ∞.

Notation B.2 If for some morphisms fi : Xi → Yi , (i = 1, 2), gX : X1 → X2

and gY : Y1 → Y2 we have gY ◦ f1 = f2 ◦ gX then we express this by saying that
the following diagram “commutes”:

f1

X1 → Y1

gX ↓ ↓ gY

X2 → Y2

f2

Similarly, if h ◦ f = g we say that the diagram

f
X → Y

↘ ↓ h
g Z
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commutes. More generally, tracing out a path of arrows in a diagram corre-
sponds to composition of morphisms and to say that such a diagram commutes
is to say that the compositions arising from two paths of arrows that begin and
end at the same object are equal.

Definition B.2 Suppose that f : X → Y is a morphism from some category C.
If f has the property that for any two (parallel) morphisms g1, g2 : Z → X we
always have that f ◦g1 = f ◦g2 implies g1 = g2, i.e. if f is “left cancellable”, then
we call f a monomorphism. Similarly, if f : X → Y is “right cancellable”
we call f an epimorphism. A morphism that is both a monomorphism and an
epimorphism is called an isomorphism. If the category needs to be specified
then we talk about a C-monomorphism, C-epimorphism and so on).

In some cases we will use other terminology. For example, an isomorphism
in the smooth category is called a diffeomorphism. In the linear category,
we speak of linear maps and linear isomorphisms. Morphisms which comprise
HomC(X, X) are also called endomorphisms and so we also write EndC(X) :=
HomC(X, X). The set of all isomorphisms in HomC(X,X) is sometimes denoted
by AutC(X) and these morphisms are called automorphisms.

We single out the following: In many categories like the above we can form a
sort of derived category that uses the notion of pointed space and pointed map.
For example, we have the “pointed topological category” . A pointed topological
space is an topological space X together with a distinguished point p. Thus a
typical object in the pointed topological category would be written (X, p). A
morphism f : (X, p) → (W, q) is a continuous map such that f(p) = q.

B.0.2 Functors

A functor F is a pair of maps both denoted by the same letter F that map
objects and morphisms from one category to those of another

F : Ob(C1) → Ob(C2)
F : Mor(C1) → Mor(C2)

such that composition and identity morphisms are respected: This means that
for a morphism f : X → Y , the morphism

F(f) : F(X) → F(Y )

is a morphism in the second category and we must have

1. F(idC1) = idC2

2. If f : X → Y and g : Y → Z then F(f) : F(X) → F(Y ), F(g) : F(Y ) →
F(Z) and

F(g ◦ f) = F(g) ◦ F(f).
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Example B.1 Let LinR be the category whose objects are real vector spaces
and whose morphisms are real linear maps. Similarly, let LinC be the category
of complex vector spaces with complex linear maps. To each real vector space
V we can associate the complex vector space C⊗R V called the complexification
of V and to each linear map of real vector spaces ` : V → W we associate the
complex extension `C : C⊗R V→ C⊗R W. Here, C⊗R V is easily thought of as
the vector space V where now complex scalars are allowed. Elements of C⊗R V
are generated by elements of the form c ⊗ v where c ∈ C, v ∈ V and we have
i(c⊗ v) = ic⊗ v where i =

√−1. The map `C : C⊗R V→ C⊗R W is defined by
the requirement `C(c⊗ v) = c⊗ `v. Now the assignments

` 7→ `C

V 7→ C⊗R V

define a functor from LinR to LinC.

Remark B.1 In practice, complexification amounts to simply allowing complex
scalars. For instance, we might just write cv instead of c⊗ v.

Actually, what we have defined here is a covariant functor. A contravari-
ant functor is defined similarly except that the order of composition is reversed
so that instead of Funct2 above we would have F(g ◦ f) = F(f) ◦ F(g). An
example of a contravariant functor is the dual vector space functor which is a
functor from the category of vector spaces LinR to itself which sends each space
V to its dual V∗ and each linear map to its dual (or transpose). Under this
functor a morphism

V L→ W

is sent to the morphism

V∗ L∗← W∗

Notice the arrow reversal.

Remark B.2 One of the most important functors for our purposes is the tan-
gent functor defined in section ??. Roughly speaking this functor replaces
differentiable maps and spaces by their linear parts.

Example B.2 Consider the category of real vector spaces and linear maps. To
every vector space V we can associate the dual of the dual V ∗∗. This is a
covariant functor which is the composition of the dual functor with itself:

V
A ↓
W

7→
W ∗

A∗ ↓
V ∗

7→
V ∗∗

A∗∗ ↓
W ∗∗



555

B.0.3 Natural transformations

Now suppose we have two functors

F1 : Ob(C1) → Ob(C2)
F1 : Mor(C1) → Mor(C2)

and

F2 : Ob(C1) → Ob(C2)
F2 : Mor(C1) → Mor(C2)

A natural transformation T from F1 to F2 is an assignment to each object
X of C1 a morphism T (X) : F1(X) → F2(X) such that for every morphism
f : X → Y of C1, the following diagram commutes:

T (X)
F1(X) → F2(X)

F1(f) ↓ ↓ F2(f)
F1(Y ) → F2(Y )

T (Y )

A common first example is the natural transformation ι between the identity
functor I : LinR → LinR and the double dual functor ∗∗ : LinR → LinR:

ι(V)
V → V∗∗

f ↓ ↓ f∗∗

W → W∗∗

ι(W)

.

The map V → V∗∗ sends a vector to a linear function ṽ : V∗ → R defined
by ṽ(α) := α(v) (the hunter becomes the hunted so to speak). If there is an
inverse natural transformation T −1 in the obvious sense, then we say that T is a
natural isomorphism and for any object X ∈ C1 we say that F1(X) is naturally
isomorphic to F2(X). The natural transformation just defined is easily checked
to have an inverse so is a natural isomorphism. The point here is not just that V
is isomorphic to V∗∗ in the category LinR but that the isomorphism exhibited is
natural. It works for all the spaces V in a uniform way that involves no special
choices. This is to be contrasted with the fact that V is isomorphic to V∗ where
the construction of such an isomorphism involves an arbitrary choice of a basis.
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Appendix C

Calculus

I never could make out what those damn dots meant.

Lord Randolph Churchill

C.1 Derivative

Modern differential geometry is based on the theory of differentiable manifolds-
a natural extension of multivariable calculus. Multivariable calculus is said to
be done on (or in) an n-dimensional coordinate space Rn (also called variously
“Euclidean space” or sometimes “Cartesian space”. We hope that the great
majority of readers will be comfortable with standard multivariable calculus. A
reader who felt the need for a review could do no better than to study the classic
book “Calculus on Manifolds” by Michael Spivak. This book does multivariable
calculus1 in a way suitable for modern differential geometry. It also has the
virtue of being short. On the other hand, calculus easily generalizes from Rn to
Banach spaces (a nice class of infinite dimensional vector spaces). We will recall
a few definitions and facts from functional analysis and then review highlights
from differential calculus while simultaneously generalizing to Banach spaces.

A topological vector space over R is a vector space V with a topology
such that vector addition and scalar multiplication are continuous. This means
that the map from V × V to V given by (v1, v2) 7→ v1 + v2 and the map from
R×V to V given by (a, v) 7→ av are continuous maps. Here we have given V×V
and R× V the product topologies.

Definition C.1 A map between topological vector spaces which is both a contin-
uous linear map and which has a continuous linear inverse is called a toplinear
isomorphism.

A toplinear isomorphism is then just a linear isomorphism which is also a
homeomorphism.

1Despite the title, most of Spivak’s book is about calculus rather than manifolds.

557
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We will be interested in topological vector spaces which get their topology
from a norm function:

Definition C.2 A norm on a real vector spaceV is a map ‖.‖ : V → R such
that the following hold true:
i) ‖v‖ ≥ 0 for all v ∈ V and ‖v‖ = 0 only if v = 0.
ii) ‖av‖ = |a| ‖v‖ for all a ∈ R and all v ∈ V.
iii) If v1, v2 ∈ V, then ‖v1 + v2‖ ≤ ‖v1‖ + ‖v2‖ (triangle inequality). A vector
space together with a norm is called a normed vector space.

Definition C.3 Let E and F be normed spaces. A linear map A : E −→ F is
said to be bounded if

‖A(v)‖ ≤ C ‖v‖
for all v ∈ E. For convenience, we have used the same notation for the norms
in both spaces. If ‖A(v)‖ = ‖v‖ for all v ∈ E we call A an isometry. If A is a
toplinear isomorphism which is also an isometry we say that A is an isometric
isomorphism.

It is a standard fact that a linear map between normed spaces is bounded if
and only if it is continuous.

The standard norm for Rn is given by
∥∥(x1, ..., xn)

∥∥ =
√∑n

i=1(xi)2 . Imi-
tating what we do in Rn we can define a distance function for a normed vector
space by letting dist(v1, v2) := ‖v2 − v1‖. The distance function gives a topol-
ogy in the usual way. The convergence of a sequence is defined with respect to
the distance function. A sequence {vi} is said to be a Cauchy sequence if
given any ε > 0 there is an N such that dist(vn, vm) = ‖vn − vm‖ < ε whenever
n,m > N . In Rn every Cauchy sequence is a convergent sequence. This is a
good property with many consequences.

Definition C.4 A normed vector space with the property that every Cauchy se-
quence converges is called a complete normed vector space or a Banach space.

Note that if we restrict the norm on a Banach space to a closed subspace
then that subspace itself becomes a Banach space. This is not true unless the
subspace is closed.

Consider two Banach spaces V and W. A continuous map A : V → W which
is also a linear isomorphism can be shown to have a continuous linear inverse.
In other words, A is a toplinear isomorphism [A,B,R].

Even though some aspects of calculus can be generalized without problems
for fairly general spaces, the most general case that we shall consider is the case
of a Banach space.

What we have defined are real normed vector spaces and real Banach spaced
but there is also the easily defined notion of complex normed spaces and com-
plex Banach spaces. In functional analysis the complex case is central but for
calculus it is the real Banach spaces that are central. Of course, every complex
Banach space is also a real Banach space in an obvious way. For simplicity and



C.1. DERIVATIVE 559

definiteness all normed spaces and Banach spaces in this chapter will be real
Banach spaces as defined above. Given two normed spaces V and W with norms
‖.‖1 and ‖.‖2 we can form a normed space from the Cartesian product V ×W
by using the norm ‖(v, w)‖ := max{‖v‖1 , ‖w‖2}. The vector space structure on
V ×W is that of the (outer) direct sum.

Two norms on V, say ‖.‖′and ‖.‖′′ are equivalent if there exist positive con-
stants c and C such that

c ‖x‖′ ≤ ‖x‖′′ ≤ C ‖x‖′

for all x ∈ V. There are many norms for V ×W equivalent to that given above
including

‖(v, w)‖′ :=
√
‖v‖21 + ‖w‖22

and also

‖(v, w)‖′′ := ‖v‖1 + ‖w‖2 .

If V and W are Banach spaces then so is V × W with either of the above
norms. The topology induced on V × W by any of these equivalent norms is
exactly the product topology.

Let W1 and W2 be subspaces of a Banach space V. We write W1 + W2 to
indicate the subspace

{v ∈ V : v = w1 + w2 for w1 ∈ W1 and w2 ∈ W2}
If V = W1 +W2 then any v ∈ V can be written as v = w1 +w2 for w1 ∈ W1 and
w2 ∈ W2. If furthermore W1 ∩W2 = ∅ then then this decomposition is unique
and we say that W1 and W2 are complementary. Now unless a subspace is closed
it will itself not be a Banach space and so if we are given a closed subspace W1

of V then it is ideal if there can be found a subspace W2 which is complementary
to W1 and which is also closed. In this case we write V = W1 ⊕W2. One can
use the closed graph theorem to prove following.

Theorem C.1 If W1 and W2 are complementary closed subspaces of a Banach
space V then there is a toplinear isomorphism W1 ×W2

∼= V given by

(w1, w2) ←→ w1 + w2.

When it is convenient, we can identify W1 ⊕W2 with W1 ×W2 .
Let E be a Banach space and W ⊂ E a closed subspace. If there is a

closed complementary subspace W′ say that W is a split subspace of E. The
reason why it is important for a subspace to be split is because then we can
use the isomorphism W ×W′ ∼= W ⊕W′. This will be an important technical
consideration in the sequel.

Definition C.5 (Notation) We will denote the set of all continuous (bounded)
linear maps from a normed space E to a normed space F by L(E, F). The set of
all continuous linear isomorphisms from E onto F will be denoted by Gl(E, F).
In case, E = F the corresponding spaces will be denoted by gl(E) and Gl(E).
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Gl(E) is a group under composition and is called the general linear group.

Definition C.6 Let Vi, i = 1, ..., k and W be normed spaces. A map µ : V1

× · · · × Vk → W is called multilinear (k-multilinear) if for each i, 1 ≤ i ≤ k

and each fixed (w1, ..., ŵi, ..., wk) ∈ V1×· · ·× V̂1×· · ·×Vk we have that the map

v 7→ µ(w1, ..., v
i−th slot

, ..., wk),

obtained by fixing all but the i-th variable, is a linear map. In other words, we
require that µ be R- linear in each slot separately. A multilinear map µ : V1

× · · · ×Vk → W is said to be bounded if and only if there is a constant C such
that

‖µ(v1, v2, ..., vk)‖W ≤ C ‖v1‖E1
‖v2‖E2

· · · ‖vk‖Ek

for all (v1, ..., vk) ∈ E1 × · · · × Ek.

Now V1 × · · · × Vk is a normed space in several equivalent ways just in the
same way that we defined before for the case k = 2. The topology is the product
topology.

Proposition C.1 A multilinear map µ : V1 × · · · × Vk → W is bounded if and
only if it is continuous.

Proof. (⇐) We shall simplify by letting k = 2. Let (a1, a2) and (v1, v2) be
elements of E1 × E2 and write

µ(v1, v2)− µ(a1, a2)
= µ(v1 − a1, v2) + µ(a1, v2 − a2).

We then have

‖µ(v1, v2)− µ(a1, a2)‖
≤ C ‖v1 − a1‖ ‖v2‖+ C ‖a1‖ ‖v2 − a2‖

and so if ‖(v1, v2)− (a1, a2)‖ → 0 then ‖vi − ai‖ → 0 and we see that

‖µ(v1, v2)− µ(a1, a2)‖ → 0.

(Recall that ‖(v1, v2)‖ := max{‖v1‖ , ‖v2‖}).
(⇒) Start out by assuming that µ is continuous at (0, 0). Then for r > 0

sufficiently small, (v1, v2) ∈ B((0, 0), r) implies that ‖µ(v1, v2)‖ ≤ 1 so if for
i = 1, 2 we let

zi :=
rvi

‖v1‖i + ε
for some ε > 0

then (z1, z2) ∈ B((0, 0), r) and ‖µ(z1, z2)‖ ≤ 1. The case (v1, v2) = (0, 0) is
trivial so assume (v1, v2) 6= (0, 0). Then we have

µ(z1, z2) = µ(
rv1

‖v1‖+ ε
,

rv2

‖v2‖+ ε
)

=
r2

(‖v1‖+ ε)(‖v2‖+ ε)
µ(v1, v2) ≤ 1

and so µ(v1, v2) ≤ r−2(‖v1‖+ ε)(‖v2‖+ ε). Now let ε → 0 to get the result.
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Notation C.1 The set of all bounded multilinear maps E1× · · · ×Ek → W will
be denoted by L(E1, ..., Ek;W). If E1 = · · · = Ek = E then we write Lk(E; W)
instead of L(E, ..., E; W)

Notation C.2 For linear maps T : V → W we sometimes write T · v in-
stead of T (v) depending on the notational needs of the moment. In fact, a
particularly useful notational device is the following: Suppose we have map
A : X → L(V;W). Then A(x)( v) makes sense but we may find ourselves in a
situation where A|x v is even more clear. This latter notation suggests a family
of linear maps {A|x} parameterized by x ∈ X.

Definition C.7 A multilinear map µ : V × · · · × V → W is called symmetric
if for any v1, v2, ..., vk ∈ V we have that

µ(vσ(1), vσ(2), ..., vσ(k)) = µ(v1, v2, ..., vk)

for all permutations σ on the letters {1, 2, ...., k}. Similarly, µ is called skew-
symmetric or alternating if

µ(vσ(1), vσ(2), ..., vσ(k)) = sgn(σ)µ(v1, v2, ..., vk)

for all permutations σ. The set of all bounded symmetric (resp. skew-symmetric)
multilinear maps V × · · · × V → W is denoted Lk

sym(V; W) (resp. Lk
skew(V; W)

or Lk
alt(V; W)).

Now if W is complete, that is, if W is a Banach space then the space L(V, W)
is a Banach space in its own right with norm given by

‖A‖ = sup
v∈V,v 6=0

‖A(v)‖W

‖v‖V

= sup{‖A(v)‖W : ‖v‖V = 1}.

Similarly, the spaces L(E1, ..., Ek; W) are also Banach spaces normed by

‖µ‖ := sup{‖µ(v1, v2, ..., vk)‖W : ‖vi‖Ei
= 1 for i = 1, .., k}

There is a natural linear bijection L(V, L(V, W)) ∼= L2(V, W) given by T 7→ ι
T where

(ιT )(v1)(v2) = T (v1, v2)

and we identify the two spaces and write T instead of ι T . We also have
L(V, L(V, L(V, W)) ∼= L3(V;W) and in general L(V, L(V, L(V, ..., L(V,W))..) ∼=
Lk(V; W) etc. It is also not hard to show that the isomorphism above is contin-
uous and norm preserving, that is, ι is an isometric isomorphism.

We now come the central definition of differential calculus.

Definition C.8 A map f : V ⊃ U → W between normed spaces and defined on
an open set U ⊂ V is said to be differentiable at p ∈ U if and only if there is
a bounded linear map Ap ∈ L(V, W) such that

lim
‖h‖→0

‖f(p + h)− f(p)−Ap · h‖
‖h‖ = 0
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Proposition C.2 If Ap exists for a given function f then it is unique.

Proof. Suppose that Ap and Bp both satisfy the requirements of the defi-
nition. That is the limit in question equals zero. For p + h ∈ U we have

Ap · h−Bp · h = (f(p + h)− f(p)−Ap · h)
− (f(p + h)− f(p)−Bp · h) .

Dividing by ‖h‖ and taking the limit as ‖h‖ → 0 we get

‖Aph−Bph‖ / ‖h‖ → 0

Now let h 6= 0 be arbitrary and choose ε > 0 small enough that p + εh ∈ U .
Then we have

‖Ap(εh)−Bp(εh)‖ / ‖εh‖ → 0.

But by linearity ‖Ap(εh)−Bp(εh)‖ / ‖εh‖ = ‖Aph−Bph‖ / ‖h‖ which doesn’t
even depend on ε so in fact ‖Aph−Bph‖ = 0.

If a function f is differentiable at p the linear map Ap which exists by
definition and is unique by the above result will be denoted by Df(p). The linear
map Df(p) is called the derivative of f at p. We will also use the notation
Df |p or sometimes f ′(p). We often write Df |p · h instead of Df(p)(h).

It is not hard to show that the derivative of a constant map is constant and
the derivative of a (bounded) linear map is the very same linear map.

If we are interested in differentiating “in one direction” then we may use
the natural notion of directional derivative. A map f : V ⊃ U → W has a
directional derivative Dhf at p in the direction h if the following limit exists:

(Dhf)(p) := lim
ε→0

f(p + εh)− f(p)
ε

In other words, Dhf(p) = d
dt

∣∣
t=0

f(p+th). But a function may have a directional
derivative in every direction (at some fixed p), that is, for every h ∈ V and yet
still not be differentiable at p in the sense of definition ??.

Notation C.3 The directional derivative is written as (Dhf)(p) and, in case
f is actually differentiable at p, this is equal to Df |p h = Df(p) ·h (the proof is
easy). Note carefully that Dxf should not be confused with Df |x.

Let us now restrict our attention to complete normed spaces. From now on
V, W, E etc. will refer to Banach spaces.

If it happens that a map f : U ⊂ V → W is differentiable for all p throughout
some open set U then we say that f is differentiable on U . We then have a map
Df : U ⊂ V → L(V,W) given by p 7→ Df(p). This map is called the derivative
of f . If this map itself is differentiable at some p ∈ V then its derivative at p
is denoted DDf(p) = D2f(p) or D2f

∣∣
p

and is an element of L(V, L(V, W)) ∼=
L2(V; W) which is called the second derivative at p. If in turn D2f

∣∣
p

exist
for all p throughout U then we have a map D2f : U → L2(V;W) called the
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second derivative. Similarly, we may inductively define Dkf
∣∣
p
∈ Lk(V; W) and

Dkf : U → Lk(V;W) whenever f is sufficiently nice that the process can be
iterated appropriately (also see ?? below).

Definition C.9 We say that a map f : U ⊂ V → W is Cr−differentiable on
U if Drf |p ∈ Lr(V,W) exists for all p ∈ U and if Drf is continuous as map
U → Lr(V, W). If f is Cr−differentiable on U for all r > 0 then we say that f
is C∞ or smooth (on U).

To complete the notation we let C0 indicate mere continuity.
The reader should not find it hard to see that a bounded multilinear map is

C∞.

Definition C.10 A bijection f between open sets Uα ⊂ V and Uβ ⊂ W is called
a Cr−diffeomorphism if and only if f and f−1 are both Cr−differentiable (on
Uα and Uβ respectively). If r = ∞ then we simply call f a diffeomorphism.

Definition C.11 Let U be open in V. A map f : U → W is called a local
Crdiffeomorphism if and only if for every p ∈ U there is an open set Up ⊂ U
with p ∈ Up such that f |Up

: Up → f(Up) is a Cr−diffeomorphism.

We will sometimes think of the derivative of a curve 2 c : I ⊂ R → E at
t0 ∈ I, as a velocity vector and so we are identifying Dc|t0 ∈ L(R, E) with
Dc|t0 · 1 ∈ E. Here the number 1 is playing the role of the unit vector in R.
Especially in this context we write the velocity vector using the notation ċ(t0).

It will be useful to define an integral for maps from an interval [a, b] into a
Banach space V. First we define the integral for step functions. A function f on
an interval [a, b] is a step function if there is a partition a = t0 < t1 < · · · <
tk = b such that f is constant, with value say fi, on each subinterval [ti, ti+1).
The set of step functions so defined is a vector space. We define the integral of
a step function f over [a, b] by

∫

[a,b]

f :=
k−1∑

i=0

f(ti)∆ti

where ∆ti := ti+1 − ti. One checks that the definition is independent of the
partition chosen. Now the set of all step functions from [a, b] into V is a linear
subspace of the Banach space B(a, b, V) of all bounded functions of [a, b] into
V and the integral is a linear map on this space. The norm on B(a, b, V) is
given by ‖f‖ = supa≤t≤b ‖f(t)‖. If we denote the closure of the space of step
functions in this Banach space by S̄(a, b, V) then we can extend the definition
of the integral to S̄(a, b, V) by continuity since on step functions f we have

∣∣∣∣∣
∫

[a,b]

f

∣∣∣∣∣ ≤ (b− a) ‖f‖∞ .

2We will often use the letter I to denote a generic (usually open) interval in the real line.
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In the limit, this bound persists and so is valid for all f ∈ S̄(a, b, V). This
integral is called the Cauchy-Bochner integral and is a bounded linear map
S̄(a, b, V) → V. It is important to notice that S̄(a, b, V) contains the continuous
functions C([a, b],V) because such may be uniformly approximated by elements
of S(a, b, V) and so we can integrate these functions using the Cauchy-Bochner
integral.

Lemma C.1 If ` : V → W is a bounded linear map of Banach spaces then for
any f ∈ S̄(a, b, V) we have

∫

[a,b]

` ◦ f = `

(∫

[a,b]

f

)

Proof. This is obvious for step functions. The general result follows by
taking a limit for a sequence of step functions converging to f in S̄(a, b, V).

The following is a version of the mean value theorem:

Theorem C.2 Let V and W be Banach spaces. Let c : [a, b] → V be a C1−map
with image contained in an open set U ⊂ V. Also, let f : U → W be a C1 map.
Then

f(c(b))− f(c(a)) =
∫ 1

0

Df(c(t)) · c′(t)dt.

If c(t) = (1− t)x + ty then

f(y)− f(x) =
∫ 1

0

Df(c(t))dt · (y − x).

Notice that in the previous theorem we have
∫ 1

0
Df(c(t))dt ∈ L(V, W).

A subset U of a Banach space (or any vector space) is said to be convex if
it has the property that whenever x and y are contained in U then so are all
points of the line segment lxy := {(1− t)x + ty : 0 ≤ t ≤ 1}.
Corollary C.1 Let U be a convex open set in a Banach space V and f : U → W
a C1 map into another Banach space W. Then for any x, y ∈ U we have

‖f(y)− f(x)‖ ≤ Cx,y ‖y − x‖
where Cx,y is the supremum over all values taken by f on point of the line
segment lxy (see above).

Let f : U ⊂ E → F be a map and suppose that we have a splitting E = E1×E2.
Let (x, y) denote a generic element of E1×E2. Now for every (a, b) ∈ U ⊂ E1×E2

the partial maps fa, : y 7→ f(a, y) and f,b : x 7→ f(x, b) are defined in some
neighborhood of b (resp. a). Notice the logical placement of commas in this
notation. We define the partial derivatives, when they exist, by D2f(a, b) :=
Dfa,(b) and D1f(a, b) := Df,b(a). These are, of course, linear maps.

D1f(a, b) : E1 → F

D2f(a, b) : E2 → F
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Remark C.1 It is useful to notice that if we consider that maps ιa, : x 7→ (a, x)
and ι,b : x 7→ (x, a) then D2f(a, b) = D(f ◦ ιa,)(b) and D1f(a, b) = D(f ◦ ι,b)(a).

The partial derivative can exist even in cases where f might not be differen-
tiable in the sense we have defined. This is a slight generalization of the point
made earlier: f might be differentiable only in certain directions with out being
fully differentiable in the sense of ??. On the other hand, we have

Proposition C.3 If f has continuous partial derivatives Dif(x, y) : Ei → F
near (x, y) ∈ E1 × E2 then Df(x, y) exists and is continuous. In this case, we
have for v = (v1, v2),

Df(x, y) · (v1, v2)
= D1f(x, y) · v1 + D2f(x, y) · v2.

Remark C.2 The reader will surely not be confused if we also use notation
such as ∂1f , ∂xf or the traditional ∂

∂x instead of D1f .

Let U be an open subset of Rn and let f : U → Rm be a map that is
differentiable at a = (a1, ..., an) ∈ Rn. The map f is given by m functions
f i : U → R , 1 ≤ i ≤ m. The above proposition have an obvious generalization
to the case where we decompose the Banach space into more than two factors
as in Rm = R× · · · × R and we find that if all partials ∂fi

∂xj are continuous in U
then f is C1.

With respect to the standard bases of Rn and Rm respectively, the derivative
is given by an n×m matrix called the Jacobian matrix:

Ja(f) :=




∂f1

∂x1 (a) ∂f1

∂x2 (a) · · · ∂f1

∂xn (a)
∂f2

∂x1 (a) ∂f2

∂xn (a)
...

. . .
∂fm

∂x1 (a) ∂fm

∂xn (a)




.

The rank of this matrix is called the rank of f at a. If n = m then the Jaco-
bian is a square matrix and det(Ja(f)) is called the Jacobian determinant at
a. If f is differentiable near a then it follows from the inverse mapping theorem
proved below that if det(Ja(f)) 6= 0 then there is some open set containing a
on which f has a differentiable inverse. The Jacobian of this inverse at f(x) is
the inverse of the Jacobian of f at x.

C.1.1 Chain Rule, Product rule and Taylor’s Theorem

Theorem C.3 (Chain Rule) Let U1 and U2 be open subsets of Banach spaces
E1 and E2 respectively. Suppose we have continuous maps composing as

U1
f→ U2

g→ E3
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where E3 is a third Banach space. If f is differentiable at p and g is differentiable
at f(p) then the composition is differentiable at p and D(g ◦ f) = Dg(f(p)) ◦
Dg(p). In other words, if v ∈ E1 then

D(g ◦ f)|p · v = Dg|f(p) · (Df |p · v).

Furthermore, if f ∈ Cr(U1) and g ∈ Cr(U2) then g ◦ f ∈ Cr(U1).

Proof. Let us use the notation O1(v), O2(v) etc. to mean functions such
that Oi(v) → 0 as ‖v‖ → 0. Let y = f(p). Since f is differentiable at p we have
f(p + h) = y + Df |p · h + ‖h‖O1(h) := y + ∆y and since g is differentiable at y
we have g(y + ∆y) = Dg|y · (∆y) + ‖∆y‖O2(∆y). Now ∆y → 0 as h → 0 and
in turn O2(∆y) → 0 hence

g ◦ f(p + h) = g(y + ∆y)
= Dg|y · (∆y) + ‖∆y‖O2(∆y)

= Dg|y · (Df |p · h + ‖h‖O1(h)) + ‖h‖O3(h)

= Dg|y · Df |p · h + ‖h‖ Dg|y ·O1(h) + ‖h‖O3(h)

= Dg|y · Df |p · h + ‖h‖O4(h)

which implies that g ◦ f is differentiable at p with the derivative given by the
promised formula.

Now we wish to show that f, g ∈ Cr r ≥ 1 implies that g ◦ f ∈ Cr also. The
bilinear map defined by composition comp : L(E1, E2) × L(E2,E3) → L(E1, E3)
is bounded . Define a map

mf,g : p 7→ (Dg(f(p), Df(p))

which is defined on U1. Consider the composition comp ◦mf,g. Since f and g
are at least C1 this composite map is clearly continuous. Now we may proceed
inductively. Consider the r − th statement:

composition of Cr maps are Cr

Suppose f and g are Cr+1 then Df is Cr and Dg ◦ f is Cr by the inductive
hypothesis so that mf,g is Cr. A bounded bilinear functional is C∞. Thus comp
is C∞ and by examining comp ◦mf,g we see that the result follows.

The following lemma is useful for calculations and may be used without
explicit mention:

Lemma C.2 Let f : U ⊂ V → W be twice differentiable at x0 ∈ U ⊂ V; then
the map Dvf : x 7→ Df(x) · v is differentiable at x0 and its derivative at x0 is
given by

Proof. The map Dvf : x 7→ Df(x) · v is decomposed as the composition

x
Df7→ Df |x

Rv

7→ Df |x · v
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where Rv : L(V, W) 7→ W is the map (A, b) 7→ A · b. The chain rule gives

D(Dvf)(x0) · h = DRv(Df |x0
) · D(Df)|x0

· h)

= DRv(Df(x0)) · (D2f(x0) · h).

But Rv is linear and so DRv(y) = Rv for all y. Thus

D(Dvf)|x0
· h = Rv(D2f(x0) · h)

= (D2f(x0) · h) · v = D2f(x0)(h, v).

D(Dvf)|x0
· h = D2f(x0)(h, v).

Theorem C.4 If f : U ⊂ V → W is twice differentiable on U such that D2f is
continuous, i.e. if f ∈ C2(U) then D2f is symmetric:

D2f(p)(w, v) = D2f(p)(v, w).

More generally, if Dkf exists and is continuous then Dkf (p) ∈Lk
sym(V; W).

Proof. Let p ∈ U and define an affine map A : R2 → V by A(s, t) :=
p + sv + tw. By the chain rule we have

∂2(f ◦A)
∂s∂t

(0) = D2(f ◦A)(0) · (e1, e2) = D2f(p) · (v, w)

where e1, e2 is the standard basis of R2. Thus it suffices to prove that

∂2(f ◦A)
∂s∂t

(0) =
∂2(f ◦A)

∂t∂s
(0).

In fact, for any ` ∈ V∗ we have

∂2(` ◦ f ◦A)
∂s∂t

(0) = `

(
∂2(f ◦A)

∂s∂t

)
(0)

and so by the Hahn-Banach theorem it suffices to prove that ∂2(`◦f◦A)
∂s∂t (0) =

∂2(`◦f◦A)
∂t∂s (0) which is the standard 1-variable version of the theorem which we

assume known. The result for Dkf is proven by induction.

Theorem C.5 Let % ∈ L(F1, F2; W) be a bilinear map and let f1 : U ⊂ E → F1

and f2 : U ⊂ E → F2 be differentiable (resp. Cr, r ≥ 1) maps. Then the
composition %(f1, f2) is differentiable (resp. Cr, r ≥ 1) on U where %(f1, f2) :
x 7→ %(f1(x), f2(x)). Furthermore,

D%|x (f1, f2) · v = %(Df1|x · v, f2(x)) + %(f1(x), Df2|x · v).

In particular, if F is an Banach algebra with product ? and f1 : U ⊂ E → F and
f2 : U ⊂ E → F then f1 ? f2 is defined as a function and

D(f1 ? f2) · v = (Df1 · v) ? (f2) + (Df1 · v) ? (Df2 · v).
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Recall that for a fixed x, higher derivatives Dpf |x are symmetric multilinear
maps. For the following let (y)k denote (y, y, ..., y)

k-times

. With this notation we have

the following version of Taylor’s theorem.

Theorem C.6 (Taylor’s theorem) Given Banach spaces V and W,a Cr func-
tion f : U → W and a line segment t 7→ (1 − t)x + ty contained in U, we have
that t 7→ Dpf(x + ty) · (y)p is defined and continuous for 1 ≤ p ≤ k and

f(x + y) = f(x) +
1
1!

Df |x · y +
1
2!

D2f
∣∣
x
· (y)2 + · · ·+ 1

(k − 1)!
Dk−1f

∣∣
x
· (y)×(k−1)

+
∫ 1

0

(1− t)k−1

(k − 1)!
Dkf(x + ty) · (y)kdt

The proof is by induction and follows the usual proof closely. See [A,B,R].
The point is that we still have an integration by parts formula coming from the
product rule and we still have the fundamental theorem of calculus.

C.1.2 Local theory of differentiable maps

Inverse Mapping Theorem

The main reason for restricting our calculus to Banach spaces is that the inverse
mapping theorem holds for Banach spaces and there is no simple and general
inverse mapping theory on more general topological vector spaces. The so called
hard inverse mapping theorems such as that of Nash and Moser require special
estimates and are constructed to apply only in a very controlled situation.

Definition C.12 Let E and F be Banach spaces. A map will be called a Cr

diffeomorphism near p if there is some open set U ⊂ dom(f) containing p
such that f |U :U → f(U) is a Cr diffeomorphism onto an open set f(U). If f
is a Cr diffeomorphism near p for all p ∈ U = dom(f) then we say that f is a
local Cr diffeomorphism.

Definition C.13 Let X, d1 and Y, d2 be metric spaces. A map f : X → Y is
said to be Lipschitz continuous (with constant k) if there is a k > 0 such that
d(f(x1), f(x2)) ≤ kd(x1, x2) for all x1, x2 ∈ X. If 0 < k < 1 the map is called
a contraction mapping (with constant k) or is said to be k-contractive.

The following technical result has numerous applications and uses the idea
of iterating a map. Warning: For this theorem fn will denote the n−fold
composition f ◦ f ◦ · · · ◦ f rather than a product.

Proposition C.4 (Contraction Mapping Principle) Let F be a closed sub-
set of a complete metric space (M, d). Let f : F → F be a k-contractive map
such that

d(f(x), f(y)) ≤ kd(x, y)

for some fixed 0 ≤ k < 1. Then
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1) there is exactly one x0 ∈ F such that f(x0) = x0. Thus x0 is a fixed point
for f . Furthermore,

2) for any y ∈ F the sequence yn := fn(y) converges to the fixed point x0

with the error estimate d(yn, x0) ≤ kn

1−kd(y1, x0).

Proof. Let y ∈ F . By iteration

d(fn(y), fn−1(y)) ≤ kd(fn−1(y), fn−2(y)) ≤ · · · ≤ kn−1d(f(y), y)

as follows:

d(fn+j+1(y), fn(y)) ≤ d(fn+j+1(y), fn+j(y)) + · · ·+ d(fn+1(y), fn(y))

≤ (kj+1 + · · ·+ k)d(fn(y), fn−1(y))

≤ k

1− k
d(fn(y), fn−1(y))

kn

1− k
d(f1(y), y))

>From this, and the fact that 0 ≤ k < 1, one can conclude that the sequence
fn(y) = xn is Cauchy. Thus fn(y) → x0 for some x0 which is in F since F is
closed. On the other hand,

x0 = lim
n→0

fn(y) = lim
n→0

f(fn−1(y)) = f(x0)

by continuity of f . Thus x0 is a fixed point. If u0 where also a fixed point then

d(x0, u0) = d(f(x0), f(u0)) ≤ kd(x0, u0)

which forces x0 = u0. The error estimate in (2) of the statement of the theorem
is left as an easy exercise.

Remark C.3 Note that a Lipschitz map f may not satisfy the hypotheses of
the last theorem even if k < 1 since U is not a complete metric space unless
U = E.

Definition C.14 A continuous map f : U → E such that Lf := idU −f is
injective has a not necessarily continuous inverse Gf and the invertible map
Rf := idE−Gf will be called the resolvent operator for f .

The resolvent is a term that is usually used in the context of linear maps and
the definition in that context may vary slightly. Namely, what we have defined
here would be the resolvent of ±Lf . Be that as it may, we have the following
useful result.

Theorem C.7 Let E be a Banach space. If f : E → E is continuous map that
is Lipschitz continuous with constant k where 0 ≤ k < 1, then the resolvent Rf

exists and is Lipschitz continuous with constant k
1−k .



570 APPENDIX C. CALCULUS

Proof. Consider the equation x − f(x) = y. We claim that for any y ∈ E
this equation has a unique solution. This follows because the map F : E → E
defined by F (x) = f(x) + y is k-contractive on the complete normed space E as
a result of the hypotheses. Thus by the contraction mapping principle there is
a unique x fixed by F which means a unique x such that f(x) + y = x. Thus
the inverse Gf exists and is defined on all of E. Let Rf := idE−Gf and choose
y1, y2 ∈ E and corresponding unique xi , i = 1, 2 with xi − f(xi) = yi. We have

‖Rf (y1)−Rf (y2)‖ = ‖f(x1)− f(x2)‖
≤ k ‖x1 − x2‖ ≤
≤ k ‖y1 −Rf (y1)− (y2 −Rf (y2))‖ ≤
≤ k ‖y1 − y2‖+ ‖Rf (y1)−Rf (y2)‖ .

Solving this inequality we get

‖Rf (y1)−Rf (y2)‖ ≤ k

1− k
‖y1 − y2‖ .

Lemma C.3 The space Gl(E, F) of continuous linear isomorphisms is an open
subset of the Banach space L(E,F). In particular, if ‖id−A‖ < 1 for some
A ∈ Gl(E) then A−1 = limN→∞

∑N
n=0(id−A)n.

Proof. Let A0 ∈GL(E, F). The map A 7→ A−1
0 ◦ A is continuous and maps

GL(E, F) onto GL(E, F). If follows that we may assume that E = F and that
A0 = idE. Our task is to show that elements of L(E, E) close enough to idE are
in fact elements of GL(E). For this we show that

‖id−A‖ < 1

implies that A ∈GL(E). We use the fact that the norm on L(E,E) is an algebra
norm. Thus ‖A1 ◦A2‖ ≤ ‖A1‖ ‖A2‖ for all A1, A2 ∈ L(E,E). We abbreviate id
by “1” and denote id−A by Λ. Let Λ2 := Λ ◦Λ , Λ3 := Λ ◦Λ ◦Λ and so forth.
We now form a Neumann series :

π0 = 1
π1 = 1 + Λ

π2 = 1 + Λ + Λ2

...

πn = 1 + Λ + Λ2 + · · ·+ Λn.

By comparison with the Neumann series of real numbers formed in the same
way using ‖A‖ instead of A we see that {πn} is a Cauchy sequence since ‖Λ‖ =
‖id−A‖ < 1. Thus {πn} is convergent to some element ρ. Now we have
(1− Λ)πn = 1− Λn+1 and letting n →∞ we see that (1− Λ)ρ = 1 or in other
words, Aρ = 1.
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Lemma C.4 The map I : Gl(E, F) → Gl(E, F) given by taking inverses is a
C∞map and the derivative of I :g 7→ g−1 at some g0 ∈ Gl(E, F) is the linear
map given by the formula: D I|g0

:A7→ −g−1
0 Ag−1

0 .

Proof. Suppose that we can show that the result is true for g0 = id. Then
pick any h0 ∈GL(E, F) and consider the isomorphisms Lh0 :GL(E) →GL(E, F)
and Rh−1

0
:GL(E) →GL(E, F) given by φ 7→ h0φ and φ 7→ φh−1

0 respectively.
The map g 7→ g−1 can be decomposed as

g
L

h
−1
07→ h−1

0 ◦ g
invE7→ (h−1

0 ◦ g)−1
R

h
−1
07→ g−1h0h

−1
0 = g−1.

Now suppose that we have the result at g0 = id in GL(E). This means that
DinvE|h0

:A7→ −A. Now by the chain rule we have

(D inv|h0
) ·A = D(Rh−1

0
◦ invE ◦ Lh−1

0
) ·A

=
(
Rh−1

0
◦ D invE|id ◦ Lh−1

0

)
·A

= Rh−1
0
◦ (−A) ◦ Lh−1

0
= −h−1

0 Ah−1
0

so the result is true for an arbitrary h0 ∈GL(E, F). Thus we are reduced to
showing that DinvE|id :A7→ −A. The definition of derivative leads us to check
that the following limit is zero.

lim
‖A‖→0

∥∥(id+A)−1 − (id)−1 − (−A)
∥∥

‖A‖ .

Note that for small enough ‖A‖, the inverse (id +A)−1 exists and so the above
limit makes sense. By our previous result (13) the above difference quotient
becomes

lim
‖A‖→0

∥∥(id+A)−1 − id+A
∥∥

‖A‖

= lim
‖A‖→0

‖∑∞
n=0(id−(id +A))n − id+A‖

‖A‖

= lim
‖A‖→0

‖∑∞
n=0(−A)n − id+A‖

‖A‖

= lim
‖A‖→0

‖∑∞
n=2(−A)n‖
‖A‖ ≤ lim

‖A‖→0

∑∞
n=2 ‖A‖n

‖A‖

= lim
‖A‖→0

∞∑
n=1

‖A‖n = lim
‖A‖→0

‖A‖
1− ‖A‖ = 0.

Theorem C.8 (Inverse Mapping Theorem) Let E and F be Banach spaces
and f : U → F be a Crmapping defined an open set U ⊂ E. Suppose that
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x0 ∈ U and that f ′(x0) = Df |x : E → F is a continuous linear isomorphism.
Then there exists an open set V ⊂ U with x0 ∈ V such that f : V → f(V ) ⊂ F
is a Cr−diffeomorphism. Furthermore the derivative of f−1 at y is given by
Df−1

∣∣
y

= (Df |f−1(y))
−1.

Proof. By considering (Df |x)−1 ◦f and by composing with translations we
may as well just assume from the start that f : E → E with x0 = 0, f(0) = 0
and Df |0 = idE . Now if we let g = x− f(x), then Dg|0 = 0 and so if r > 0 is
small enough then

‖Dg|x‖ <
1
2

for x ∈ B(0, 2r). The mean value theorem now tells us that ‖g(x2)− g(x1)‖ ≤
1
2 ‖x2 − x1‖ for x2, x1 ∈ B(0, r) and that g(B(0, r)) ⊂ B(0, r/2). Let y0 ∈
B(0, r/2). It is not hard to show that the map c : x 7→ y0 + x − f(x) is a
contraction mapping c : B(0, r) → B(0, r) with constant 1

2 . The contraction
mapping principle ?? says that c has a unique fixed point x0 ∈ B(0, r). But
c(x0) = x0 just translates to y0 + x0 − f(x0) = x0 and then f(x0) = y0. So x0

is the unique element of B(0, r) satisfying this equation. But then since y0 ∈
B(0, r/2) was an arbitrary element of B(0, r/2) it follows that the restriction
f : B(0, r/2) → f(B(0, r/2)) is invertible. But f−1 is also continuous since

∥∥f−1(y2)− f−1(y1)
∥∥ = ‖x2 − x1‖
≤ ‖f(x2)− f(x1)‖+ ‖g(x2)− g(x1)‖
≤ ‖f(x2)− f(x1)‖+

1
2
‖x2 − x1‖

= ‖y2 − y1‖+
1
2

∥∥f−1(y2)− f−1(y1)
∥∥

Thus
∥∥f−1(y2)− f−1(y1)

∥∥ ≤ 2 ‖y2 − y1‖ and so f−1 is continuous. In fact, f−1

is also differentiable on B(0, r/2). To see this let f(x2) = y2 and f(x1) = y1

with x2, x1 ∈ B(0, r) and y2, y1 ∈ B(0, r/2). The norm of Df(x1))−1 is bounded
(by continuity) on B(0, r) by some number B. Setting x2 − x1 = ∆x and
y2 − y1 = ∆y and using (Df(x1))−1Df(x1) = id we have
∥∥f−1(y2)− f−1(y1)− (Df(x1))−1 ·∆y

∥∥
=

∥∥∆x− (Df(x1))−1(f(x2)− f(x1))
∥∥

=
∥∥{(Df(x1))−1Df(x1)}∆x− {(Df(x1))−1Df(x1)}(Df(x1))−1(f(x2)− f(x1))

∥∥
≤ B ‖Df(x1)∆x− (f(x2)− f(x1))‖ ≤ o(∆x) = o(∆y) (by continuity).

Thus Df−1(y1) exists and is equal to (Df(x1))−1 = (Df(f−1(y1)))−1. A simple
argument using this last equation shows that Df−1(y1) depends continuously
on y1 and so f−1 is C1. The fact that f−1 is actually Cr follows from a simple
induction argument that uses the fact that Df is Cr−1 together with lemma
??. This last step is left to the reader.
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Corollary C.2 Let U ⊂ E be an open set. Suppose that f : U → F is differ-
entiable with Df(p) : E → F a (bounded) linear isomorphism for each p ∈ U .
Then f is a local diffeomorphism.

Example C.1 Consider the map φ : R2 → R2 given by

φ(x, y) := (x2 − y2, 2xy)

The derivative is given by the matrix
[

2x −2y
2y 2x

]

which is invertible for all (x, y) 6= (0, 0). Thus, by the inverse mapping theorem,
the restriction of φ to a sufficiently small open disk centered at any point but the
origin will be a diffeomorphism. We may say that the restriction φ|R2\{(0,0)} is
a local diffeomorphism. However, notice that φ(x, y) = φ(−x,−y) so generically
φ is a 2-1 map and in particular is not a (global) diffeomorphism.

The next theorem is basic for differentiable manifold theory.

Theorem C.9 (Implicit Mapping Theorem) Let E1, E2 and W be Banach
spaces and O ⊂ E1 × E2 open. Let f : O → W be a Crmapping such that
f(x0, y0) = 0. If D2f(x0,y0) : E2 → W is a continuous linear isomorphism then
there exists an open sets U1 ⊂ E1 and U2 ⊂ E2 such that U1 × U2 ⊂ O with
x0 ∈ U0 and unique Cr mapping g : U1 → U2 with g(x0) = y0 such that for all
(x, y) ∈ U1 × U2

f(x, y) = 0 if and only if y = g(x)

The function g in the theorem satisfies f(x, g(x)) = 0 which says that graph of g
is contained in (U1 × U2)∩f−1(0) but the conclusion of the theorem is stronger
since it says that in fact the graph of g is exactly equal to (U1 × U2) ∩ f−1(0).

Proof of the implicit mapping theorem. Let F : O → E1 × W be
defined by

F (x, y) = (x, f(x, y)).

Notice that DF |(x0,y0)
has the form

[
id 0

D1f(x0, y0) D2f(x0, y0)

]

and it is easily seen that this is a toplinear isomorphism from E1×E2 to E1×W.
Thus by the inverse mapping theorem there is an open set O′ ⊂ O containing
(x0, y0) such that F restricted to O′ is a diffeomorphism. Now take open sets
U1 and U2 so that (x0, y0) ∈ U1 × U2 ⊂ O′ and let ψ := F | (U1 × U2). Then ψ
is a diffeomorphism and being a restriction of F we have ψ(x, y) = (x, f(x, y))
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(x ,y )
0 0

U

U

1
1

2

2

E

E

Wf

g

for all (x, y) ∈ U1 × U2. Now ψ−1 must have the form ψ−1(x,w) = (x, h(x, w))
where h : ψ(U1 × U2) → U2. Note that ψ(U1 × U2) = U1 × h(U1 × U2).

Let g(x) := h(x, 0). Then (x, 0) = ψ ◦ ψ−1(x, 0) = ψ ◦ (x, h(x, 0)) =
(x, f(x, h(x, 0))) so that in particular 0 = f(x, h(x, 0)) = f(x, g(x)) from which
we now see that graph(g) ⊂ (U1 × U2) ∩ f−1(0).

We now show that (U1 × U2) ∩ f−1(0) ⊂ graph(g). Suppose that for some
(x, y) ∈ U1 × U2 we have f(x, y) = 0. Then ψ(x, y) = (x, 0) and so

(x, y) = ψ−1 ◦ ψ(x, y)

= ψ−1(x, 0) = (x, h(x, 0))
= (x, g(x))

from which we see that y = g(x) and thus (x, y) ∈ graph(g).
The simplest situation is that of a function f : R2 → R with f(a, b) = 0 and

D2f(a, b) 6= 0. Then the implicit mapping theorem gives a function g so that
f(x, g(x)) = 0 for all x sufficiently near a. Note, however, the following exercise:

Exercise C.1 Find a function f : R2 → R with D2f(0, 0) = 0 and a continuous
function g with f(x, g(x)) = 0 for all x sufficiently near a. Thus we see that the
implicit mapping theorem gives sufficient but not necessary conditions for the
existence of a function g with the property f(x, g(x)) = 0.

In the case of a map f : U → V between open subsets of Euclidean spaces
(say Rn and Rm) we have the notion of rank at p ∈ U which is just the rank
of the linear map Df(p) : Rn → Rm.

The local behavior of a differentiable map near a point is to a large extent
indicated by the behavior of the derivative at that point. We now turn to a
series of results with that theme. First, a bit more about the linear situation.
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Definition C.15 We say that a continuous linear map A1 : E1 → F1 is equiv-
alent to a map A2 : E2 → F2 if there are continuous linear isomorphisms
α : E1 → E2 and β : F1 → F2 such that A2 = β ◦A1 ◦ α−1.

Definition C.16 Let A : E → F be an surjective continuous linear map. We
say that A is a splitting linear surjection if there is a Banach space E1 with
E ∼= E1 × F and if A is equivalent to the projection pr2 : (x, y) 7→ y.

E → F
α ↓ ↓ β

E1 × F → F

Lemma C.5 If A : E → F is a splitting surjection then there is a linear isomor-
phism δ : F× E2 → E such that A ◦ δ : E1 × F → F is the projection (x, y) 7→ y.

Proof. By definition there exist isomorphisms α : E → E1×F and β : F → F
such that β ◦A◦α−1 is the projection pr2 : E1×F → F. We write pr2 as follows

pr2 = β−1 ◦ pr2 ◦ (idE1 , β)

=β−1 ◦ (
β ◦A ◦ α−1

) ◦ (idE1 , β)

= A ◦ α−1 ◦ (idE1 , β) := A ◦ δ

and so δ = α−1 ◦ (idE1 , β) does the job.

Definition C.17 Let A : E → F be an injective continuous map. We say that
A is a splitting linear injection if there is a Banach space F2 with F ∼= E×F2

and if A is equivalent to the linear injection E → E× F2 defined by x 7→ (x, 0).

E → F
α ↓ ↓ β
E → E× F2

Lemma C.6 If A : E → F is a splitting linear injection as above then there
exists a linear isomorphism δ : F → E × F2 such that δ ◦ A : E → E × F2 is the
injection x 7→ (x, 0).

Proof. By definition there are isomorphisms α : E → E and β : F → E× F2

such that β ◦A ◦ α−1 is the injection inj1 : E → E× F2 . We have

inj1 = (α−1 × idF2) ◦ inj1 ◦ α

(α−1 × idF2) ◦
(
β ◦A ◦ α−1

) ◦ α

= (α−1 × idF2) ◦ β ◦A

= δ ◦A

If A is a splitting linear injection as above it easy to see that there are
closed subspaces F1 and F2 of F such that F = F1 ⊕ F2 and such that A maps E
isomorphically onto F1 .
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Local (nonlinear) case.

Let X, Y be topological spaces. When we write f :: X → Y we imply only that f
is defined on some open set in X. We shall employ a similar use of the symbol
“ :: ” when talking about continuous maps between (open subsets of) topological
spaces in general. If we wish to indicate that f is defined near p ∈ X and that
f(p) = q we will used the pointed category notation together with the symbol
“ :: ”:

f :: (X, p) → (Y, q)

We will refer to such a map as a pointed local map. Of course, every map
f : U → V determines a pointed local map f :: (X, p) → (Y, f(p)) for every
p ∈ U . Notice that we use the same symbol f for the pointed map. This
is a convenient abuse of notation and allows us to apply some of the present
terminology to maps without explicitly mentioning pointed maps. Local maps
may be composed with the understanding that the domain of the composite
map may become smaller: If f :: (X, p) → (Y, q) and g :: (Y, q) → (G, z) then
g ◦ f :: (X, p) → (G, z) and the domain of g ◦ f will be a non-empty open set
containing p. Also, we will say that two such maps f1 :: (X, p)→(Y, q) and
f2 :: (X, p)→(Y, q) are equal near p if there is an open set O with p ∈ O ⊂
dom(f1) ∩ dom(f2) such that the restrictions of these maps to O are equal:

f1|O = f2|O
in this case will simply write “f1 = f2 (near p)”. We also say that f1 and f2

have the same germ at p.

Definition C.18 Let f1 :: (E1, p1) → (F1, q1) be a pointed local map and f2 ::
(E2, p2) → (F2, q2) another such local map. We say that f1 and f2 are (locally)
equivalent if there exist local diffeomorphisms α :: E1 → E2 and β :: F1 → F2

such that f1 = α ◦ f2 ◦ β−1 (near p1) or equivalently if f2 = β−1 ◦ f1 ◦ α (near
p2).

(E1, p1)
f1→ (F1, q1)

α ↓ ↓ β

(E2, p2)
f2→ (F2, q2)

Definition C.19 Let f :: (E, p) → (F, q) be a pointed local map. We say that
f is a locally splitting surjection or local submersion (at p) if there is a
Banach space E1 E ∼= E1×F and if f is locally equivalent (at p) to the projection
pr2 : E1 × F → F.

Lemma C.7 If f is a locally splitting surjection as above there are open sets
U1×U2 ⊂ F×E2 and V ⊂ F together with a local diffeomorphism ϕ : U1×U2 ⊂
E1 × F → V ⊂ F such that f ◦ ϕ(x, y) = y for all (x, y) ∈ U1 × U2.

Proof. This is the local (nonlinear) version of lemma ?? and is proved just
as easily.
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Definition C.20 Let f :: (E, p)→(F, q) be a pointed local map. We say that f
is a locally splitting injection (at p) or local immersion (at p) if there
exists a Banach space F2 with F ∼= E × F2 and if f is locally equivalent to the
injection inj1 :: (E, 0) → (E× F2, 0).

As a complement to lemma ?? we have

Lemma C.8 If f is a locally splitting injection at p as above there is an open
set U1 containing p and local diffeomorphism ϕ : U1 ⊂ F → U2 ⊂ E× F2 and
such that ϕ ◦ f(x) = (x, 0) for all x ∈ U1.

The easy proof is similar to the proof of ??.

Theorem C.10 (local submersion) Let f :: (E, p) → (F, q) be a local map.
If Df |p : E → F is a splitting surjection then f :: (E, p) → (F, q) is a local
submersion.

Proof. Composing with translations if necessary we may assume that p = 0
and q = 0. By assumption there are toplinear isomorphisms α and β and the
following commutative diagram:

E
Df(0)→ F

α ↓ ↓ β

E1 × F
pr2→ F

Now consider that map f̄ := β◦f ◦α−1. Notice that by the chain rule Df̄
∣∣
(0,0)

=
β◦Df(0)◦α−1 = pr2. We consider now the partial derivative D2f̄(0, 0) : F → F.
Now recall remark ?? and notice that inj2 is the same as what we there called ι0,.
We have that D2f̄(0, 0) = D

(
f̄ ◦ inj2

)∣∣
0

= Df̄
∣∣
(0,0)

◦ inj2 = idF. We see from
this that f̄ satisfies the hypotheses of the implicit function theorem. Let ψ, h
be as the proof of that theorem. Then (x,w) = ψ ◦ψ−1(x,w) = ψ(x, h(x,w)) =
(x, f̄(x, h(x, w)))

w = f̄(x, h(x,w)) = f̄◦ψ−1(x,w). So f̄◦ψ−1 is locally equal to the projection
pr2 but also f̄ ◦ ψ−1 is locally equivalent to f : f̄ ◦ ψ−1 = β ◦ f ◦ α−1 ◦ ψ−1 =
β ◦ f ◦ (ψ ◦ α)−1.

The finite dimensional version says that if f :: (Rn×Rk, 0) → (Rk, 0) is a local
map with rank k near 0. Then there are diffeomorphisms g1 :: (Rn×Rk, 0) →
(Rn×Rk, 0) and g2 :: (Rk, 0) → (Rk, 0) such that near 0 the map

g2 ◦ f ◦ g−1
1 :: (Rn×Rk, 0) → (Rn, 0)

is just the projection (x, y) 7→ y.

Theorem C.11 (local immersion) Let f :: (E, p)→(F, q) be a local map. If
Df |p : E → F is a splitting injection then f :: (E, p)→(F, q) is a local immersion
at p.
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Proof. We leave the details as an exercise. Hint: Show that we may as
well assume that F = E× F2 and that the image of Df |p is E× {0}. One then
consider the map F : E× F2 → E× F2 given by

(x, y) 7→ f(x) + (0, y).

Now use the inverse function theorem. Also see [A,B,R].
The finite dimensional version says that if f :: Rn → Rn×Rk is a map of

constant rank n in some neighborhood of 0 ∈ Rn, then there is g1 :: Rn → Rn

with g1(0) = 0, and a g2 :: Rn → Rn×Rk such that g2 ◦ f ◦ g−1
1 is just given by

x 7→ (x, 0) ∈ Rn×Rk .
If the reader thinks about what is meant by local immersion and local sub-

mersion they will realize that in each case the derivative map Df(p) has full
rank. That is, the rank of the Jacobian matrix in either case is a big as the
dimensions of the spaces involved will allow. Now rank is only semicontinuous
and this is what makes full rank extend from points out onto neighborhoods so
to speak. On the other hand, we can get more general maps into the picture
if we explicitly assume that the rank is locally constant. We will state the fol-
lowing theorem only for the finite dimensional case. However there is a way to
formulate and prove a version for infinite dimensional Banach spaces that can
be found in [A,B,R].

Theorem C.12 (The Rank Theorem) Let f : (Rn, p) → (Rm, q) be a local
map such that Df has constant rank r in an open set containing p. Then there
are local diffeomorphisms g1 : (Rn, p) → (Rn, 0) and g2 : (Rm, q) → (Rm, 0)
such that g2 ◦ f ◦ g−1

1 is a local diffeomorphism near 0 with the form

(x1, ..., xn) 7→ (x1, ..., xr, 0, ..., 0).

Proof. Without loss of generality we may assume that f : (Rn, 0) → (Rm, 0)
and that (reindexing) the r × r matrix

(
∂f j

∂xj

)

1≤i,j≤r

is nonsingular in an open ball centered at the origin of Rn. Now form a map
g1(x1, ....xn) = (f1(x), ..., fr(x), xr+1, ..., xn). The Jacobian matrix of g1 has
the block matrix form [ (

∂fi

∂xj

)

0 In−r

]

which has nonzero determinant at 0 and so by the inverse mapping theorem
g1 must be a local diffeomorphism near 0. Restrict the domain of g1 to this
possibly smaller open set. It is not hard to see that the map f ◦ g−1

1 is of the
form (z1, ..., zn) 7→ (z1, ..., zr, γr+1(z), ..., γm(z)) and so has Jacobian matrix of
the form [

Ir 0
∗

(
∂γi

∂xj

)
]

.
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Now the rank of
(

∂γi

∂xj

)
r+1≤i≤m, r+1≤j≤n

must be zero near 0 since the rank(f) =

rank(f ◦ h−1) = r near 0. On the said (possibly smaller) neighborhood we now
define the map g2 : (Rm, q) → (Rm, 0) by

(y1, ..., ym) 7→ (y1, ..., yr, yr+1 − γr+1(y∗, 0), ..., ym − γm(y∗, 0))

where (y∗, 0) = (y1, ..., yr, 0, ..., 0). The Jacobian matrix of g2 has the form
[

Ir 0
∗ I

]

and so is invertible and the composition g2 ◦ f ◦ g−1
1 has the form

z
f◦g−1

17→ (z∗, γr+1(z), ..., γm(z))
g27→ (z∗, γr+1(z)− γr+1(z∗, 0), ..., γm(z)− γm(z∗, 0))

where (z∗, 0) = (z1, ..., zr, 0, ..., 0). It is not difficult to check that g2 ◦ f ◦ g−1
1

has the required form near 0.
This theorem gives theorems C.11 and C.10 except that the projection would

be on the first factor which is not a significant difference. The proof is similar
in spirit to the proof of the implicit function theorem and can be found in
[Bro Jan].

C.1.3 The Tangent Bundle of an Open Subset of a Banach
Space

Later on we will define the notion of a tangent space and tangent bundle for a
differentiable manifold. In fact, we will give several alternative definitions. Here
we give a somewhat preliminary definition that applies to the case of an open
set U in a Banach space.

Definition C.21 Let E be a Banach space and U ⊂ E an open subset. A
tangent vector at x ∈ U is a pair (x, v) where v∈ E. The tangent space at
x ∈ U is defined to be TxU := TxE := {x} × E and the tangent bundle TU over
U is the union of the tangent spaces and so is just TU = U × E.

If we use the dual space E∗ we get the notions of cotangent vector, cotangent
space and cotangent bundle over U denoted T ∗U .

In the current setting, it is often not necessary to distinguish between TxU
and E since we can often tell from context that an element v ∈ E is to be
interpreted as based at some point x ∈ U . For instance a vector field in this
setting is just a map X : U → E but where X(x) should be thought of as based
at x.

Definition C.22 If f : U → F is a Cr map into a Banach space F then the
tangent map Tf : TU → TF is defined by

Tf · (x, v) = (f(x), Df(x) · v).
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The map takes the tangent space TxU = TxE linearly into the tangent space
Tf(x)F for each x ∈ U. The projection onto the first factor is written τU :
TU = U × E → U and given by τU (x, v) = x. We also have a projection
πU : T ∗U = U × E∗ → U defined similarly.

If f : U → V is a diffeomorphism of open sets U and V in E and F respectively
then Tf is a diffeomorphism that is linear on the fibers and such that we have
a commutative diagram:

TU = U × E
Tf→ V × F =TV

τU ↓ ↓ τV

U → V
f

The pair is an example of what is called a local bundle map. . Note that here
the maps τU and τV are nothing but the projections onto first factors.

The chain rule looks much better if we use the tangent map:

Theorem C.13 Let U1 and U2 be open subsets of Banach spaces E1 and E2

respectively. Suppose we have differentiable (resp. Cr, r ≥ 1) maps composing
as

U1
f→ U2

g→ E3

where E3 is a third Banach space. Then the composition g ◦ f is differentiable
(resp. Cr, r ≥ 1) and T (g ◦ f) = Tg ◦ Tf

TU1
Tf→ TU2

Tg→ TE3

τU1 ↓ τU2 ↓ ↓ τE3

U1
f→ U2

g→ E3

Notation C.4 (and convention) There are three ways to express the “differen-
tial/derivative” of a differentiable map f : U ⊂ E → F. These are depicted in
figure ??.

1. The first is just Df : E → F or more precisely Df |x : E → F for any point
x∈U .

2. This one is new for us. It is common but not completely standard :

dF : TU → F

This is just the map (x, v) → Df |x v. We will use this notation also in
the setting of maps from manifolds into vector spaces where there is a
canonical trivialization of the tangent bundle of the target manifold (all
of these terms will be defined). The most overused symbol for various
“differentials” is d.

3. Lastly, we have the tangent map Tf : TU → TF which we defined above.
This is the one that generalizes to manifolds without problems.
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C.1.4 Extrema

A real valued function f on a topological space X is continuous at x0 ∈ X if for
every ε > 0 there is a open set Uε containing x0 such that

Uε ⊂ {x : f(x) > f(x0)− ε} ∩ {x : f(x) < f(x0) + ε}.
Baire introduced the notion of semicontinuity by essentially using only one of
the intersected sets above. Namely, f is lower semicontinuous at x0 if for every
ε > 0 there is a open set Uε containing x0 such that

Uε ⊂ {x : f(x) > f(x0)− ε}.
Of course there is the symmetrical notion of upper semicontinuity. Lower semi-
continuity is appropriately introduced in connection with the search for x such
that f(x) is a (local) minimum. Since replacing f by −f interchanges upper
and lower semicontinuity and also maxima and minima it we be sufficient to
limit the discussion to minima. If the topological space is Hausdorff then we
can have a simple and criterion for the existence of a minimum:

Theorem C.14 Let M be Hausdorff and f : M → R ∪ {+∞} a lower semi-
continuous function such that there exists a number c < ∞ such that Mf,c :=
{x ∈ M : f(x) ≤ c} is nonempty and sequentially compact then there exists a
minimizing x0 ∈ M :

f(x0) = inf
x∈M

f(x).

This theorem is a sort of generalization of the theorem that a continuous
function on a compact set achieve a minimum (and maximum). We need to
include semicontinuous functions since even some of the most elementary exam-
ples for geometric minimization problems naturally involve functionals that are
only semicontinuous for very natural topologies on the set M .

Now if M is a convex set in some vector space then if f : M → R is
strictly convex on M ( meaning that 0 < t < 1 =⇒ f(tx1 + (1 − t)x2) <
tf(x1) + (1 − t)f(x2)) then a simple argument shows that f can have at most
one minimizer x0 in M . We are thus led to a wish list in our pursuit of a
minimum for a function. We hope to simultaneously have

1. M convex,

2. f : M → R strictly convex,

3. f lower semicontinuous,

4. there exists c < ∞ so that Mf,c is nonempty and sequentially compact.

Just as in elementary calculus, a differentiable function f has an extrema
at a point x0 only if x0 is a boundary point of the domain of f or, if x0 is an
interior point, Df(x0) = 0. In case Df(x0) = 0 for some interior point x0, we
may not jump to the conclusion that f achieves an extrema at x0. As expected,
there is a second derivative test that may help in this case:



582 APPENDIX C. CALCULUS

Theorem C.15 Let f : U ⊂ E → F be twice differentiable at x0 ∈ U (assume
U is open). If f has a local extrema at x0 then D2f(x0)(v, v) ≥ 0 for all v ∈ E.
If D2f(x0) is a nondegenerate bilinear form then if D2f(x0)(v, v) > 0 (resp.
< 0) then f achieves a minimum (resp. maximum) at x0.

In practice we may have a choice of several possible sets M , topologies for
M or the vector space contains M and so on. But then we must strike a balance
since a topology with more open sets has more lower semicontinuous functions
while one with less open sets means more sequentially compact sets.

C.2 Problem Set

1. Find the matrix that represents (with respects to standard bases) the
derivative the map f : Rn → Rm given by

a) f(x) = Ax for an m× n matrix A.

b) f(x) = xtAx for an n× n matrix A (here m = 1).

c) f(x) = x1x2 · · ·xn (here m = 1).

2. Find the derivative of the map F : L2([0, 1]) → L2([0, 1]) given by

F [f ](x) =
∫ 1

0

k(x, y) [f(y)]2 dy

where k(x, y) is a bounded continuous function on [0, 1]× [0, 1].

3. Let f : R→ R be differentiable and define F : C[0, 1] → C[0, 1] by

F (g) := f ◦ g

Show that F is differentiable and DF |g : C[0, 1] → C[0, 1] is the linear

map given by
(

DF |g · u
)

(t) = f ′(g(t)) · u(t).

4. Let L : Rn × Rn × R→ R be C∞ and define

S[c] =
∫ 1

0

L(c(t), c′(t), t)dt

which is defined on the Banach space B of all C1 curves c : [0, 1] → Rn with
c(0) = 0 and c(1) = 0 and with the norm ‖c‖ = supt∈[0,1]{|c(t)|+ |c′(t)|}.
Find a function gc : [0, 1] → Rn such that

DS|c · b =
∫ 1

0

〈gc(t), b(t)〉dt

or in other words,

DS|c · b =
∫ 1

0

n∑

i=1

gi
c(t)b

i(t)dt.
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5. In the last problem, if we had not insisted that c(0) = 0 and c(1) = 0, but
rather that c(0) = x0 and c(1) = x1, then the space wouldn’t even have
been a vector space let alone a Banach space. But this fixed endpoint
family of curves is exactly what is usually considered for functionals of
this type. Anyway, convince yourself that this is not a serious problem by
using the notion of an affine space (like a vector space but no origin and
only differences are defined. ). Is the tangent space of the this space of
fixed endpoint curves a Banach space?

Hint: If we choose a fixed curve c0 which is the point in the Banach space
at which we wish to take the derivative then we can write B~x0~x1 = B+ c0

where

B~x0~x1 = {c : c(0) = ~x0 and c(1) = ~x1}
B = {c : c(0) = 0 and c(1) = 0}

Then we have Tc0B~x0~x1
∼= B. Thus we should consider DS|c0

: B → B.

6. Let Flt(.) be defined by Flt(x) = (t + 1)x for t ∈ (−1/2, 1/2) and x ∈ Rn.
Assume that the map is jointly C1 in both variable. Find the derivative
of

f(t) =
∫

D(t)

(tx)2 dx

at t = 0 , where D(t) := Flt(D) the image of the disk D = {|x| ≤ 1}.
Hint: Find the Jacobian Jt := det[DFlt(x)] and then convert the integral
above to one just over D(0) = D.

7. Let Mn×n(R) be the vector space of n × n matrices with real entries
and let det : Mn×n(R) → R be the determinant map. The derivative at
the identity element I should be a linear map D det(I) : Mn×n(R) → R.
Show that D det(I)·B = Tr(B). More generally, show that D det(A)·B =
Tr((cof A)t

B) where cof A is the matrix of cofactors of A.

What is ∂
∂xij

det X where X = (xij) ?

8. Let A : U ⊂ E → L(F, F) be a Cr map and define F : U × F → F by
F (u, f) := A(u)f . Show that F is also Cr.

9. Show that if F is any closed subset of Rn there is a C∞-function f whose
zero set {x : f(x) = 0} is exactly F .

10. Let U be an open set in Rn. For f ∈ Ck(U) and S ⊂ U a compact set,
let ‖f‖S

k :=
∑
|α|≤k supx∈S

∣∣∣∂|α|f
∂xα (x)

∣∣∣. a) Show that (1) ‖rf‖S
k = |r| ‖f‖S

k

for any r ∈ R, (2) ‖f1 + f2‖S
k ≤ ‖f1‖S

k + ‖f2‖S
k for any f1, f2 ∈ Ck(U), (3)

‖fg‖S
k ≤ ‖f‖S

k ‖g‖S
k for f, g ∈ Ck(U).

b) Let {Ki} be a compact subsets of U such that U =
⋃

i Ki. Show that

d(f, g) :=
∑∞

i=0
1
2i

‖f−g‖Ki
k

1+‖f−g‖Ki
k

defines a complete metric space structure on

Ck(U).
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11. Let E and F be real Banach spaces. A function f : E → F is said to
be homogeneous of degree k if f(rx) = rf(x) for all r ∈ R and x ∈ E.
Show that if f is homogeneous of degree k and is differentiable, then
Df(v) · v = kf(v).

12. Show that the implicit mapping theorem implies the inverse mapping the-
orem. Hint: Consider g(x, y) = f(x)− y for f : U → F.



Appendix D

Modules and Multilinearity

A module is an algebraic object that shows up quite a bit in differential geometry
and analysis (at least implicitly). A module is a generalization of a vector space
where the algebraic field F is replaced by a ring or an algebra over a field. The
modules that occur in differential are almost always finitely generated projective
modules over the algebra of Cr functions and these correspond to the spaces of
Cr sections of vector bundles. We give the abstract definitions but we ask the
reader to constantly keep in mind two cases. The first is just the vector spaces
which are the fibers of vector bundles. In this case the ring in the definition
below is the field F (the real numbers R or the complex numbers C) and the
module is just a vector space. The second case, already mentioned, is where the
ring is the algebra Cr(M) and the module is the set of Cr sections of a vector
bundle.

As we have indicated, a module is similar to a vector space with the differ-
ences stemming from the use of elements of a ring R as the scalars rather than
the field of complex C or real numbers R. For an element v of a module V, one
still has 1v = v, 0v = 0 and −1v = −v. Of course, every vector space is also
a module since the latter is a generalization of the notion of vector space. We
also have maps between modules, the module homomorphisms (see definition
D.2 below), which make the class of modules and module homomorphism into
a category.

Definition D.1 Let R be a ring. A left R-module (or a left module over
R) is an abelian group (V, +) together with an operation R × V → V written
(a, v) 7→ av such that

1) (a + b)v = av + bv for all a, b ∈ R and all v ∈ V,
2) a(v1 + v2) = av1 + av2 for all a ∈ R and all v2, v1 ∈ V.
A right R-module is defined similarly with the multiplication of the right so

that
1) v(a + b) = va + vb for all a, b ∈ R and all v ∈ V,

2) (v1 + v2)a = v1a + v2a for all a ∈ R and all v2, v1 ∈ V. .

If the ring is commutative (the usual case for us) then we may write av = va

585
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and consider any right module as a left module and vice versa. Even if the ring
is not commutative we will usually stick to left modules and so we drop the
reference to “left” and refer to such as R-modules.

Remark D.1 We shall often refer to the elements of R as scalars.

Example D.1 An abelian group (A,+) is a Z module and a Z-module is none
other than an abelian group. Here we take the product of n ∈ Z with x ∈ A to
be nx := x + · · ·+ x if n ≥ 0 and nx := −(x + · · ·+ x) if n < 0 (in either case
we are adding |n| terms).

Example D.2 The set of all m × n matrices with entries being elements of a
commutative ring R (for example real polynomials) is an R-module.

Definition D.2 Let V1 and V2 be modules over a ring R. A map L : V1 → V2

is called module homomorphism or linear map if

L(av1 + bv2) = aL(v1) + bL(v2).

By analogy with the case of vector spaces, which module theory includes, we
often characterize a module homomorphism L by saying that L is linear over
R.

Example D.3 The set of all module homomorphisms of a module V (lets say
over a commutative ring R) onto another module M is also a module in its own
right and is denoted HomR(V,M) or LR(V, M) (we mainly use the latter).

Example D.4 Let V be a vector space and ` : V → V a linear operator. Using
this one operator we may consider V as a module over the ring of polynomials
R[t] by defining the “scalar” multiplication by

p(t)v := p(`)v

for p ∈ R[t].

Since the ring is usually fixed we often omit mention of the ring. In particu-
lar, we often abbreviate LR(V, W) to L(V, W). Similar omissions will be made
without further mention.

Remark D.2 If the modules are infinite dimensional topological vector spaces
such as Banach space then we must distinguish between the bounded linear maps
and simply linear maps. In the topological vector space setting L(E;F) would
normally denote bounded linear maps.

A submodule is defined in the obvious way as a subset S ⊂ V that is closed
under the operations inherited from V so that S itself is a module. The inter-
section of all submodules containing a subset A ⊂ V is called the submodule
generated by A and is denoted 〈A〉. A is called a generating set. If 〈A〉 = V
for a finite set A, then we say that V is finitely generated.
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Let S be a submodule of V and consider the quotient abelian group V/S
consisting of cosets, that is, sets of the form [v] := v + S = {v + x : x ∈ S}
with addition given by [v] + [w] = [v + w]. We define a scalar multiplication by
elements of the ring R by a[v] := [av] respectively. In this way, V/S is a module
called a quotient module.

Many of the operations that exist for vector spaces have analogues in the
module category. For example, the direct sum of modules is defined in the
obvious way. Also, for any module homomorphism L : V1 → V2 we have the
usual notions of kernel and image:

kerL = {v ∈ V1 : L(v) = 0}
img(L) = L(V1) = {w ∈ V2 : w = Lv for some v ∈ V1}.

These are submodules of V1 and V2 respectively.
On the other hand, modules are generally not as simple to study as vector

spaces. For example, there are several notions of dimension. The following
notions for a vector space all lead to the same notion of dimension. For a
completely general module these are all potentially different notions:

1. Length n of the longest chain of submodules

0 = Vn ( · · · ( V1 ( V

2. The cardinality of the largest linearly independent set (see below).

3. The cardinality of a basis (see below).

For simplicity in our study of dimension, let us now assume that R is com-
mutative.

Definition D.3 A set of elements e1, ..., ek of a module are said to be linearly
dependent if there exist ring elements r1, ..., rk ∈ R not all zero, such that
r1w1 + · · · + rkwk = 0. Otherwise, they are said to be linearly independent.
We also speak of the set {e1, ..., ek} as being a linearly independent set.

So far so good but it is important to realize that just because e1, ..., ek are
linearly dependent doesn’t mean that we may write each of these ei as a linear
combination of the others. It may even be that some single element e forms a
linearly dependent set since there may be a nonzero r such that re = 0 (such a
e is said to have torsion).

If a linearly independent set {e1, ..., ek} is maximal in size then we say that
the module has rank k. Another strange possibility is that a maximal linearly
independent set may not be a generating set for the module and hence may not
be a basis in the sense to be defined below. The point is that although for an
arbitrary w ∈ V we must have that {e1, ..., ek} ∪ {w} is linearly dependent and
hence there must be a nontrivial expression rw + r1e1 + · · ·+ rkek = 0, it does
not follow that we may solve for w since r may not be an invertible element of
the ring (i.e. it may not be a unit).
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Definition D.4 If B is a generating set for a module V such that every element
of V has a unique expression as a finite R-linear combination of elements of B
then we say that B is a basis for V.

Definition D.5 If an R-module has a basis, then it is referred to as a finitely
generated free module. If this basis is finite we indicate this by refering to
the module as a finitely generated free module.

It turns out that just as for vector spaces the cardinality of a basis for a
finitely generated free module V is the same as that of every other basis for V. If
a module over a (commutative) ring R has a basis then the number of elements
in the basis is called the dimension and must in this case be the same as the
rank (the size of a maximal linearly independent set). Thus a finitely generated
free moduel is also called a finite dimensional free module.

Exercise D.1 Show that every finitely generated R-module is the homomorphic
image of a finitely generated free module.

If R is a field then every module is free and is a vector space by definition. In
this case, the current definitions of dimension and basis coincide with the usual
ones.

The ring R is itself a free R-module with standard basis given by {1}. Also,
Rn := R × · · · × R is a finitely generated free module with standard basis
{e1, ...., en} where, as usual ei := (0, ..., 1, ..., 0); the only nonzero entry being
in the i-th position. Up to isomorphism, these account for all finitely gener-
ated free modules: If a module V is free with basis e1, ..., en then we have an
isomorphism Rn ∼= V given by

(r1, ..., rn) 7→ r1e1 + · · ·+ rnen.

As we mentioned, Cr(M)−modules are of particular interest. But the ring
Cr(M) is also a vector space over R and this means we have one more layer of
structure:

Definition D.6 Let k be a commutative ring, for example a field such as R or
C. A ring A is called a k-algebra if there is a ring homomorphism µ : k → A
such that the image µ(k) consists of elements that commute with everything in
A. In particular, A is a module over k.

Often we have k ⊂ A and µ is inclusion.

Example D.5 The ring Cr(M) is an R-algebra.

Because of this example we shall consider A-modules where A is an algebra
over some k. In this context the elements of A are still called scalars but the
elements of k will be referred to as constants.

Example D.6 The set XM (U) of vector fields defined on an open set U is a
vector space over R but it is also a module over the R-algebra C∞(U). So for
all X, Y ∈ XM (U) and all f, g ∈ C∞(U) we have
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1. f(X + Y ) = fX + fY

2. (f + g)X = fX + gX

3. f(gX) = (fg)X

Similarly, X∗M (U) = Γ(U, T ∗M) is also a module over C∞(U) that is nat-
urally identified with the module dual XM (U)∗ by the pairing (θ,X) 7→ θ(X).
Here θ(X) ∈ C∞(U) and is defined by p 7→ θp(Xp). The set of all vector fields
Z ⊂ X(U) that are zero at a fixed point p ∈ U is a submodule in X(U). If
U, (x1, ..., xn) is a coordinate chart then the set of vector fields

∂

∂x1
, ...,

∂

∂xn

is a basis (over C∞(U)) for the module X(U) and so it is a finitely generated
free module. Similarly,

dx1, ..., dxn

is a basis for X∗M (U). It is important to realize that if U is not the domain of
a coordinate chart then it may be that XM (U) and XM (U)∗ have no basis. In
particular, we should not expect X(M) to have a basis in the general case.

The sections of any vector bundle over a manifold M form a C∞(M)-module
denoted Γ(E). Let E → M be a trivial vector bundle of finite rank n. Then
there exists a basis of vector fields e1, ..., en for the module Γ(E). Thus for any
section X there exist unique functions f i such that

X = f iei (summation convention)

In fact, since E is trivial, we may as well assume that E = M×Rn pr1→ M . Then
for any basis u1, ..., un for Rn we may take

ei(x) := (x, ui).

(The ei form a “local frame field”).

Definition D.7 Let Vi, i = 1, ..., k and W be modules over a ring R. A map
µ : V1 × · · · × Vk → W is called multilinear (k-multilinear) if for each i,
1 ≤ i ≤ k and each fixed (v1, ..., v̂i, ..., vk) ∈ V1 × · · · × V̂1 × · · · × Vk we have
that the map

v 7→ µ(v1, ..., v
i−th

, ..., vk),

obtained by fixing all but the i-th variable, is a module homomorphism. In
other words, we require that µ be R- linear in each slot separately. The set
of all multilinear maps V1 × · · · × Vk → W is denoted LR(V1, ..., Vk;W). If
V1 = · · · = Vk = V then we abbreviate this to Lk

R(V;W).

If R is commutative then the space of multilinear maps LR(V1, ..., Vk;W)
is itself an R-module in a fairly obvious way. For a, b ∈ R and µ1, µ2 ∈
LR(V1, ..., Vk; W) then aµ1 + bµ2 is defined in the usual way.

Let us agree to use the following abbreviation: Vk = V × · · · × V (k−fold
Cartesian product).
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Definition D.8 The dual of an R−module V is the module V∗ := LR(V,R) of
all R-linear functionals on V.

Any element of V can be thought of as an element of V∗∗ := LR(V∗,R)
according to w(α) := α(w). This provides a map V ↪→ V∗∗ and if this map is
an isomorphism then we say that V is reflexive .

If V is reflexive then we are free to identify V with V∗∗.

Exercise D.2 Show that if V is a finitely generated free module with finite
dimension then V is reflexive.

We sometimes write wy(α) = 〈w,α〉 = 〈α, w〉.
For completeness we include the definition of a projective module but what is

important for us is that the finitely generated projective modules over C∞(M)
correspond to spaces of sections of smooth vector bundles. These modules and
not necessarily free but are reflexive and have many other good properties such
as being “locally free”.

Definition D.9 A module V is projective if, whenever V is a quotient of a
module W there exists a module U such that the direct sum V⊕U is isomorphic
to W.

Suppose now that we have two R-modules V1 and V2. Consider the category
CV1×V2 whose objects are bilinear maps V1 ×V2 → W where W varies over all
R-modules but V1 and V2 are fixed. A morphism from, say µ1 : V1×V2 → W1

to µ2 : V1 × V2 → W2 is defined to be a map ` : W1 → W2 such that the
diagram

W1

↗µ1

V1 ×V2 ` ↓
↘µ2

W2

commutes.
Now we come to a main point: Suppose that there is an R-module TV1,V2

together with a bilinear map ⊗ : V1 × V2 → TV1,V2 that has the following
universal property for this category: For every bilinear map µ : V1 × V2 → W
there is a unique linear map µ̃ : TV1,V2 → W such that the following diagram
commutes:

V1 ×V2
µ→ W

⊗ ↓ ↗eµ
TV1,V2

If such a pair (TV1,V2 ,⊗) exists with this property then it is unique up to
isomorphism in CV1×V2 . In other words, if ⊗̂ : V1 × V2 → T̂V1,V2 is another
object with this universal property then there is a module isomorphism TV1,V2

∼=
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T̂V1,V2 such that the following diagram commutes:

TV1,V2

↗⊗
V1 ×V2

∼=↓
↘b⊗

T̂V1,V2

We refer to any such universal object as a tensor product of V1 and V2. We
will indicate the construction of a specific tensor product that we denote by
V1 ⊗ V2 with corresponding map ⊗ : V1 × V2 → V1 ⊗ V2. This will be the
tensor product. The idea is simple: We let V1 ⊗ V2 be the set of all linear
combinations of symbols of the form v1 ⊗ v2 for v1 ∈ V1 and v2 ∈ V2, subject
to the relations

(v1 + v2)⊗ v = v1 ⊗ v + v2 ⊗ v

v ⊗ (v1 + v2) = v ⊗ v1 + v ⊗ v2

r (v1 ⊗ v2) = rv1 ⊗ v2 = v1 ⊗ rv2

The map ⊗ is then simply ⊗ : (v1, v2) → v1 ⊗ v2. More generally, we seek a
universal object for k-multilinear maps µ : V1 × · · · ×Vk → W.

Definition D.10 A module T = TV1,··· ,Vk
together with a multilinear map

⊗ : V1 × · · · × Vk → T is called universal for k-multilinear maps on
V1 × · · · × Vk if for every multilinear map µ : V1 × · · · × Vk → W there is a
unique linear map µ̃ : T → W such that the following diagram commutes:

V1 × · · · ×Vk
µ→ W

⊗ ↓ ↗eµ
T

,

i.e. we must have µ = µ̃ ◦ ⊗. If such a universal object exists it will be called
a tensor product of V1 , ..., Vk and the module itself T = TV1,··· ,Vk

is also
referred to as a tensor product of the modules V1, ..., Vk.

The tensor product is again unique up to isomorphism. The usual specific
realization of the tensor product of modules V1, ..., Vk is, roughly, the set of all
linear combinations of symbols of the form v1 ⊗ · · · ⊗ vk subject to the obvious
multilinear relations:

(v1 ⊗ · · · ⊗ avi ⊗ · · · ⊗ vk = a(v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vk)

and

(v1 ⊗ · · · ⊗ (vi + wi)⊗ · · · ⊗ vk)
= v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vk + v1 ⊗ · · · ⊗ wi ⊗ · · · ⊗ vk
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This space is denoted V1 ⊗ · · · ⊗ Vk which we also write as
⊗k

i=1 Vi. Also, we
will use V⊗k to denote V⊗· · ·⊗V (k−fold tensor product of V). The associated
map ⊗ : V1 × · · · ×Vk → V1 ⊗ · · · ⊗Vk is simply

⊗ : (v1, ..., vk) 7→ v1 ⊗ · · · ⊗ vk

To be a bit more pedantic, we may take V1 ⊗ · · · ⊗Vk := F (V1 × · · · ×Vk)/ ∼
where F (V1 × · · · × Vk) is the finitely generated free module on the set V1 ×
· · · ×Vk and and the equivalence relation “∼” is genererated by the relations

(v1, ..., avi, ..., vk) = a(v1, ..., vi, ..., vk)

and

(v1, ..., (vi + wi) , ..., vk)
= (v1, ..., vi, ..., vk) + (v1, ..., wi, ...., vk)

Each element (v1, ..., vk) of the set V1 × · · · × Vk is naturally identified with a
generator of the finitely generated free module F (V1 × · · · × Vk) and we have
the obvious injection V1×· · ·×Vk ↪→ F (V1×· · ·×Vk). Its equivalence class is
denoted v1 ⊗ · · · ⊗ vk and the map ⊗ is then the composition V1 × · · · ×Vk ↪→
F (V1 × · · · ×Vk) → F (V1 × · · · ×Vk)/ ∼.

Proposition D.1 If f : V1 → W1 and f : V1 → W1 are module homo-
morphisms then their is a unique homomorphism, the tensor product f ⊗ g :
V1⊗V2 → W1⊗W2 which has the characterizing properties that f ⊗g be linear
and that f ⊗ g(v1 ⊗ v2) = (fv1) ⊗ (gv2) for all v1 ∈ V1, v2 ∈ V2. Similarly, if
fi : Vi → Wi we may obtain ⊗ifi :

⊗k
i=1 Vi →

⊗k
i=1 Wi.

Proof. exercise.

Definition D.11 Elements of
⊗k

i=1 Vi that may be written as v1⊗· · ·⊗vk for
some vi, are called decomposable .

Remark D.3 It is clear from our specific realization of
⊗k

i=1 Vi that element
in the image of ⊗ : V1 × · · ·×Vk →

⊗k
i=1 Vi span

⊗k
i=1 Vi. I.e. decomposable

elements span the space.

Exercise D.3 Not all elements are decomposable but the decomposable elements
generate V1 ⊗ · · · ⊗Vk.

It may be that the Vi may be modules over more that one ring. For example,
any complex vector space is a module over both R and C. Also, the module of
smooth vector fields XM (U) is a module over C∞(U) and a module (actually
a vector space) over R. Thus it is sometimes important to indicate the ring
involved and so we write the tensor product of two R-modules V and W as
V⊗R W. For instance, there is a big difference between XM (U)⊗C∞(U) XM (U)
and XM (U)⊗R XM (U).
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Lemma D.1 There are the following natural isomorphisms:
1) (V⊗W)⊗U ∼= V⊗ (W⊗U) ∼= V⊗W⊗U and under these isomorphisms

(v ⊗ w)⊗ u ←→ v ⊗ (w ⊗ u) ←→ v ⊗ w ⊗ u.
2) V ⊗W ∼= W ⊗V and under this isomorphism v ⊗ w ←→ w ⊗ v.

Proof. We prove (1) and leave (2) as an exercise.
Elements of the form (v ⊗ w) ⊗ u generate (V ⊗W) ⊗ U so any map that

sends (v ⊗ w) ⊗ u to v ⊗ (w ⊗ u) for all v, w, u must be unique. Now we have
compositions

(V ×W)×U ⊗×idU→ (V ⊗W)×U ⊗→ (V ⊗W)⊗U

and
V × (W ×U) idU×⊗→ (V ×W)⊗U ⊗→ V ⊗ (W ⊗U).

It is a simple matter to check that these composite maps have the same universal
property as the map V ×W × U ⊗→ V ⊗W ⊗ U. The result now follows from
the existence and essential uniqueness results proven so far (E.1 and E.1).

We shall use the first isomorphism and the obvious generalizations to identify
V1 ⊗ · · · ⊗ Vk with all legal parenthetical constructions such as (((V1 ⊗ V2) ⊗
· · ·⊗Vj)⊗ · · · )⊗Vk and so forth. In short, we may construct V1⊗ · · ·⊗Vk by
tensoring spaces two at a time. In particular we assume the isomorphisms (as
identifications)

(V1 ⊗ · · · ⊗Vk)⊗ (W1 ⊗ · · · ⊗Wk) ∼= V1 ⊗ · · · ⊗Vk ⊗W1 ⊗ · · · ⊗Wk

where (v1 ⊗ · · · ⊗ vk)⊗ (w1 ⊗ · · · ⊗ wk) maps to v1 ⊗ · · · ⊗ vk ⊗ w1 ⊗ · · · ⊗ wk.

Proposition D.2 We have natural isomorphisms

V ⊗ R ∼= V ∼= R⊗V

given on decomposible elements as v ⊗ r 7→ v 7→ r ⊗ v.

The proof is left to the reader. The following proposition gives a basic and
often used isomorphism:

Proposition D.3 For R−modules W,V, U we have

LR(W ⊗V,U) ∼= L(W, V;U)

More generally,

LR(W1 ⊗ · · · ⊗Wk, U) ∼= L(W1, ..., Wk; U)

Proof. This is more or less just a restatement of the universal property of
W ⊗V. One should check that this association is indeed an isomorphism.

Exercise D.4 Show that if W is free with basis (f1, ..., fn) then W∗ is also free
and has a dual basis (f1, ..., fn), that is, f i(fj) = δi

j.
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Theorem D.1 If V1, ..., Vk are free R−modules and if (ej
1, ..., e

j
nj

) is a basis
for Vj then set of all decomposable elements of the form e1

i1
⊗ · · · ⊗ ek

ik
form a

basis for V1 ⊗ · · · ⊗Vk.

Proof. We prove this for the case of k = 2. the general case is similar.
We wish to show that if (e1, ..., en1) is a basis for V1 and (f1, ..., fn2) is a basis
for V2 then {ei ⊗ fj} is a basis for V1 ⊗ V2. Define φlk : V1 × V2 → R by
φlk(ei, fj) = δl

iδ
k
j 1 where 1 is the identity in R and

δl
iδ

k
j 1 :=





1 if (l, k) = (i, j)

0 otherwise

Extend this definition bilinearly. These maps are linearly independent in L(W, V; R)
since if

∑
lk alkφlk = 0 in R then for any i, j we have

0 =
∑

lk

alkφlk(ei, fj) =
∑

lk

alkδl
iδ

k
j 1

= aij

Thus dim(V1 ⊗ V2) = dim L(W, V; R) ≥ n1n2. On the other hand, {vi ⊗ wj}
spans the set of all decomposable elements and hence the whole space V1 ⊗V2

so that dim(V1 ⊗V2) ≤ n1n2 and it follows that {vi ⊗ wj} is a basis.

Proposition D.4 There is a unique R-module map ι : L(V1,W1) ⊗ · · · ⊗
L(Vk, Wk) → L(V1 ⊗ · · · ⊗ Vk, W1 ⊗ · · · ⊗ Wk) such that if f1 ⊗ · · · ⊗ fk is
a (decomposable) element of L(V1, W1)⊗ · · · ⊗ L(Vk,Wk) then

ι(f1 ⊗ · · · ⊗ fk)(v1 ⊗ · · · ⊗ vk) = f1(v1) · · · fk(vk).

If the modules are all fintely generated and free then this is an isomorphism.

Proof. If such a map exists, it must be unique since the decomposable
elements span L(V1, W1) ⊗ · · · ⊗ L(Vk, Wk). To show existence we define a
multilinear map

ϑ : V∗1 × · · · ×V∗k ×V1 × · · · ×Vk → W1 ⊗ · · · ⊗Wk

by the recipe

(f1, ..., fk, v1, ..., vk) 7→ f1(v1)⊗ · · · ⊗ fk(vk).

By the universal property there must be a linear map

ϑ̃ : V∗1 ⊗ · · · ⊗V∗k ⊗V1 ⊗ · · · ⊗Vk → W1 ⊗ · · · ⊗Wk

such that ϑ̃ ◦ ⊗ = ϑ where ⊗ is the universal map. Now define

ι(f1 ⊗ · · · ⊗ fk)(v1 ⊗ · · · ⊗ vk)

:= ϑ̃(f1 ⊗ · · · ⊗ fk ⊗ v1 ⊗ · · · ⊗ vk).
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The fact, that ι is an isomorphism in case the Vi are all free follows easily from
exercise D.4 and theorem D.1.

Since R⊗ R = R we obtain

Corollary D.1 There is a unique R-module map ι : V∗1 ⊗ · · · ⊗ V∗k → (V1 ⊗
· · ·⊗Vk)∗ such that if α1⊗· · ·⊗αk is a (decomposable) element of V∗1⊗· · ·⊗V∗k
then

ι(α1 ⊗ · · · ⊗ αk)(v1 ⊗ · · · ⊗ vk) = α1(v1) · · ·αk(vk).

If the modules are all finitely generated and free then this is an isomorphism.

Corollary D.2 There is a unique module map ι0 : W ⊗ V∗ → L(V, W) such
that if v ⊗ β is a (decomposable) element of W ⊗V∗ then

ι0(w ⊗ α)(v) = α(v)w

If V and W are finitely generated free modules then this is an isomorphism.

Proof. If we associate to every w ∈ W the map wmap ∈ L(R, W) given by
wmap(r) := rw then we get an isomorphism W ∼= L(R, W). Use this and then
compose

W ⊗V∗ → L(R, W)⊗ L(V, R)
→ L(R⊗V,W ⊗ R) ∼= L(V,W)

V∗ ⊗W → L(V, R)⊗ L(R, W)
→ L(V ⊗ R,R⊗W) ∼= L(V,W)

By combining Corollary D.1 with Proposition D.3 and taking U = R we
obtain

Corollary D.3 There is a unique R-module map ι : V∗1⊗· · ·⊗V∗k → L(V1, ..., Vk;R)
such that if α1 ⊗ · · · ⊗ αk is a (decomposable) element of V∗1 ⊗ · · · ⊗V∗k then

ι(α1 ⊗ · · · ⊗ αk)(v1, ..., vk) = α1(v1) · · ·αk(vk).

If the finitely generated free modules are all free then this is an isomorphism.
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Appendix E

Modules, Multilinear
Algebra

A great many people think they are thinking when they are merely rearranging their

prejudices.

-William James (1842-1910)

Synopsis: Multilinear maps, tensors, tensor fields.

The set of all vector fields on a manifold is a vector space over the real
numbers but not only can we add vector fields and scale by numbers but we
may also scale by smooth functions. We say that the vector fields form a module
over the ring of smooth functions. A module is similar to a vector space with
the differences stemming from the use of elements of a ring R as the scalars
rather than the field of complex C or real numbers R. For a module, one still
has 1w = w, 0w = 0 and −1w = −w. Of course, every vector space is also a
module since the latter is a generalization of the notion of vector space.

Definition E.1 Let R be a ring. A left R-module (or a left module over
R) is an abelian group W,+ together with an operation R × W → W written
(a,w) 7→ aw such that

1) (a + b)w = aw + bw for all a, b ∈ R and all w ∈ W,
2) a(w1 + w2) = aw1 + aw2 for all a ∈ R and all w2, w1 ∈ W.
A right R-module is defined similarly with the multiplication of the right so

that
1) w(a + b) = wa + wb for all a, b ∈ R and all w ∈ W,
2) (w1 + w2)a = w1a + w2a for all a ∈ R and all w2, w1 ∈ W. .

If the ring is commutative (the usual case for us) then we may right aw = wa
and consider any right module as a left module and vice versa. Even if the ring
is not commutative we will usually stick to left modules and so we drop the
reference to “left” and refer to such as R-modules.

Remark E.1 We shall often refer to the elements of R as scalars.
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Example E.1 An abelian group A,+ is a Z module and a Z-module is none
other than an abelian group. Here we take the product of n ∈ Z with x ∈ A to
be nx := x + · · ·+ x if n ≥ 0 and nx := −(x + · · ·+ x) if n < 0 (in either case
we are adding |n| terms).

Example E.2 The set of all m × n matrices with entries being elements of a
commutative ring R (for example real polynomials) is an R-module.

Example E.3 The module of all module homomorphisms of a module W onto
another module M is a module and is denoted HomR(W,M) or LR(W, M).

Example E.4 Let V be a vector space and ` : V → V a linear operator. Using
this one operator we may consider V as a module over the ring of polynomials
R[t] by defining the “scalar” multiplication by

p(t)v := p(`)v

for p ∈ R[t].

Since the ring is usually fixed we often omit mention of the ring. In par-
ticular, we often abbreviate LR(W,M) to L(W, M). Similar omissions will be
made without further mention. Also, since every real (resp. complex) Banach
space E is a vector space and hence a module over R (resp. C) we must distin-
guish between the bounded linear maps which we have denoted up until now as
L(E; F) and the linear maps that would be denoted the same way in the context
of modules. Our convention will be the following:

Definition E.2 ((convention)) In case the modules in question are presented
as infinite dimensional topological vector spaces, say E and F we will let L(E;F)
continue to mean the space of bounded linear operator unless otherwise stated.

A submodule is defined in the obvious way as a subset S ⊂ W that is
closed under the operations inherited from W so that S itself is a module.
The intersection of all submodules containing a subset A ⊂ W is called the
submodule generated by A and is denoted 〈A〉 and A is called a generating
set. If 〈A〉 = W for a finite set A, then we say that W is finitely generated.

Let S be a submodule of W and consider the quotient abelian group W/S
consisting of cosets, that is sets of the form [v] := v + S = {v + x : x ∈ S}
with addition given by [v] + [w] = [v + w]. We define a scalar multiplication by
elements of the ring R by a[v] := [av] respectively. In this way, W/S is a module
called a quotient module.

Definition E.3 Let W1 and W2 be modules over a ring R. A map L : W1 → W2

is called module homomorphism if

L(aw1 + bw2) = aL(w1) + bL(w2).

By analogy with the case of vector spaces, which module theory includes, we
often characterize a module homomorphism L by saying that L is linear over
R.
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A real (resp. complex) vector space is none other than a module over the
field of real numbers R (resp. complex numbers C). In fact, most of the modules
we encounter will be either vector spaces or spaces of sections of some vector
bundle.

Many of the operations that exist for vector spaces have analogues in the
modules category. For example, the direct sum of modules is defined in the
obvious way. Also, for any module homomorphism L : W1 → W2 we have the
usual notions of kernel and image:

kerL = {v ∈ W1 : L(v) = 0}
img(L) = L(W1) = {w ∈ W2 : w = Lv for some v ∈ W1}.

These are submodules of W1 and W2 respectively.
On the other hand, modules are generally not as simple to study as vector

spaces. For example, there are several notions of dimension. The following
notions for a vector space all lead to the same notion of dimension. For a
completely general module these are all potentially different notions:

1. Length of the longest chain of submodules

0 = Wn ( · · · ( W1 (W

2. The cardinality of the largest linearly independent set (see below).

3. The cardinality of a basis (see below).

For simplicity in our study of dimension, let us now assume that R is com-
mutative.

Definition E.4 A set of elements w1, ..., wk of a module are said to be linearly
dependent if there exist ring elements r1, ..., rk ∈ R not all zero, such that
r1w1 + · · · + rkwk = 0. Otherwise, they are said to be linearly independent.
We also speak of the set {w1, ..., wk} as being a linearly independent set.

So far so good but it is important to realize that just because w1, ..., wk

are linearly independent doesn’t mean that we may write each of these wi as a
linear combination of the others. It may even be that some element w forms a
linearly dependent set since there may be a nonzero r such that rw = 0 (such a
w is said to have torsion).

If a linearly independent set {w1, ..., wk} is maximal in size then we say that
the module has rank k. Another strange possibility is that a maximal linearly
independent set may not be a generating set for the module and hence may not
be a basis in the sense to be defined below. The point is that although for an
arbitrary w ∈ W we must have that {w1, ..., wk}∪{w} is linearly dependent and
hence there must be a nontrivial expression rw + r1w1 + · · ·+ rkwk = 0, it does
not follow that we may solve for w since r may not be an invertible element of
the ring (i.e. it may not be a unit).
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Definition E.5 If B is a generating set for a module W such that every element
of W has a unique expression as a finite R-linear combination of elements of B
then we say that B is a basis for W.

Definition E.6 If an R-module has a basis then it is referred to as a finitely
generated free module.

If a module over a (commutative) ring R has a basis then the number of
elements in the basis is called the dimension and must in this case be the same
as the rank (the size of a maximal linearly independent set). If a module W is
free with basis w1, ..., wn then we have an isomorphism Rn ∼= W given by

(r1, ..., rn) 7→ r1w1 + · · ·+ rnwn.

Exercise E.1 Show that every finitely generated R-module is the homomorphic
image of a finitely generated free module.

It turns out that just as for vector spaces the cardinality of a basis for a
finitely generated free module W is the same as that of every other basis for
W. The cardinality of any basis for a finitely generated free module W is called
the dimension of W. If R is a field then every module is free and is a vector
space by definition. In this case, the current definitions of dimension and basis
coincide with the usual ones.

The ring R is itself a free R-module with standard basis given by {1}. Also,
Rn := R × · · · × R is a finitely generated free module with standard basis
{e1, ...., en} where, as usual ei := (0, ..., 1, ..., 0); the only nonzero entry being
in the i-th position.

Definition E.7 Let k be a commutative ring, for example a field such as R or
C. A ring A is called a k-algebra if there is a ring homomorphism µ : k → R
such that the image µ(k) consists of elements that commute with everything in
A. In particular, A is a module over k.

Example E.5 The ring C∞M (U) is an R-algebra.

We shall have occasion to consider A-modules where A is an algebra over
some k. In this context the elements of A are still called scalars but the elements
of k ⊂ A will be referred to as constants.

Example E.6 For an open set U ⊂ M the set vector fields XM (U) is a vector
space over R but it is also a module over the R-algebra C∞M (U). So for all X, Y ∈
XM (U) and all f, g ∈ C∞M (U) we have

1. f(X + Y ) = fX + fY

2. (f + g)X = fX + gX

3. f(gX) = (fg)X
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Similarly, X∗M (U) = Γ(U, T ∗M) is also a module over C∞M (U) that is naturally
identified with the module dual XM (U)∗ by the pairing (θ, X) 7→ θ(X). Here
θ(X) ∈ C∞M (U) and is defined by p 7→ θp(Xp). The set of all vector fields
Z ⊂ X(U) that are zero at a fixed point p ∈ U is a submodule in X(U). If
U, (x1, ..., xn) is a coordinate chart then the set of vector fields

∂

∂x1
, ...,

∂

∂xn

is a basis (over C∞M (U)) for the module X(U). Similarly,

dx1, ..., dxn

is a basis for X∗M (U). It is important to realize that if U is not a coordinate chart
domain then it may be that XM (U) and XM (U)∗ have no basis. In particular,
we should not expect X(M) to have a basis in the general case.

Example E.7 The sections of any vector bundle over a manifold M form a
C∞(M)-module denoted Γ(E). Let E → M be a trivial vector bundle of finite
rank n. Then there exists a basis of vector fields E1, ..., En for the module Γ(E).
Thus for any section X there exist unique functions f i such that

X =
∑

f iEi.

In fact, since E is trivial we may as well assume that E = M×Rn pr1→ M . Then
for any basis e1, ..., en for Rn we may take

Ei(x) := (x, ei).

Definition E.8 Let Vi, i = 1, ..., k and W be modules over a ring R. A map
µ : V1 × · · · × Vk → W is called multilinear (k-multilinear) if for each i,
1 ≤ i ≤ k and each fixed (w1, ..., ŵi, ..., wk) ∈ V1 × · · · × V̂1 × · · · ×Vk we have
that the map

v 7→ µ(w1, ..., v
i−th

, ..., wk),

obtained by fixing all but the i-th variable, is a module homomorphism. In
other words, we require that µ be R- linear in each slot separately. The set
of all multilinear maps V1×· · ·×Vk → W is denoted LR(V1, ..., Vk;W). If V1 =
· · · = Vk = V then we abbreviate this to Lk

R(V;W).

The space of multilinear maps LR(V1, ..., Vk;W) is itself an R-module in a
fairly obvious way. For a, b ∈ R and µ1, µ2 ∈ LR(V1, ..., Vk;W) then aµ1 + bµ2

is defined in the usual way.

Purely algebraic results

In this section we intend all modules to be treated strictly as modules. Thus we
do not require multilinear maps to be bounded. In particular, LR(V1, ..., Vk;W)
does not refer to bounded multilinear maps even if the modules are coinciden-
tally Banach spaces. We shall comment on how thing look in the Banach space
category in a later section.
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Definition E.9 The dual of an R−module W is the module W∗ := HomR(W,R)
of all R-linear functionals on W.

Any element of W can be though of as an element of W∗∗ := HomR(W∗,R)
according to w(α) := α(w). This provides a map W ↪→ W∗∗ an if this map is
an isomorphism then we say that W is reflexive .

If W is reflexive then we are free to identify W with W∗∗.

Exercise E.2 Show that if W is a free with finite dimension then W is reflexive.
We sometimes write wy(α) = 〈w,α〉 = 〈α,w〉.

There is a bit of uncertainty about how to use the word “tensor”. On the
one hand, a tensor is a certain kind of multilinear mapping. On the other hand,
a tensor is an element of a tensor product (defined below) of several copies of a
module and its dual. For finite dimensional vector spaces these two viewpoints
turn out to be equivalent as we shall see but since we are also interested in infinite
dimensional spaces we must make a terminological distinction. We make the
following slightly nonstandard definition:

Definition E.10 Let V and W be R-modules. A W-valued ( r
s )-tensor map

on V is a multilinear mapping of the form

Λ : V∗ ×V∗ · · · ×V∗︸ ︷︷ ︸
r−times

×V ×V × · · · ×V︸ ︷︷ ︸
s−times

→ W.

The set of all tensor maps into W will be denoted T r
s (V;W). Similarly, a

W-valued ( s
r )-tensor map on V is a multilinear mapping of the form

Λ : V ×V × · · · ×V︸ ︷︷ ︸
s−times

×V∗ ×V∗ · · · ×V∗︸ ︷︷ ︸
r−times

→ W

and the corresponding space of all such is denoted T s
r (V;W).

There is, of course, a natural isomorphism T s
r (V;W) ∼=T r

s (V;W) induced
by the map Vs × V∗r∼=V∗r × Vs given on homogeneous elements by v ⊗ ω 7→
ω ⊗ v. (Warning) In the presence of an inner product there is another possible
isomorphism here given by v ⊗ ω 7→ [v ⊗ ]ω. This map is a “transpose”
map and just as we do not identify a matrix with its transpose we do
not generally identify individual elements under this isomorphism.

Remark E.2 The reader may have wondered about the possibly of multilinear
maps were the covariant and contravariant variables are interlaced such as Υ :
V ×V∗×V ×V∗×V∗ → W. Of course, such things exist and this example would
be an element of what we might denote by T 1

1
1

2 (V;W). But we can agree to
associate to each such object an unique element of T 3

2 (V; W) by simple keeping
the order among the covariant variable and among the contravariant variable but
shifting all covariant variables to the left of the contravariant variables. Some
authors have insisted on the need to avoid this consolidation for reasons which
we will show to be unnecessary below.
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Notation E.1 For the most part we shall be needing only T r
s (V;W) and so

we agree abbreviate this to T r
s (V;W) and call the elements (r, s)-tensor maps.

So by convention

T r
s (V;W) := T r

s (V;W)
but

T r
s (V;W) 6= T r

s (V;W).

Elements of T r
0 (V) are said to be of contravariant type and of degree r

and those in T 0
s (V) are of covariant type (and degree s). If r, s > 0 then the

elements of T r
s (V) are called mixed tensors (of tensors of mixed type)

with contravariant degree r and covariant degree s.

Remark E.3 An R -valued (r, s)-tensor map is usually just called an (r, s)-
tensor but as we mentioned above, there is another common meaning for this
term which is equivalent in the case of finite dimensional vector spaces. The
word tensor is also used to mean “tensor field” (defined below). The context
will determine the proper meaning.

Remark E.4 The space T r
s (V; R) is sometimes denoted by T r

s (V;R) (or even
T r

s (V) in case R = R) but we reserve this notation for another space defined
below which is canonically isomorphic to T r

s (V; R) in case V is free with finite
dimension.

Definition E.11 If Υ1 ∈ T k1
l1

(V;R) and Υ2 ∈ T k2
l2

(V;R) then Υ1 ⊗ Υ2 ∈
T k1+k2

l1+l2
(V;R) where

(Υ1 ⊗Υ2) (θ1, ..., θk1+k2 , v1, ..., vl1+l2)
= Υ1(θ1, ..., θk1 , v1, , ..., vl1)Υ2(θk1+1, ..., θk2 , vl1+1, , ..., vl2).

Remark E.5 We call this type of tensor product the “map” tensor product
in case we need to distinguish it from the tensor product defined below.

Now suppose that V is free with finite dimension n. Then there is a basis
f1, ..., fn for V with dual basis f1, ..., fn. Now we have V∗ = T 0

1 (V; R). Also,
we may consider fi ∈ V∗∗ = T 0

1 (V∗;R) and then, as above, take tensor products
to get elements of the form

fi1 ⊗ · · · ⊗ fir ⊗ f j1 ⊗ · · · ⊗ f js .

These are multilinear maps in T r
s (V; R) by definition:

(fi1 ⊗ · · · ⊗ fir ⊗ f j1 ⊗ · · · ⊗ f js)(α1, ..., αr, v1, ..., vs)

= α1(fi1) · · ·αr(fir )f
j1(v1) · · · f js(vs).

There are nsnr such maps that together form a basis for T r
s (V; R) which is

therefore also free. Thus we may write any tensor map Υ ∈ T r
s (V; R) as a sum

Υ =
∑

Υi1...ir
j1,...js fi1 ⊗ · · · ⊗ fir ⊗ f j1 ⊗ · · · ⊗ f js
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and the scalars Υi1...ir
j1,...js

∈ R
We shall be particularly interested in the case where all the modules are

real (or complex) vector spaces such as the tangent space at a point on a
smooth manifold. As we mention above, we will define a space T r

s (V;R) for
each (r, s) that is canonically isomorphic to T r

s (V; R). There will be a product
⊗T r

s (V;R)×T p
q (V;R) → T r+p

s+q (V; R) for these spaces also and this will match up
with the current definition under the canonical isomorphism.

Example E.8 The inner product (or “dot product”) on the Euclidean vector
space Rn given for vectors ṽ = (v1, ..., vn) and w̃ = (w1, ..., wn) by

(~v, ~w) 7→ 〈~v, ~w〉 =
n∑

i=1

viwi

is 2-multilinear (more commonly called bilinear).

Example E.9 For any n vectors ṽ1, ..., ṽn ∈ Rn the determinant of (ṽ1, ..., ṽn)
is defined by considering ṽ1, ..., ṽn as columns and taking the determinant of the
resulting n × n matrix. The resulting function is denoted det(ṽ1, ..., ṽn) and is
n-multilinear.

Example E.10 Let X(M) be the C∞(M)-module of vector fields on a manifold
M and let X∗(M) be the C∞(M)-module of 1-forms on M . The map X∗(M)×
X(M) → C∞(M) given by (α, X) 7→ α(X) ∈ C∞(M) is clearly multilinear
(bilinear) over C∞(M).

Suppose now that we have two R-modules V1 and V2. Let us construct
a category CV1×V2 whose objects are bilinear maps V1 × V2 → W where W
varies over all R-modules but V1 and V2 are fixed. A morphism from, say
µ1 : V1×V2 → W1 to µ2 : V1×V2 → W2 is defined to be a map ` : W1 → W2

such that the diagram
W1

↗µ1

V1 ×V2 ` ↓
↘µ2

W2

commutes. Suppose that there is an R-module TV1,V2 together with a bilinear
map t : V1 × V2 → TV1,V2 that has the following universal property for this
category: For every bilinear map µ : V1×V2 → W there is a unique linear map
µ̃ : TV1,V2 → W such that the following diagram commutes:

V1 ×V2
µ→ W

t ↓ ↗eµ
TV1,V2

If such a pair TV1,V2 , t exists with this property then it is unique up to isomor-
phism in CV1×V2 . In other words, if t̂ : V1×V2 → T̂V1,V2 is another object with
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this universal property then there is a module isomorphism TV1,V2
∼= T̂V1,V2

such that the following diagram commutes:

TV1,V2

↗t

V1 ×V2
∼=↓

↘bt
T̂V1,V2

We refer to any such universal object as a tensor product of V1 and V2. We
will construct a specific tensor product that we denote by V1 ⊗ V2 with the
corresponding map denoted by ⊗ : V1×V2 → V1⊗V2. More generally, we seek
a universal object for k-multilinear maps µ : V1 × · · · ×Vk → W.

Definition E.12 A module T = TV1,··· ,Vk
together with a multilinear map u :

V1 × · · ·×Vk → T is called universal for k-multilinear maps on V1×· · ·×
Vk if for every multilinear map µ : V1 × · · ·×Vk → W there is a unique linear
map µ̃ : T → W such that the following diagram commutes:

V1 × · · · ×Vk
µ→ W

u ↓ ↗eµ
T

,

i.e. we must have µ = µ̃ ◦ u. If such a universal object exists it will be called
a tensor product of V1 , ..., Vk and the module itself T = TV1,··· ,Vk

is also
referred to as a tensor product of the modules V1 , ..., Vk.

Lemma E.1 If two modules T1,u1 and T2,u2 are both universal for k-multilinear
maps on V1 × · · · × Vk then there is an isomorphism Φ : T1 → T2 such that
Φ ◦ u1 = u2;

V1 × · · · ×Vk

u1 ↙ ↘ u2

T1
Φ→ T2

.

Proof. By the assumption of universality, there are maps u1 and u2 such
that Φ ◦u1 = u2 and Φ̄ ◦u2 = u1. We thus have Φ̄ ◦Φ ◦u1 = u1 = id and by the
uniqueness part of the universality of u1 we must have Φ̄ ◦ Φ = id or Φ̄ = Φ−1.

We now show the existence of a tensor product. The specific tensor product
of modules V1, ..., Vk that we construct will be denoted by V1 ⊗ · · · ⊗ Vk and
the corresponding map will be denoted by

⊗k : V1 × · · · ×Vk → V1 ⊗ · · · ⊗Vk.

We start out by introducing the notion of a finitely generated free module
on an arbitrary set. If S is just some set, then we may consider the set FR(S)
all finite formal linear combinations of elements of S with coefficients from R.
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For example, if a, b, c ∈ R and s1, s2, s3 ∈ S then as1 + bs2 + cs3 is such a formal
linear combination. In general, an element of FR(S) will be of the form

∑

s∈S

ass

where the coefficients as are elements of R and all but finitely many are 0.
Thus the sums involved are always finite. Addition of two such expressions and
multiplication by elements of R are defined in the obvious way;

b
∑

s∈S

ass =
∑

s∈S

bass

∑

s∈S

ass +
∑

s∈S

bss =
∑

s∈S

(as + bs)s.

This is all just a way of speaking of functions a() : S → R with finite
support. It is also just a means of forcing the element of our arbitrary set to
be the “basis elements” of a modules. The resulting module FR(S) is called the
finitely generated free module generated by S. For example, the set of
all formal linear combinations of the set of symbols {i, j} over the real number
ring, is just a 2 dimensional vector space with basis {i, j}.

Let V1 , · · · , Vk be modules over R and let FR(V1×· · ·×Vk) denote the set of
all formal linear combinations of elements of the Cartesian product V1×· · ·×Vk.
For example

3(v1, w)− 2(v2, w) ∈ FR(V, W)

but it is not true that 3(v1, w) − 2(v2, w) = 3(v1 − 2v2, w) since (v1, w),
(v2, w) and (v1 − 2v2, w) are linearly independent by definition. We now de-
fine a submodule of FR(V1 × · · · × Vk). Consider the set B of all elements of
FR(V1 × · · · ×Vk) that have one of the following two forms:

1.
(v1, ..., avi, · · · , vk)− a(v1, ..., vi, · · · , vk)

for some a ∈ R and some 1 ≤ i ≤ k and some (v1, ..., vi, · · · , vk) ∈
V1 × · · · ×Vk.

2.

(v1, ..., vi + wi, · · · , vk)− (v1, ..., vi, · · · , vk)− (v1, ..., wi, · · · , vk)

for some 1 ≤ i ≤ k and some choice of (v1, ..., vi, · · · , vk) ∈ V1 × · · · ×Vk

and wi ∈ Vi.

We now define 〈B〉 to be the submodule generated by B and then define
the tensor product V1 ⊗ · · · ⊗ Vk of the spaces V1, · · · , Vk to be the quotient
module FR(V1 × · · · ×Vk)/〈B〉. Let

π : FR(V1 × · · · ×Vk) → FR(V1 × · · · ×Vk)/〈B〉
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be the quotient map and define v1 ⊗ · · · ⊗ vk to be the image of (v1, · · · , vk) ∈
V1 × · · · × Vk under this quotient map. The quotient is the tensor space we
were looking for

V1 ⊗ · · · ⊗Vk := FR(V1 × · · · ×Vk)/〈B〉.

To get our universal object we need to define the corresponding map. The map
we need is just the composition

V1 × · · · ×Vk ↪→ FR(V1 × · · · ×Vk) → V1 ⊗ · · · ⊗Vk.

We denote this map by ⊗k : V1 × · · · × Vk → V1 ⊗ · · · ⊗ Vk . Notice that
⊗k(v1, · · · , vk) = v1 ⊗ · · · ⊗ vk. By construction, we have the following facts:

1.
v1 ⊗ · · · ⊗ avi ⊗ · · · ⊗ vk = av1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vk

for any a ∈ R, any i ∈ {1, 2, ..., k} and any (v1, ..., vi, · · · , vk) ∈ V1× · · · ×
Vk.

2.

v1 ⊗ · · · ⊗ (vi + wi)⊗ · · · ⊗ vk

= v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vk + v1 ⊗ · · · ⊗ wi ⊗ · · · ⊗ vk

any i ∈ {1, 2, ..., k} and for all choices of v1, ..., vk and wi.

Thus ⊗k is multilinear.

Definition E.13 The elements in the image of π, that is, elements that may
be written as v1 ⊗ · · · ⊗ vk for some vi, are called decomposable .

Exercise E.3 Not all elements are decomposable but the decomposable elements
generate V1 ⊗ · · · ⊗Vk.

It may be that the Vi may be modules over more that one ring. For example,
any complex vector space is a module over both R and C. Also, the module of
smooth vector fields XM (U) is a module over C∞(U) and a module (actually
a vector space) over R. Thus it is sometimes important to indicate the ring
involved and so we write the tensor product of two R-modules V and W as
V⊗R W. For instance, there is a big difference between XM (U)⊗C∞(U) XM (U)
and XM (U)⊗R XM (U).

Now let ⊗k : V1 × · · · × Vk → V1 ⊗ · · · ⊗ Vk be natural map defined above
which is the composition of the set injection V1×· · ·×Vk ↪→ FR(V1×· · ·×Vk)
and the quotient map FR(V1 × · · · × Vk) → V1 ⊗ · · · ⊗ Vk. We have seen that
this map actually turns out to be a multilinear map.
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Theorem E.1 Given modules V1, ..., Vk, the space V1⊗ · · · ⊗Vk together with
the map ⊗khas the following universal property:

For any k-multilinear map µ : V1 × · · · × Vk → W , there is a unique linear
map µ̃ : V1 ⊗ · · · ⊗ Vk → W called the universal map, such that the following
diagram commutes:

V1 × · · · ×Vk
µ−→ W

⊗k ↓ ↗eµ
V1 ⊗ · · · ⊗Vk

.

Thus the pair (V1 ⊗ · · · ⊗ Vk, ⊗k) is universal for k-multilinear maps on
V1 × · · · × Vk and by E.1 if T, u is any other universal pair for k-multilinear
map we have V1⊗· · ·⊗Vk

∼= T. The module V1⊗· · ·⊗Vk is called the tensor
product of V1, ..., Vk.

Proof. Suppose that µ : V1 × · · · ×Vk → W is multilinear. Since, FR(V1 ×
· · · × Vk) is free there is a unique linear map M : FR(V1 × · · · × Vk) → W
such that M((v1, ..., vk)) = µ(v1, ..., vk). Clearly, this map is zero on 〈B〉 and
so there is a factorization µ̃ of M through V1 ⊗ · · · ⊗Vk. Thus we always have

µ̃(v1 ⊗ · · · ⊗ vk) = M((v1, ..., vk)) = µ(v1, ..., vk).

It is easy to see that µ̃ is unique since a linear map is determined by its action
on generators (the decomposable elements generate V1 ⊗ · · · ⊗Vk)

Lemma E.2 We have the following natural isomorphisms:
1) (V⊗W)⊗U ∼= V⊗(W⊗U) ∼= V⊗(W⊗U) and under these isomorphisms

(v ⊗ w)⊗ u ←→ v ⊗ (w ⊗ u) ←→ v ⊗ w ⊗ u.
2) V ⊗W ∼= W ⊗V and under this isomorphism v ⊗ w ←→ w ⊗ v.

Proof. We prove (1) and leave (2) as an exercise.
Elements of the form (v ⊗ w) ⊗ u generate (V ⊗W) ⊗ U so any map that

sends (v ⊗ w) ⊗ u to v ⊗ (w ⊗ u) for all v,w, u must be unique. Now we have
compositions

(V ×W)×U ⊗×idU→ (V ⊗W)×U ⊗→ (V ⊗W)⊗U

and
V × (W ×U) idU×⊗→ (V ×W)⊗U ⊗→ V ⊗ (W ⊗U).

It is a simple matter to check that these composite maps have the same universal
property as the map V ×W × U ⊗→ V ⊗W ⊗ U. The result now follows from
the existence and essential uniqueness results proven so far (E.1 and E.1).

We shall use the first isomorphism and the obvious generalizations to identify
V1 ⊗ · · · ⊗ Vk with all legal parenthetical constructions such as (((V1 ⊗ V2) ⊗
· · · ⊗Vj)⊗ · · · )⊗Vk and so forth. In short, we may construct V1⊗ · · · ⊗Vk by
tensoring spaces two at a time. In particular we assume the isomorphisms

(V1 ⊗ · · · ⊗Vk)⊗ (W1 ⊗ · · · ⊗Wk) ∼= V1 ⊗ · · · ⊗Vk ⊗W1 ⊗ · · · ⊗Wk
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which map (v1 ⊗ · · · ⊗ vk)⊗ (w1 ⊗ · · · ⊗ wk) to v1 ⊗ · · · ⊗ vk ⊗ w1 ⊗ · · · ⊗ wk.
Consider the situation where we have module homomorphisms hi : Wi → Vi

for 1 ≤ i ≤ m. We may then define a map T (h1, ..., hm) : W1 ⊗ · · · ⊗Wm →
V1 ⊗ · · · ⊗ Vm (by using the universal property again) so that the following
diagram commutes:

W1 × · · · ×Wm
h1×...×hm→ V1 × · · · ×Vm

⊗k ↓ ⊗k ↓
W1 ⊗ · · · ⊗Wm

T (h1,...,hm)→ V1 ⊗ · · · ⊗Vm

.

This is functorial in the sense that

T (h1, ..., hm) ◦ T (g1, ..., gm) = T (h1 ◦ g1, ..., hm ◦ gm)

and T (id, ..., id) = id. Also, T (h1, ..., hm) has the following effect on decompos-
able elements:

T (h1, ..., hm)(v1 ⊗ · · · ⊗ vm) = h1(v1)⊗ · · · ⊗ hm(vm).

Now we could jump the gun a bit and use the notation h1 ⊗ · · · ⊗ hm for
T (h1, ..., hm) but is this the same thing as the element of HomR(W1,V1)⊗· · ·⊗
HomR(Wm,Vm) which must be denoted the same way? The answer is that
in general, these are distinct objects. On the other hand, there is little harm
done if context determines which of the two possible meanings we are invoking.
Furthermore, we shall see than in many cases, the two meanings actually do
coincide.

The following proposition give a basic and often used isomorphism:

Proposition E.1 For R−modules W, V, U we have

HomR(W ⊗V, U) ∼= L(W,V; U)

More generally,

HomR(W1 ⊗ · · · ⊗Wk,U) ∼= L(W1, ..., Wk; U)

Proof. This is more or less just a restatement of the universal property of
W ⊗V. One should check that this association is indeed an isomorphism.

Exercise E.4 Show that if W is free with basis (f1, ..., fn) then W∗ is also free
and has a dual basis f1, ..., fn, that is, f i(fj) = δi

j.

Theorem E.2 If V1, ..., Vk are free R−modules and if (vj
1, ..., v

j
nj

) is a basis for
Vj then set of all decomposable elements of the form v1

i1
⊗ · · ·⊗ vk

ik
form a basis

for V1 ⊗ · · · ⊗Vk.

Proposition E.2 There is a unique R-module map ι : W∗
1⊗· · ·⊗W∗

k → (W1⊗
· · ·⊗Wk)∗ such that if α1⊗· · ·⊗αk is a (decomposable) element of W∗

1⊗· · ·⊗W∗
k

then
ι(α1 ⊗ · · · ⊗ αk)(w1 ⊗ · · · ⊗ wk) = α1(w1) · · ·αk(wk).

If the modules are all free then this is an isomorphism.
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Proof. If such a map exists, it must be unique since the decomposable
elements span W∗

1 ⊗ · · · ⊗W∗
k. To show existence we define a multilinear map

ϑ : W∗
1 × · · · ×W∗

k ×W1 × · · · ×Wk → R

by the recipe
(α1, ..., αk, w1, ..., wk) 7→ α1(w1) · · ·αk(wk).

By the universal property there must be a linear map

ϑ̃ : W∗
1 ⊗ · · · ⊗W∗

k ⊗W1 ⊗ · · · ⊗Wk → R

such that ϑ̃ ◦ u = ϑ where u is the universal map. Now define

ι(α1 ⊗ · · · ⊗ αk)(w1 ⊗ · · · ⊗ wk)

:= ϑ̃(α1 ⊗ · · · ⊗ αk ⊗ w1 ⊗ · · · ⊗ wk).

The fact, that ι is an isomorphism in case the Wi are all free follows easily from
exercise D.4 and theorem ??.

Definition E.14 The k-th tensor power of a module W is defined to be

W⊗k := W ⊗ · · · ⊗W.

This module is also denoted
⊗k(W). We also define the space of ( r

s )-tensors
on W : ⊗ r

s
(W) := W⊗r ⊗ (W∗)⊗s.

Similarly,
⊗

s
r (W) := (W∗)⊗s ⊗W⊗r is the space of ( s

r )-tensors on W.

Again, although we distinguish
⊗ r

s (W) from
⊗

s
r (W) we shall be able

to develop things so as to use mostly the space
⊗ r

s (W) and so eventually we
take

⊗r
s(W) to mean

⊗ r
s (W).

If (v1, ..., vn) is a basis for a module V and (υ1, ..., υn) the dual basis for V∗

then a basis for
⊗ r

s (V) is given by

{vi1 ⊗ · · · ⊗ vir ⊗ υj1 ⊗ · · · ⊗ υjs}
where the index set is the set I(r, s, n) defined by

I(r, s, n) := {(i1, ..., ir; j1, ..., js) : 1 ≤ ik ≤ n and 1 ≤ jk ≤ n}.
Thus

⊗ r
s (V) has dimension nrns (where n = dim(V)).

We restate the universal property in this special case of tensors:

Proposition E.3 (Universal mapping property) Given a module or vec-
tor space V over R, then

⊗r
s(V) has associated with it, a map

⊗( r
s ) : V ×V × · · · ×V︸ ︷︷ ︸

r

×V∗ ×V∗ × · · · ×V∗︸ ︷︷ ︸
s

→
⊗ r

s
(V)
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such that for any multilinear map Λ ∈ T r
s (V;R);

Λ : V ×V × · · · ×V︸ ︷︷ ︸
r−times

×V∗ ×V∗ · · · ×V∗︸ ︷︷ ︸
s−times

→ R

there is a unique linear map Λ̃ :
⊗ r

s (V) → R such that Λ̃ ◦ ⊗( r
s ) = Λ.

Up to isomorphism, the space
⊗ r

s (V) is the unique space with this universal
mapping property.

Corollary E.1 There is an isomorphism (
⊗ r

s (V))∗ ∼= T r
s (V) given by Λ̃ 7→

Λ̃ ◦ ⊗r
s. (Warning: Notice that the T r

s (V) occurring here is not the default
space T r

s (V) that we eventually denote by T r
s (V).

Corollary E.2 (
⊗ r

s (V∗))∗ = T r
s (V∗)

Now along the lines of the map of proposition E.2 we have a homomorphism

ιr.s :
⊗ r

s (V) → T r
s (V) (E.1)

given by

ιr.s(
(
v1 ⊗ · · · ⊗ vr ⊗ η1 ⊗ · · · ..⊗ ηs

)
)(θ1, ..., θr,w1, .., ws)

= θ1(v1)θ2(v2) · · · θl(vl)η1(w1)η2(w2) · · · ηk(wk)

θ1, θ2, ..., θr ∈ V∗ and w1, w2, .., wk ∈ V. If V is a finite dimensional finitely
generated free module then we have V = V∗∗. This is the reflexive property.

Definition E.15 We say that V is totally reflexive if the homomorphism ??
just given is in fact an isomorphism. This happens for finitely generated free
modules:

Proposition E.4 For a finite dimensional finitely generated free module V we
have a natural isomorphism

⊗ r
s (V) ∼= T r

s (V). The isomorphism is given by
the map ιr.s (see ??)

Proof. Just to get the existence of a natural isomorphism we may observe
that

⊗ r
s (V) =

⊗ r
s (V∗∗) = (

⊗ r
s (V∗))∗

= T r
s (V∗) = L(V∗r, V∗∗s;R)

= L(V∗r, Vs;R) : =T r
s (V).

We would like to take a more direct approach. Since V is free we may take
a basis {f1, ..., fn} and a dual basis {f1, ..., fn} for V∗. It is easy to see that
ιrs sends the basis elements of

⊗ r
s (V) to basis elements of T r

s (V; R) as for
example

ι11 : f i ⊗ fj 7→ f i ⊗ fj
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where only the interpretation of the ⊗ changes. On the right side f i ⊗ fj is by
definition the multilinear map f i ⊗ fj : (α, v) := α

(
f i

)
fj(v)

In the finite dimensional case, we will identify
⊗ r

s (V) with the space
T r

s (V;R) =L(Vr∗, Vs; R) of r, s-multilinear maps. We may freely think of a
decomposable tensor v1 ⊗ ... ⊗ vr ⊗ η1 ⊗ ... ⊗ ηs as a multilinear map by the
formula

(v1 ⊗ · · · ⊗ vr ⊗ η1 ⊗ · · · ..⊗ ηs) · (θ1, ..., θr,w1, .., ws)

= θ1(v1)θ2(v2) · · · θl(vl)η1(w1)η2(w2) · · · ηk(wk)

U) of smooth vector fields over an open set U in some manifold M . We shall see
that for finite dimensional manifolds T r

s (X(U)) is naturally isomorphic to the
smooth sections of a so called tensor bundle. We take up this important topic
shortly.

E.0.1 Contraction of tensors

Consider a tensor of the form v1 ⊗ v2 ⊗ η1 ⊗ η2 ∈ T 2
2 (V) we can define the 1,1

contraction of v1 ⊗ v2 ⊗ η1 ⊗ η2 as the tensor obtained as

C1
1 (v1 ⊗ v2 ⊗ η1 ⊗ η2) = η1(v1)v2 ⊗ η2.

Similarly we can define

C1
2 (v1 ⊗ v2 ⊗ η1 ⊗ η2) = η2(v1)v2 ⊗ η1.

In general, we could define Ci
j on “monomials” v1⊗v2...⊗vr⊗η1⊗η2⊗ ...⊗ηs

and then extend linearly to all of T r
s (V). This works fine for V finite dimensional

and turns out to give a notion of contraction which is the same a described in
the next definition.

Definition E.16 Let {e1, ..., en} ⊂ V be a basis for V and {e1, ..., en} ⊂ V∗ the
dual basis. If τ ∈ T r

s (V) we define Ci
jτ ∈ T r−1

s−1 (V)

Ci
jτ(θ1, ..., θr−1, w1, .., ws−1)

=
n∑

k=1

τ(θ1, ..., ek

i−th position
, . . . , θr−1, w1, . . . , ek

j−th position
, . . . , ws−1).

It is easily checked that this definition is independent of the basis chosen. In
the infinite dimensional case the sum contraction cannot be defined in general
to apply to all tensors. However, we can still define contractions on linear
combinations of tensors of the form v1 ⊗ v2...⊗ vr ⊗ η1 ⊗ η2 ⊗ ...⊗ ηs as we did
above. Returning to the finite dimensional case, suppose that

τ =
∑

τ i1,...,ir

j1,...,js
ei1 ⊗ ...⊗ eir ⊗ ej1 ⊗ ...⊗ ejs .
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Then it is easy to check that if we define

τ
i1,...,ir−1
j1,...,js−1

=
n∑

k=1

τ
i1,...,k,....,ir−1
j1,....,k,...,js−1

where the upper repeated index k is in the i-th position and the lower occurrence
of k is in the j-th position then

Ci
jτ =

∑
τ

i1,...,ir−1
j1,...,js−1

ei1 ⊗ ...⊗ eir−1e
j1 ⊗ ...⊗ ejs−1 .

Even in the infinite dimensional case the following definition makes sense. The
contraction process can be repeated until we arrive at a function.

Definition E.17 Given τ ∈ T r
s and σ = w1⊗ ...⊗wl⊗η1⊗η2⊗ ...⊗ηm ∈ T l

m

a simple tensor with l ≤ r and m ≤ s, we define the contraction against σ by

σyτ(α1, ..., αr−l, v1, ..., vr−l)

:= C(τ ⊗ (w1 ⊗ ...⊗ wl ⊗ η1 ⊗ η2 ⊗ ...⊗ ηm))

:= τ(η1, ..., ηm, α1, ..., αr−l, w1, ..., wl, v1, ..., vr−l).

For a given simple tensor σ we thus have a linear map σy : T r
s → T r−l

s−m. For
finite dimensional V this can be extended to a bilinear pairing between T l

m and
T r

s

T l
m(V)× T r

s (V) → T r−l
s−m(V).

E.0.2 Extended Matrix Notation.

A =
∑

Ai1···ir
j1···js

ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs

is abbreviated to
A = AI

JeIe
J

or in matrix notation
A =eAe∗

In fact, as a multilinear map we can simply let v denote an r−tuple of vectors
from V and θ an s−tuple of elements of V∗. Then A(θ,v) = θeAe∗v where for
example

θe = θ1(ei1) · · · θr(eir )

and
e∗v = ej1(v1) · · · ejs(vs)

so that
θeAεv =

∑
Ai1···ir

j1···js
θ1(ei1) · · · θr(eir )e

j1(v1) · · · ejs(vs).

Notice that if one takes the convention that objects with indices up are “column
vectors” and indices down “row vectors” then to get the order of the matrices
correctly the repeated indices should read down then up going from left to right.
So AI

JeIe
J should be changed to eIA

I
JeJ before it can be interpreted as a matrix

multiplication.
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Remark E.6 We can also write 4K′
I AI

J4J
L′ = AK′

L′ where 4R
S′ = eRe′S.

E.0.3 R−Algebras

Definition E.18 Let R be a commutative ring. An R−algebra A is an R−module
that is also a ring with identity 1A where the ring addition and the module ad-
dition coincide; and where

1) r(a1a2) = (ra1)a2 = a1(ra2) for all a1, a2 ∈ A and all r ∈ R,
2) (r1r2)(a1a2) = (r1a1)(r2a2).
If we also have (a1a2)a3 = a1(a2a3) for all a1, a2, a3 ∈ A we call A an

associative R−algebra.

Definition E.19 Let A and B be R−algebras. A module homomorphism h :
A → B that is also a ring homomorphism is called an R−algebra homo-
morphism. Epimorphism, monomorphism and isomorphism are defined in the
obvious way.

If a submodule I of an algebra A is also a two sided ideal with respect to
the ring structure on A then A/I is also an algebra.

Example E.11 The set of all smooth functions C∞(U) is an R−algebra (R is
the real numbers) with unity being the function constantly equal to 1.

Example E.12 The set of all complex n×n matrices is an algebra over C with
the product being matrix multiplication.

Example E.13 The set of all complex n × n matrices with real polynomial
entries is an algebra over the ring of polynomials R[x].

Definition E.20 The set of all endomorphisms of an R−module W is an R−algebra
denoted EndR(W) and called the endomorphism algebra of W. Here, the sum
and scalar multiplication is defined as usual and the product is composition. Note
that for r ∈ R

r(f ◦ g) = (rf) ◦ g = f ◦ (rg)

where f, g ∈ EndR(W).

Definition E.21 A Z-graded R-algebra is an R-algebra with a direct sum de-
composition A =

∑
i∈Z Ai such that AiAj ⊂ Ai+j.

Definition E.22 Let A =
∑

i∈Z Ai and B =
∑

i∈ZBi be Z-graded algebras.
An R-algebra homomorphism h : A → B is a called a Z-graded homomorphism
if h(Ai) ⊂ Bi for each i ∈ Z.

We now construct the tensor algebra on a fixed R−module W. This algebra is
important because is universal in a certain sense and contains the symmetric and
alternating algebras as homomorphic images. Consider the following situation:
A is an R−algebra, W an R−module and φ : W → A a module homomorphism.
If h : A → B is an algebra homomorphism then of course h ◦ φ : W → B is an
R−module homomorphism.
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Definition E.23 Let W be an R−module. An R− algebra U together with a
map φ : W → U is called universal with respect to W if for any R−module
homomorphism ψ : W → B there is a unique algebra homomorphism If h : U →
B such that h ◦ φ = ψ.

Again if such a universal object exists it is unique up to isomorphism. We
now exhibit the construction of this type of universal algebra. First we define
T 0(W) := R and T 1(W) := W. Then we define T k(W) := Wk⊗ = W⊗· · ·⊗W.
The next step is to form the direct sum T (W) :=

∑ ∞
i=0T

i(W). In order to
make this a Z-graded algebra we define T i(W) := 0 for i < 0 and then define a
product on T (W) :=

∑
i∈ZT i(W) as follows: We know that for i, j > 0 there is

an isomorphism Wi⊗ ⊗Wj⊗ → W(i+j)⊗ and so a bilinear map Wi⊗ ×Wj⊗ →
W(i+j)⊗ such that

w1 ⊗ · · · ⊗ wi × w′1 ⊗ · · · ⊗ w′j 7→ w1 ⊗ · · · ⊗ wi ⊗ w′1 ⊗ · · · ⊗ w′j .

Similarly, we define T 0(W) × Wi⊗ = R × Wi⊗ → Wi⊗ by just using scalar
multiplication. Also, Wi⊗ ×Wj⊗ → 0 if either i or j is negative. Now we may
use the symbol ⊗ to denote these multiplications without contradiction and put
then together to form an product on T (W) :=

∑
i∈ZT i(W). It is now clear

that T i(W)×T j(W) 7→ T i(W)⊗T j(W) ⊂ T i+j(W) where we make the needed
trivial definitions for the negative powers T i(W) = 0, i < 0. Thus T (W) is a
graded algebra.

E.0.4 Alternating Multilinear Algebra

In this section we make the simplifying assumption that all of the rings we use
will have the following property: The sum of the unity element with itself; 1+1
is invertible. Thus if we use 2 to denote the element 1 + 1 then we assume the
existence of a unique element “1/2” such that 2 · 1/2 = 1. Thus, in the case
of fields, the assumption is that the field is not of characteristic 2. The reader
need only worry about two cases:

1. The unity “1” is just the number 1 in some subring of C (e.g. R or Z) or

2. the unity “1” refers to some sort of function or section with values in a
ring like C, R or Z that takes on the constant value 1. For example, in
the ring C∞(M), the unity is just the constant function 1.

Definition E.24 A Z-graded algebra is called skew-commutative (or graded
commutative ) if for ai ∈ Ai and aj ∈ Aj we have

ai · aj = (−1)klaj · ai

Definition E.25 A morphism of degree n from a graded algebra A =
⊕

i∈ZAi

to a graded algebra B =
⊕

i∈ZBi is a algebra homomorphism h : A → B such
that h(Ai) ⊂ Bi+n.

Definition E.26 A super algebra is a Z2-graded algebra A = A0⊕A1 such that
Ai ·Aj ⊂ Ai+j mod2 and such that ai · aj = (−1)klaj · ai for i, j ∈ Z2.
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Alternating tensor maps

Definition E.27 A k-multilinear map α : V × · · · × V → F is called alter-
nating if α(v1, ..., vk) = 0 whenever vi = vj for some i 6= j. The space of
all alternating k-multilinear maps into F will be denoted by Lk

alt(V; F) or by
Lk

alt(V) if the ring is either R or C and there is no chance of confusion.

Remark E.7 Notice that we have moved the k up to make room for the Alt
thus Lk

alt(V;R) ⊂ L0
k(V;R).

Thus if ω ∈ Lk
alt(V), then for any permutation σ of the letters 1, 2, ..., k we

have
ω(v1, v2, .., vk) = sgn(σ)ω(vσ1 , vσ2 , .., vσk

).

Now given ω ∈ Lr
alt(V) and η ∈ Ls

alt(V) we define their wedge product or
exterior product ω ∧ η ∈ Lr+s

alt (V) by the formula

ω ∧ η(v1 , ..., vr, vr+1, ..., vr+s) :=
1

r!s!

∑
σ

sgn(σ)ω(vσ1 , ..., vσr
)η(vσr+1 , ..., vσr+s

)

or by

ω ∧ η(“same as above”) :=
∑

r,s−shuffles σ

sgn(σ)ω(vσ1 , ..., vσr )η(vσr+1 , ..., vσr+s).

In the latter formula we sum over all permutations such that σ1 < σ2 < .. < σr

and σr+1 < σr+2 < .. < σr+s. This kind of permutation is called an r, s−shuffle
as indicated in the summation. The most important case is for ω, η ∈ L1

alt(V)
in which case

(ω ∧ η)(v, w) = ω(v)η(w)− ω(w)η(v)

This is clearly a skew symmetric multi-linear map.
If we use a basis ε1, ε2, ...., εn for V ∗ it is easy to show that the set of all

elements of the form εi1 ∧ εi2 ∧ · · · ∧ εik with i1 < i2 < ... < ik form a basis for
. Thus for any ω ∈ Ak(V)

ω =
∑

i1<i2<...<ik

ai1i2,..,ik
εi1 ∧ εi2 ∧ · · · ∧ εik

Remark E.8 In order to facilitate notation we will abbreviate a sequence of k
integers, say i1, i2, ..., ik , from the set {1, 2, ..., dim(V)} as I and εi1∧εi2∧· · ·∧εik

is written as εI . Also, if we require that i1 < i2 < ... < ik we will write ~I . We
will freely use similar self explanatory notation as we go along with out further
comment. For example, the above equation can be written as

ω =
∑

a~Iε
~I

Lemma E.3 Lk
alt(V) = 0 if k > n = dim(V).
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Proof. Easy exercise.
If one defines L0

alt(V) to be the scalars K and recalling that L1
alt(V) = V∗

then the sum

Lalt(V) =
dim(M)⊕

k=0

Lk
alt(V)

is made into an algebra via the wedge product just defined.

Proposition E.5 For ω ∈ Lr
alt(V ) and η ∈ Ls

alt(V ) we have ω∧ η = (−1)rsη∧
ω ∈ Lr+s

alt (V ).

The Abstract Grassmann Algebra

We wish to construct a space that is universal with respect to alternating mul-
tilinear maps. To this end, consider the tensor space T k(V) := Vk⊗ and let A
be the submodule of T k(V) generated by elements of the form

v1 ⊗ · · · vi ⊗ · · · ⊗ vi · · · ⊗ vk.

In other words, A is generated by decomposable tensors with two (or more)
equal factors. We define the space of k-vectors to be

V ∧ · · · ∧V :=
∧k

V := T k(V)/A.

Let Ak : V × · · · × V → T k(V) → �kV be the canonical map composed with
projection onto

∧k V. This map turns out to be an alternating multilinear
map. We will denote Ak(v1, ..., vk) by v1 ∧ · · · ∧ vk. The pair (

∧k V, Ak) is
universal with respect to alternating k-multilinear maps: Given any alternating
k-multilinear map α : V × · · · × V → F, there is a unique linear map α∧ :∧k V → F such that α = α∧ ◦Ak; that is

∧k

V × · · · ×V α−→ F
Ak ↓ ↗α∧∧k V

commutes. Notice that we also have that v1∧· · ·∧vk is the image of v1⊗· · ·⊗vk

under the quotient map. Next we define
∧

V :=
∑∞

k=0

∧k V and impose the
multiplication generated by the rule

(v1 ∧ · · · ∧ vi)× (v′1 ∧ · · · ∧ v′j) 7→ v1 ∧ · · · ∧ vi ∧ v′1 ∧ · · · ∧ v′j ∈
∧i+j

V.

The resulting algebra is called the Grassmann algebra or exterior algebra. If we
need to have a Z grading rather than a Z+ grading we may define

∧k V := 0
for k < 0 and extend the multiplication in the obvious way.

Notice that since (v + w) ∧ (w + v) = 0, it follows that v ∧ w = −w ∧ v.
In fact, any odd permutation of the factors in a decomposable element such as
v1 ∧ · · · ∧ vk, introduces a change of sign:

v1 ∧ · · · ∧ vi ∧ · · · ∧ vj ∧ · · · ∧ vk

= −v1 ∧ · · · ∧ vj ∧ · · · ∧ vi ∧ · · · ∧ vk
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Lemma E.4 If V is has rank n, then
∧k V = 0 for k ≥ n. If f1, ...., fn is a

basis for V then the set

{fi1 ∧ · · · ∧ fik
: 1 ≤ i1 < · · · < ik ≤ n}

is a basis for
∧k V where we agree that fi1 ∧ · · · ∧ fik

= 1 if k = 0.

The following lemma follows easily from the universal property of α∧ :∧k V → F:

Lemma E.5 There is a natural isomorphism

Lk
alt(V; F) ∼= L(

∧k
V;F)

In particular,

Lk
alt(V) ∼=

(∧k
V

)∗
.

Remark E.9 (Convention) Let α ∈ Lk
alt(V; F). Because the above isomor-

phism is so natural it may be taken as an identification and so we sometimes
write α(v1, ..., vk) as α(v1 ∧ · · · ∧ vk).

Now recall that V∗ ⊗ · · · ⊗V∗ ∼= (V ⊗ · · · ⊗V)∗ such that if α1 ⊗ · · · ⊗αk is
a (decomposable) element of V∗ ⊗ · · · ⊗V∗ then

ι(α1 ⊗ · · · ⊗ αk)(v1 ⊗ · · · ⊗ vk) = α1(v1) · · ·αk(vk).

In the finite dimensional case, we have module isomorphisms

∧k
V∗ ∼=

(∧k
V

)∗
∼= Lk

alt(V)

which extends by direct sum to

Lalt(V) ∼=
∧

V∗

This isomorphism is in fact an exterior algebra isomorphism (we have an exterior
product defined for both).

The following table summarizes:

Exterior Products
Isomorphisms that hold

in finite dimension
Alternating multilinear maps

∧k V ↓∧k V∗ ∼=
(∧k V

)∗ ∼= Lk
alt(V)

∧
V =

⊕
k

∧k V
∧

V∗ =
⊕

k

∧k V∗
graded algebra iso.∼= A(V) =

⊕
k Lk

alt(V)
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E.0.5 Orientation on vector spaces

Let V be a finite dimensional vector space. The set of all ordered bases fall into
two classes called orientation classes.

Definition E.28 Two bases are in the same orientation class if the change of
basis matrix from one to the other has positive determinant.

That is, given two frames (bases) in the same class, say (f1, ...fn) and
(f̃1, ...f̃n) with

f̃i = fjC
j
i

then det C > 0 and we say that the frames determine the same orientation. The
relation is easily seen to be an equivalence relation.

Definition E.29 A choice of one of the two orientation classes of frames for
a finite dimensional vector space V is called an orientation on V. The vector
space in then said to be oriented.

Exercise E.5 Two frames, say (f1, ..., fn) and (f̃1, ..., f̃n) determine the same
orientation on V if and only if f1 ∧ ... ∧ fn = a f̃1 ∧ ... ∧ f̃n for some positive
real number a > 0.

Exercise E.6 If σ is a permutation on n letters {1, 2, ...n} then (fσ1, ..., fσn)
determine the same orientation if and only if sgn(σ) = +1.

A top form ω ∈ Ln
alt(V) determines an orientation on V by the rule (f1, ..., fn) ∼

(f̃1, ..., f̃n) if and only if

ω(f1, ..., fn) = ω(f̃1, ..., f̃n).

Furthermore, two top forms ω1, ω2 ∈ Ln
alt(V) determine the same orientation on

V if and only if ω1 = aω2 for some positive real number a > 0.

First of all lets get the basic idea down. Think about this: A function defined
on the circle with range in the interval (0, 1) can be thought of in terms of its
graph. The latter is a subset, a cross section, of the product S1 × (0, 1). Now,
what would a similar cross section of the Mobius band signify? This can’t be the
same thing as before since a continuous cross section of the Mobius band would
have to cross the center and this need not be so for S1 × (0, 1). Such a cross
section would have to be a sort of twisted function. The Mobius band (with
projection onto its center line) provides us with our first nontrivial example of
a fiber bundle. The cylinder S1 × (0, 1) with projection onto one the factors
is a trivial example. Projection onto S1 gives a topological line bundle while
projection onto the interval is a circle bundle. Often what we call the Mobius
band will be the slightly different object that is a twisted version of S1 × R1.
Namely, the space obtained by identifying one edge of [0, 1]×R1 with the other
but with a twist.
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A fiber bundle is to be though of as a bundle of -or “parameterized family” of-
spaces Ex = π−1(x) ⊂ E called the fibers. Nice bundles have further properties
that we shall usually assume without explicit mention. The first one is simply
that the spaces are Hausdorff and paracompact. The second one is called local
triviality. In order to describe this we need the notion of a bundle map and the
ensuing notion of equivalence of general fiber bundles.

Most of what we do here will work either for the general topological category
or for the smooth category so we once again employ the conventions of 1.5.1.

Definition E.30 A general Cr- bundle is a triple ξ = (E, π,X) where π : E →
M is a surjective Cr-map of Cr-spaces (called the bundle projection). For each
p ∈ X the subspace Ep := π−1(p)is called the fiber over p. The space E is called
the total space and X is the base space. If S ⊂ X is a subspace we can always
form the restricted bundle (ES , πS , S) where ES = π−1(S) and πS = π|S is the
restriction.

Definition E.31 A Cr-section of a general bundle πE : E → M is a Cr-map
s : M → E such that πE ◦ s = idM . In other words, the following diagram must
commute:

s E
↗ ↓ πE

M → M
id

.

The set of all Cr-sections of a general bundle πE : E → M is denoted by
Γk(M, E). We also define the notion of a section over an open set U in M is
the obvious way and these are denoted by Γk(U,E).

Notation E.2 We shall often abbreviate to just Γ(U,E) or even Γ(E) whenever
confusion is unlikely. This is especially true in case k = ∞ (smooth case) or
k = 0 (continuous case).

Now there are two different ways to treat bundles as a category:
The Category Bun.
Actually, we should define the Categories Bunk; k = 0, 1, ....,∞. The objects

of Bunk are Ck−fiber bundles. We shall abbreviate to just “Bun” in cases where
a context has been establish and confusion is unlikely.

Definition E.32 A morphism from HomBunk
(ξ1, ξ2), also called a bundle

map from a Cr−fiber bundle ξ1 := (E1, π1, X1) to another fiber bundle ξ2 :=
(E2, π2, X2) is a pair of Cr−maps (f̄ , f) such that the following diagram com-
mutes:

E1
f̄→ E2

↓ ↓
X1

f→ X2

If both maps are Cr-isomorphisms we call the map a (Cr-) bundle isomorphism.
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Definition E.33 Two fiber bundles ξ1 := (E1, π1, X1) and ξ2 := (E2, π2, X2)
are equivalent in Bunk or isomorphic if there exists a bundle isomorphism
from ξ1 to ξ2.

Definition E.34 Two fiber bundles ξ1 := (E1, π1, X1) and ξ2 := (E2, π2, X2)
are said to be locally equivalent if for any y ∈ E1 there is an open set U
containing p and a bundle equivalence (f, f̄) of the restricted bundles:

E1|U f̄→ E2| f(U)
↓ ↓
U

f→ f(U)

The Category Bunk(X)

Definition E.35 A morphism from HomBunk(X)(ξ1, ξ2), also called a bundle
map over X from a Cr-fiber bundle ξ1 := (E1, π1, X) to another fiber bundle
ξ2 := (E2, π2, X) is a Cr-map f̄ such that the following diagram commutes:

E1
f̄→ E2

↘ ↙
X

If both maps are Cr-isomorphisms we call the map a (Cr-) bundle isomor-
phism over X (also called a bundle equivalence).

Definition E.36 Two fiber bundles ξ1 := (E1, π1, X) and ξ2 := (E2, π2, X) are
equivalent in Bunk(X) or isomorphic if there exists a (Cr-) bundle isomor-
phism over X from ξ1 to ξ2.

By now the reader is no doubt tired of the repetitive use of the index Cr so
from now on we will simple refer to space (or manifolds) and maps where the
appropriate smoothness Cr will not be explicitly stated unless something only
works for a specific value of r.

Definition E.37 Two fiber bundles ξ1 := (E1, π1, X) and ξ2 := (E2, π2, X) are
said to be locally equivalent (over X) if for any y ∈ E1 there is an open set
U containing p and a bundle equivalence (f̄ , f) of the restricted bundles:

E1|U f̄→ E2|U
↓ ↓
U

id→ U

Now for any space X the trivial bundle with fiber F is the triple (X ×
F, pr1, X) where pr1 always denoted the projection onto the first factor. Any
bundle over X that is bundle equivalent to X × F is referred to as a trivial
bundle.

We will now add in an extra condition that we will usually need:
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Definition E.38 A (Cr-) fiber bundle ξ := (E, π, X) is said to be locally triv-
ial (with fiber F ) if every for every x ∈ X has an open neighborhood U such
that ξU := (EU , πU , U) is isomorphic to the trivial bundle (U ×F, pr1, U). Such
a fiber bundle is called a locally trivial fiber bundle.

We immediately make the following convention: All fiber bundles in the
book will be assumed to be locally trivial unless otherwise stated.
Once we have the local triviality it follows that each fiber Ep = π−1(p) is
homeomorphic (in fact, Cr-diffeomorphic) to F .

Notation E.3 We shall take the liberty of using a variety of notations when
talking about bundles most of which are quite common and so the reader may
as well get used to them. We sometimes write F ↪→ E

π→ X to refer to a fiber
bundle with typical fiber F . The notation suggests that F may be embedded into
E as one of the fibers. This embedding is not canonical in general.

A bundle chart for a fiber bundle F ↪→ E
π→ X is a pair (φ,U) where

U ⊂ M is open and φ : E|U → U ×F is a map such that the following diagram
commutes:

E|U
φ→ U × F

π ↘ ↙
U

.

Such a map φ is also called a local trivialization. It follows from the definition
that there is a cover of E by bundle charts meaning that there are a family
of local trivializations φα : EUα → Uα×F such that the open sets Uα cover M .
Note that φα = (π, Φα) for some smooth map Φα : EUα → F . It follows that
so called overlap maps φα ◦ φ−1

β : Uα ∩ Uβ × F → Uα ∩ Uβ × F must have
the form φα ◦φ−1

β (x, u) = (x, φβα,x(u)) for where φβα,x ∈ Diffr(F ) defined for
each x ∈ Uα ∩ Uβ . To be explicit, the diffeomorphism φβα,x arises as follows;

y 7→ (x, y) 7→ φα ◦ φβ |−1
Ey

(x, y) = (x, φαβ,x(y)) 7→ φαβ,x(y).

The maps Uα ∩ Uβ → Diffr(F ) given by x 7→ φαβ,x are called transition
maps.

Definition E.39 Let F ↪→ E
π→ M be a (locally trivial) fiber bundle. A cover

of E by bundle charts {φα, Uα} is called a bundle atlas for the bundle.

Definition E.40 It may be that there exists a Cr-group G (a Lie group in
the smooth case) and a representation ρ of G in Diffr(F ) such that for each
nonempty Uα∩Uβ we have φβα,x = ρ(gαβ(x)) for some Cr-map gαβ : Uα∩Uβ →
G. In this case we say that G serves as a structure group for the bundle via the
representation ρ. In case the representation is a faithful one then we may as well
take G to be a subgroup of Diffr(F ) and then we simply have φβα,x = gαβ(x).
Alternatively, we may speak in terms of group actions so that G acts on F by
diffeomorphisms.
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The maps gαβ : Uα ∩ Uβ → G must satisfy certain consistency relations:

gαα(x) = id for x ∈ Uα

gαβ(x)gβα(x) = id for x ∈ Uα ∩ Uβ (E.2)
gαβ(x)gβγ(x)gγα(x) = id for x ∈ Uα ∩ Uβ ∩ Uγ .

A system of maps gαβ satisfying these relations is called a cocycle for the cover
{Uα}.

Definition E.41 A fiber bundle ξ := (F ↪→ E
π→ X) together with a G action

on F is called a G-bundle if there exists a bundle atlas {(Uα, φα)} for ξ such
that the overlap maps have the form φα ◦ φ−1

β (x, y) = (x, gαβ(x) · y)) cocycle
{gαβ} for the cover {Uα}.
Theorem E.3 Let G have Cr−action on F and suppose we are given cover
{Uα}α∈A of a Cr-space M and cocycle {gαβ} for the cover. Then there exists
a G-bundle with an atlas {(Uα, φα)} satisfying φα ◦ φ−1

β (x, y) = (x, gαβ(x) · y))
on any nonempty overlaps Uα ∩ Uβ.

Proof. On the union Σ :=
⋃

α{α} × Uα × F define an equivalence relation
such that

(α, u, v) ∈ {α} × Uα × F

is equivalent to (β, x, y) ∈ {β}×Uβ ×F if and only if u = x and v = gαβ(x) · y.
The total space of our bundle is then E := Σ/ ∼. The set Σ is essentially

the disjoint union of the product spaces Uα×F and so has an obvious topology.
We then give E := Σ/ ∼ the quotient topology. The bundle projection πE is
induced by (α, u, v) 7→ u. Notice that π−1

E (Uα) To get our trivializations we
define

φα(e) := (u, v) for e ∈ π−1
E (Uα)

where (u, v) is the unique member of Uα × F such that (α, u, v) ∈ e. The
point here is that (α, u1, v1) ∼ (α, u2, v2) only if (u1, v1) = (u2, v2) . Now
suppose Uα ∩ Uβ 6= ∅. Then for x ∈ Uα ∩ Uβ the element φ−1

β (x, y) is in
π−1

E (Uα ∩ Uβ) = π−1
E (Uα) ∩ π−1

E (Uβ) and so φ−1
β (x, y) = [(β, x, y)] = [(α, u, v)].

This means that x = u and v = gαβ(x) · y. From this it is not hard to see
that

φα ◦ φ−1
β (x, y) = (x, gαβ(x) · y)).

We leave the question of the regularity of these maps and the Cr structure to
the reader.

An important tool in the study of fiber bundles is the notion of a pull-back
bundle. We shall see that construction time and time again. Let ξ = (F ↪→
E

π→ M) be a -fiber bundle and suppose we have a -map f : X → M . We want
to define a fiber bundle f∗ξ = (F ↪→ f∗E → X). As a set we have

f∗E = {(x, e) ∈ X × E : f(x) = π (e)}.
The projection f∗E → X is the obvious one:(x, e) 7→ x ∈ N .
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Exercise E.7 Exhibit fiber bundle charts for f∗E.

Let {gαβ} be a cocycle for some cover {Uα}α∈A of M which determines a
bundle ξ = (F ↪→ E

π→ M). If f : X → M as above, then {gαβ ◦ f} = {f∗gαβ}
is a cocycle for the same cover and the bundle determined by this cocycle is (up
to isomorphism) none other than the pull-back bundle f∗ξ.

{gαβ} Ã ξ

{f∗gαβ} Ã f∗ξ

The verification of this is an exercise that is easy but constitutes important
experience so the reader should not skip the next exercise:

Exercise E.8 Verify that above claim.

Exercise E.9 Show that if A ⊂ M is a subspace of the base space of a bundle
ξ = (F ↪→ E

π→ M) and ι : A ↪→ M then ι−1(ξ) is naturally isomorphic to the
restricted bundle ξA = (F ↪→ EA → A).

An important class of fiber bundles often studied on their own is the vector
bundles. Roughly, a vector bundle is a fiber bundle with fibers being vector
spaces. More precisely, we make the following definition:

Definition E.42 A real (or complex) (Cr−) vector bundle is a (Cr−) fiber
bundle (E, π, X) such that

(i) Each fiber Ex := π−1(x) has the structure of a real (resp. complex) vector
space.

(ii) There exists a cover by bundle charts (Uα, φα) such that each restriction
φα|Ex

is a real (resp. complex) vector space isomorphism. We call these
vector bundle charts or VB-charts..

Equivalently we can define a vector bundle to be a fiber bundle with typical
fiber Fn and such that the transition maps take values in Gl(n,F).

Exercise E.10 Show that a locally trivial fiber bundle is a vector bundle if and
only if the structure representation is a linear representation. E.42.

As we indicated above, for a smooth (or Cr , r > 0) vector bundle we require
that all the maps are smooth (or Cr , r > 0) and in particular we require that
fαβ : Uα ∩ Uβ → Gl(k,F) are all smooth.

The tangent bundle of a manifold is a vector bundle. If the tangent bundle
of a manifold is trivial we say that M is parallelizable.

Exercise E.11 Show that a manifold is parallelizable if and only if there are
n − dim M everywhere linearly independent vector fields X1, ..., Xn defined ev-
erywhere on M .
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The set of all vector bundles is a category Vect. Once again we need to
specify the appropriate morphisms in this category and the correct choice should
be obvious. A vector bundle morphism ( or vector bundle map) between
ξ1 := (E1, π1, X1) and ξ2 := (E2, π2, X2) is a bundle map (f̄ , f) :

E1
f̄→ E2

↓ ↓
X1

f→ X2

that is linear on fibers. That is f̄
∣∣
π−1
1 (x)

is a linear map from π−1
1 (x) into

the fiber π−1
2 (x). We also have the category Vect(X) consisting of all vector

bundles over the fixed space X. Here the morphisms are bundle maps of the
form (F, idX). Two vector bundles ξ1 := (E1, π1, X) and ξ2 := (E2, π2, X) over
the same space X are isomorphic (over X) if there is a bundle isomorphism
over X from ξ1 to ξ2 that is a linear isomorphism when restricted to each fiber.
Such a map is called a vector bundle isomorphism.

In the case of vector bundles the transition maps are given by a represen-
tation of a Lie group G as a subgroup of Gl(n,F) where F = R or C de-
pending on whether the vector bundle is real or complex. More precisely, if
ξ = (Fk ↪→ E

π→ M) there is a Lie group homomorphism ρ : G → Gl(k,F) such
that for some VB-atlas {Uα, φα} we have the overlap maps

φα ◦ φ−1
β : Uα ∩ Uβ × Fk → Uα ∩ Uβ × Fk

are given by φα◦φ−1
β (x, v) = (x, ρ(gαβ(x))v) for a cocycle {gαβ}. In a great many

cases, the representation is faithful and we may as well assume that G ⊂ Gl(k,F)
and that the representation is the standard one given by matrix multiplication
v 7→ gv. On the other hand we cannot restrict ourselves to this case because
of our interest in the phenomenon of spin. A simple observation that gives a
hint of what we are talking about is that if G ⊂ G(n,R) acts on Rk by matrix
multiplication and h : G̃ → G is a covering group homomorphism (or any Lie
group homomorphism) then v 7→ g · v := h(g)v is also action. Put another way,
if we define ρh : G̃ → G(n,R) by ρh(g) = h(g)v then ρh is representation of
G̃. The reason we care about this seemingly trivial fact only becomes apparent
when we try to globalize this type of lifting as well will see when we study spin
structures later on.

To summarize this point we may say that whenever we have a VB-atlas
{Uα, φα} we have the transition functions {φαβ} = {x 7→ φβα,x} which are given
straight from the overlap maps φα ◦φ−1

β (x, u) by φα ◦φ−1
β (x, u) = (x, φβα,x(u)).

Of course, the transition functions {φαβ} certainly form a cocycle for the cover
{Uα} but there may be cases when we want a (not necessarily faithful) represen-
tation ρ : G → Gl(k,Fn) of some group G not necessarily a subgroup of Gl(k,Fn)
together with some G−valued cocycle {gαβ} such that φβα,x(u) = ρ(gαβ(x)).
Actually, we may first have to replace {Uα, φα} by a “refinement”; a notion we
now define:
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Appendix F

Overview of Classical
Physics

F.0.6 Units of measurement

In classical mechanics we need units for measurements of length, time and mass.
These are called elementary units. WE need to add a measure of electrical
current to the list if we want to study electromagnetic phenomenon. Other
relevant units in mechanics are derived from these alone. For example, speed
has units of length×time−1, volume has units of length×length×length kinetic
energy has units of mass×length×length×length×time−1×time−1 and so on.
A common system, called the SI system uses meters (m), kilograms (km) and
seconds (sec) for length, mass and time respectively. In this system, the unit of
energy kg×m2sec−2 is called a joule. The unit of force in this system is Newtons
and decomposes into elementary units as kg×m×sec−2.

F.0.7 Newtons equations

The basic assumptions of Newtonian mechanics can be summarized by saying
that the set of all mechanical events M taking place in ordinary three dimen-
sional space is such that we can impose on this set of events a coordinate system
called an inertial coordinate system. An inertial coordinate system is first of all
a 1-1 correspondence between events and the vector space R× R3 consisting of
4-tuples (t, x, y, z). The laws of mechanics are then described by equations and
expressions involving the variables (t, x, y, z) written (t,x) where x =(x, y, z).
There will be many correspondences between the event set and R× R3 but not
all are inertial. An inertial coordinate system is picked out by the fact that
the equations of physics take on a particularly simple form in such coordinates.
Intuitively, the x, y, z variables locate an event in space while t specifies the
time of an event. Also, x, y, z should be visualized as determined by measur-
ing against a mutually perpendicular set of three axes and t is measured with
respect to some sort of clock with t = 0 being chosen arbitrarily according to

627
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the demands of the experimental situation. Now we expect that the laws of
physics should not prefer any particular such choice of mutually perpendicular
axes or choice of starting time. Also, the units of measurement of length and
time are conventionally determined by human beings and so the equations of
the laws of physics should in some way not depend on this choice in any sig-
nificant way. Careful consideration along these lines leads to a particular set
of “coordinate changes” or transformations which translate among the different
inertial coordinate systems. The group of transformations which is chosen for
classical (non-relativistic) mechanics is the so called Galilean group Gal.

Definition F.1 A map g : R× R3 → R× R3 is called a Galilean transforma-
tion if and only if it can be decomposed as a composition of transformations of
the following type:

1. Translation of the origin:

(t,x) 7→(t + t0,x + x0)

2. Uniform motion with velocity v:

(t,x) 7→ (t,x+tv)

3. Rotation of the spatial axes:

(t,x) 7→ (t, Rx)

where R ∈ O(3).

If (t,x) are inertial coordinates then so will (T,X) be inertial coordinates if
and only if (T,X) =g(t,x) for some Galilean transformation. We will take this
as given.

The motion of a idealized point mass moving in space is described in an
inertial frame (t,x) as a curve t 7→ c(t) ∈ R3 with the corresponding curve t 7→
(t, c(t)) in the (coordinatized) event space R× R3. We often write x(t) instead
of c(t). If we have a system of n particles then we may formally treat this as a
single particle moving in an 3n−dimensional space and so we have a single curve
in R3n. Essentially we are concatenating the spatial part of inertial coordinates
R3n = R3×· · ·R3 taking each factor as describing a single particle in the system
so we take x = (x1, y1, z1, ...., xn, yn, zn). Thus our new inertial coordinates may
be thought of as R× R3n. If we have a system of particles it will be convenient to
define the momentum vector p = (m1x1, m1y1,m1z1, ....,mnxn,mnyn,mnzn) ∈
R3n. In such coordinates, Newton’s law for n particles of masses m1, ..., mn

reads
d2p
dt2

= F(x(t), t)

where t 7→ x(t) describes the motion of a system of n particles in space as a
smooth path in R3n parameterized by t representing time. The equation has
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units of force (Newtons in the SI system). If all bodies involved are taken into
account then the force F cannot depend explicitly on time as can be deduced
by the assumption that the form taken by F must be the same in any inertial
coordinate system. We may not always be able to include explicitly all involved
bodies and so it may be that our mathematical model will involve a changing
force F exerted on the system from without as it were. As an example consider
the effect of the tidal forces on sensitive objects on earth. Also, the example of
earths gravity shows that if the earth is not taken into account as one of the
particles in the system then the form of F will not be invariant under all spatial
rotations of coordinate axes since now there is a preferred direction (up-down).

F.0.8 Classical particle motion in a conservative field

There are special systems for making measurements that can only be identified
in actual practice by interaction with the physical environment. In classical
mechanics, a point mass will move in a straight line unless a force is being
applied to it. The coordinates in which the mathematical equations describing
motion are the simplest are called inertial coordinates (x, y, z, t). If we consider
a single particle of mass m then Newton’s law simplifies to

m
d2x
dt2

= F(x(t), t)

The force F is conservative if it doesn’t depend on time and there is a potential
function V : R3 → R such that F(x) = − gradV (x). Assume this is the case.
Then Newton’s law becomes

m
d2

dt2
x(t) + grad V (x(t)) = 0.

Newton’s equations are often written

F(x(t)) = ma(t)

F :R3 → R3 is the force function and we have taken it to not depend explicitly
on time t. The force will be conservative so F(x) = − gradV (x) for some scalar
function V (x). The total energy or Hamiltonian function is a function of two
vector variables x and v given (in this simple situation) by

H(x,v) =
1
2
m ‖v‖2 + V (x)

so that if we plug in x = x(t) and v = x′(t) for the motion of a particle then
we get the energy of the particle. Since this is a conservative situation F(x) =
− gradV (x) we discover by differentiating and using equation ?? that d

dtH(x(t),x′(t)) =
0. This says that the total energy is conserved along any path which is a solution
to equation ?? as long as F(x) = − grad V (x).

There is a lot of structure that can be discovered by translating the equations
of motion into an arbitrary coordinate system (q1, q2, q3) and then extending
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that to a coordinate system (q1, q2, q3, q̇1, q̇2, q̇3) for velocity space R3 × R3.
Here, q̇1, q̇2, q̇3 are not derivatives until we compose with a curve R → R3 to
get functions of t. Then (and only then) we will take q̇1(t), q̇2(t), q̇3(t) to be the
derivatives. Sometimes (q̇1(t), q̇2(t), q̇3(t)) is called the generalized velocity
vector. Its physical meaning depends on the particular form of the generalized
coordinates.

In such a coordinate system we have a function L(q, q̇) called the Lagrangian
of the system. Now there is a variational principle that states that if q(t) is
a path which solve the equations of motion and defined from time t1 to time
t2 then out of all the paths which connect the same points in space at the same
times t1 and t2 , the one that makes the following action the smallest will be
the solution:

S(q(t)) =
∫ t2

t1

L(q, q̇)dt

Now this means that if we add a small variation to q get another path q + δq
then we calculate formally:

δS(q(t)) = δ

∫ t2

t1

L(q, q̇)dt

∫ t2

t1

[
δq· ∂

∂q
L(q, q̇)+δq̇· ∂

∂q̇
L(q, q̇)

]
dt

=
∫ t2

t1

δq·
(

∂

∂q
L(q, q̇)− d

dt

∂

∂q̇
L(q, q̇)

)
dt +

[
δq· ∂

∂q̇
L(q, q̇)

]t2

t1

If our variation is among those that start and end at the same space-time loca-
tions then δq = 0 is the end points so the last term vanishes. Now if the path
q(t) is stationary for such variations then δS(q(t)) = 0 so

∫ t2

t1

δq·
(

∂

∂q
L(q, q̇)− d

dt

∂

∂q̇
L(q, q̇)

)
dt = 0

and since this is true for all such paths we conclude that

∂

∂q
L(q, q̇)− d

dt

∂

∂q̇
L(q, q̇) = 0

or in indexed scalar form

∂L

∂qi
− d

dt

∂L

∂q̇i
=0 for 1 ≤ i ≤ 3

on a stationary path. This is (these are) the Euler-Lagrange equation(s). If
q were just rectangular coordinates and if L were 1

2m ‖v‖2 − V (x) this turns
out to be Newton’s equation. Notice, the minus sign in front of the V.

Definition F.2 For a Lagrangian L we can associate the quantity E =
∑

∂L
∂q̇i q̇

i−
L(q, q̇).



631

Let us differentiate E. We get

d

dt
E =

d

dt

∑ ∂L

∂q̇i
q̇i − L(q, q̇)

=
∂L

∂q̇i

d

dt
q̇i − q̇i d

dt

∂L

∂q̇i
− d

dt
L(q, q̇)

=
∂L

∂q̇i

d

dt
q̇i − q̇i d

dt

∂L

∂q̇i
− ∂L

∂qi
q̇i − ∂L

∂q̇i

d

dt
q̇i

= 0 by the Euler Lagrange equations. (F.1)

Conclusion F.1 If L does not depend explicitly on time; ∂L
∂t = 0, then the

energy E is conserved ; dE
dt = 0 along any solution of the Euler-Lagrange

equations..

But what about spatial symmetries? Suppose that ∂
∂qi L = 0 for one of the

coordinates qi. Then if we define pi = ∂L
∂q̇i we have

d

dt
pi =

d

dt

∂L

∂q̇i
= − ∂

∂qi
L = 0

so pi is constant along the trajectories of Euler’s equations of motion. The
quantity pi = ∂L

∂q̇i is called a generalized momentum and we have reached the
following

Conclusion F.2 If ∂
∂qi L = 0 then pi is a conserved quantity. This also applies

if ∂
∂qL = ( ∂L

∂q1 , ..., ∂L
∂qn ) = 0 with the conclusion that the vector p = ∂

∂qL =
( ∂L

∂q̇1 , ..., ∂L
∂q̇n ) is conserved (each component separately).

Now let us apply this to the case a free particle. The Lagrangian in rectan-
gular inertial coordinates are

L(x, ẋ) =
1
2
m |ẋ|2

and this Lagrangian is symmetric with respect to translations x 7→ x + c

L(x + c, ẋ) = L(x, ẋ)

and so the generalized momentum vector for this is p =mẋ each component of
which is conserved. This last quantity is actually the usual momentum vector.

Now let us examine the case where the Lagrangian is invariant with respect
to rotations about some fixed point which we will take to be the origin of an
inertial coordinate system. For instance suppose the potential function V (x) is
invariant in the sense that V (x) = V (Ox) for any orthogonal matrix O. The we
can take an antisymmetric matrix A and form the family of orthogonal matrices
esA. The for the Lagrangian

L(x, ẋ) =
1
2
m |ẋ|2 − V (x)
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we have

d

ds
L(esAx,esAẋ) =

d

dt
(
1
2
m

∣∣esAẋ
∣∣2 − V (esAx))

=
d

dt
(
1
2
m |ẋ|2 − V (x)) = 0

On the other hand, recall the result of a variation δq
∫ t2

t1

δq·
(

∂

∂q
L(q, q̇)− d

dt

∂

∂q̇
L(q, q̇)

)
dt +

[
δq· ∂

∂q̇
L(q, q̇)

]t2

t1

what we have done is to let δq =Aq since to first order we have esAq = I +sAq.
But if q(t) satisfies Euler’s equation then the integral above is zero and yet the
whole variation is zero too. We are led to conclude that

[
δq· ∂

∂q̇
L(q, q̇)

]t2

t1

= 0

which in the present case is
[
Ax· ∂

∂ẋ
(
1
2
m |ẋ|2 − V (x))

]t2

t1

= 0

[mAx · ẋ]t2t1 = 0

for all t2 and t1. Thus the quantity mAx · ẋ is conserved. Let us apply this
with A equal to the following in turn

A =




0 −1 0
1 0 0
0 0 0




then we get mAx · ẋ =m(−x2, x1, 0) · (ẋ1, ẋ2, ẋ3) = m(x1ẋ2− ẋ1x2) which is the
same as mẋ × k = p × k which is called the angular momentum about the k
axis ( k = (0, 0, 1) so this is the z-axis) and is a conserved quantity. To see the
point here notice that

etA =




cos t − sin t 0
sin t cos t 0
0 0 1




is the rotation about the z-axis. We can do the same thing for the other two
coordinate axes and in fact it turns out that for any unit vector u the angular
momentum about that axis defined by p× u is conserved.

Remark F.1 We started with the assumption that L was invariant under all
rotations O but if it had only been invariant under counterclockwise rotations
about an axis given by a unit vector u then we could still conclude that at least
p× u is conserved.
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Remark F.2 Let begin to use the index notation (like qi, pi and xi etc.) a little
more since it will make the transition to fields more natural.

Now we define the Hamiltonian function derived from a given Lagrangian
via the formulas

H(q,p) =
∑

piq̇
i − L(q, q̇)

pi =
∂L

∂q̇i

where we think of q̇ as depending on q and p via the inversion of pi = ∂L
∂q̇i . Now

it turns out that if q(t), q̇(t) satisfy the Euler Lagrange equations for L then
q(t) and p(t) satisfy the Hamiltonian equations of motion

dqi

dt
=

∂H

∂pi

dpi

dt
= −∂H

∂qi

One of the beauties of this formulation is that if Qi = Qi(qj) are any other
coordinates on R3 and we define P i = pj ∂Qi

∂qj then taking H(..qi., ..pi..) =

H̃(..Qi.., ..Pi..) the equations of motion have the same form in the new co-
ordinates. More generally, if Q,P are related to q, p in such a way that the
Jacobian matrix J of the coordinate change ( on R3 × R3) is symplectic

J t

[
0 I
−I 0

]
J =

[
0 I
−I 0

]

then the equations ?? will hold in the new coordinates. These kind of coordi-
nate changes on the q, p space R3 ×R3 (momentum space) are called canonical
transformations. Mechanics is, in the above sense, invariant under canonical
transformations.

Next, take any smooth function f(q, p) on momentum space (also called
phase space). Such a function is called an observable. Then along any solution
curve (q(t), p(t)) to Hamilton’s equations we get

df

dt
=

∂f

∂q

dq

dt
+

∂f

∂p

dp

dt

=
∂f

∂qi

∂H

∂pi
+

∂f

∂pi

∂H

∂qi

= [f, H]

where we have introduced the Poisson bracket [f, H] defined by the last equality
above. So we also have the equations of motion in the form df

dt = [f, H] for any
function f not just the coordinate functions q and p. Later, we shall study a
geometry hiding here; Symplectic geometry.
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Remark F.3 For any coordinate t,x we will often consider the curve (x(t),x′(t)) ∈
R3n ×R3n the latter product space being a simple example of a velocity phase
space.

F.0.9 Some simple mechanical systems

1. As every student of basic physics know the equations of motion for a par-
ticle falling freely through a region of space near the earths surface where
the force of gravity is (nearly) constant is x′′(t) = −gk where k is the
usual vertical unit vector corresponding to a vertical z-axis. Integrating
twice gives the form of any solution x(t) = − 1

2gt2k+tv0 +x0 for constant
vectors x0,v0 ∈ R3. We get different motions depending on the initial con-
ditions (x0,v0). If the initial conditions are right, for example if v0 = 0
then this is reduced to the one dimensional equation x′′(t) = −g. The
path of a solution with initial conditions (x0, v0) is given in phase space
as

t 7→ (−1
2
gt2 + tv0 + x0,−gt + v0)

and we have shown the phase trajectories for a few initial conditions.

2. A somewhat general 1-dimensional system is given by a Lagrangian of the
form

L =
1
2
a(q)q̇2 − V (q) (F.2)

and example of which is the motion of a particle of mass m along a
1-dimensional continuum and subject to a potential V (x). Then the
Lagrangian is L = 1

2mẋ2 − V (x). Instead of writing down the Euler-
Lagrange equations we can use the fact that E = ∂L

∂ẋi ẋ
i − L(x, ẋ) =

mẋ2 − ( 1
2mẋ2 − V (x)) = 1

2mẋ2 + V (x) is conserved. This is the total
energy which is traditionally divided into kinetic energy 1

2mẋ2 and poten-
tial energy V (x). We have E = 1

2mẋ2 + V (x) for some constant. Then

dx

dt
=

√
2E − 2V (x)

m

and so
t =

√
m/2

∫
1√

E − V (x)
+ c.

Notice that we must always have E − V (x) ≥ 0. This means that if V (x)
has a single local minimum between some points x = a and x = b where
E − V = 0, then the particle must stay between x = a and x = b moving
back and forth with some time period. What is the time period?.

3. Central Field. A central field is typically given by a potential of the
form V (x) = − k

|x| . Thus the Lagrangian of a particle of mass m in this
central field is

1
2
m |ẋ|2 +

k

|x|
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where we have centered inertial coordinates at the point where the po-
tential has a singularity limx→0 V (x) = ±∞. In cylindrical coordinates
(r, θ, z) the Lagrangian becomes

1
2
m(ṙ2 + r2θ̇2 + ż2) +

k

(r2 + z2)1/2
.

We are taking q1 = r , q2 = θ and q3 = θ. But if initially z = ż = 0 then
by conservation of angular momentum discussed above the particle stays
in the z = 0 plane. Thus we are reduced to a study of the two dimensional
case:

1
2
m(ṙ2 + r2θ̇2) +

k

r
.

What are Lagrange’s equations? Answer:

0 =
∂L

∂q1
− d

dt

∂L

∂q̇1

= mrθ̇2 − k

r2
−mṙr̈

and

0 =
∂L

∂q2
− d

dt

∂L

∂q̇2

= −mr2θ̇θ̈.

The last equation reaffirms that θ̇ = ω0 is constant. Then the first equation
becomes mrω2

0 − k
r2 −mṙr̈ = 0. On the other hand conservation of energy

becomes

4.

1
2
m(ṙ2 + r2ω2

0) +
k

r
= E0 =

1
2
m(ṙ2

0 + r2
0ω

2
0) +

k

r0
or

ṙ2 + r2ω2
0 +

2k

mr
=

2E0

m

5. A simple oscillating system is given by d2x
dt2 = −x which has solutions of

the form x (t) = C1 cos t + C2 sin t. This is equivalent to the system

x′ = v
v′ = −x

6. Consider a single particle of mass m which for some reason is viewed with
respect to rotating frame and an inertial frame (taken to be stationary).
The rotating frame (E1(t),E2(t),E3(t)) = E (centered at the origin of R3)
is related to stationary frame (e1,e2, e3) = e by an orthogonal matrix O :

E(t) = O(t)e
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and the rectangular coordinates relative to these frames are related by

x(t) = O(t)X(t)

We then have

ẋ(t) = O(t)Ẋ + Ȯ(t)X

= O(t)(Ẋ + Ω(t)X)

where Ω(t) = Ot(t)Ȯ(t) is an angular velocity. The reason we have chosen
to work with Ω(t) rather than directly with Ȯ(t) will become clearer later
in the book. Let us define the operator Dt by DtX = Ẋ + Ω(t)X. This
is sometimes called the “total derivative”. At any rate the equations of
motion in the inertial frame is of the form mdx

dt = f(ẋ,x). In the moving
frame this becomes an equation of the form

m
d

dt
(O(t)(Ẋ + Ω(t)X)) = f(O(t)X,O(t)(Ẋ + Ω(t)X))

and in turn

O(t)
d

dt
(Ẋ+Ω(t)X)+Ȯ(t)(Ẋ+Ω(t)X) = m−1f(O(t)X, O(t)(Ẋ+Ω(t)X)).

Now recall the definition of Dt we get

O(t)(
d

dt
DtX + Ω(t)DtX) = m−1f(O(t)X, O(t)V)

and finally
mD2

t X = F(X,V) (F.3)

where we have defined the relative velocity V = Ẋ+Ω(t)X and F(X,V)
is by definition the transformed force f(O(t)X, O(t)V). The equation we
have derived would look the same in any moving frame: It is a covariant
expression.
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5. Rigid Body We will use this example to demonstrate how to work with the rotation
group and it’s Lie algebra. The advantage of this approach is that it gen-
eralizes to motions in other Lie groups and their algebra’s. Let us denote
the group of orthogonal matrices of determinant one by SO(3). This is the
rotation group. If the Lagrangian of a particle as in the last example is in-
variant under actions of the orthogonal group so that L(x, ẋ) = L(Qx,Qẋ)
for Q ∈ SO(3) then the quantity ` = x ×mẋ is constant for the motion
of the particle x = x(t) satisfying the equations of motion in the inertial
frame. The matrix group SO(3) is an example of a Lie group which we
study intensively in later chapters. Associated with every Lie group is its
Lie algebra which in this case is the set of all anti-symmetric 3x3 matrices
denoted so(3). There is an interesting correspondence between and R3

given by 


0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0


 ¿ (ω1, ω2, ω3) = ω

Furthermore if we define the bracket for matrices A and B in so(3) by
[A,B] = AB − BA then under the above correspondence [A,B] corre-
sponds to the cross product. Let us make the temporary convention that
if x is an element of R3 then the corresponding matrix in so(3) will be
denoted by using the same letter but a new font while lower case refers to
the inertial frame and upper to the moving frame:

x ¿ x ∈ so(3) and
X ¿ X ∈ so(3) etc.

R3 so(3)
Inertial frame x ¿ x
Moving frame X ¿ X

Then we have the following chart showing how various operations match
up:

x = OX ¿ x = OXOt

v1 × v2 ¿ [v1, v2]
v = ẋ ¿ v=ẋ

V =DtX = Ẋ + Ω(t)X ¿ V=DtX = Ẋ+[Ω(t), X]
` = x×mẋ ¿ l = [x,mẋ]

` = OL ¿ I = OLOt = [V,Ω(t)]
DtL = L̇+Ω(t)× L ¿ DtL = L̇ + [Ω(t), L]

and so on. Some of the quantities are actually defined by their position
in this chart. In any case, let us differentiate l = x × mẋ and use the
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equations of motion to get

dl
dt

= x×mẋ

= x×mẍ + 0

= x× f .

But we have seen that if the Lagrangian (and hence the force f) is invariant
under rotations that dl

dt = 0 along any solution curve. Let us examine
this case. We have dl

dt = 0 and in the moving frame DtL = L̇+Ω(t)L.
Transferring the equations over to our so(3) representation we have DtL =
L̇+[Ω(t), L] = 0. Now if our particle is rigidly attached to the rotating
frame, that is, if ẋ = 0 then Ẋ = 0 and V =[Ω(t), X] so

L = m[X, [Ω(t),X]].

In Lie algebra theory the map v 7→ [x, v] = −[v, x] is denoted ad(x) and is
linear. With this notation the above becomes

L = −m ad(X)Ω(t).

The map I : X 7→ −m ad(X)Ω(t) = I(X) is called the momentum operator.
Suppose now that we have k particles of masses m1,m2, ...m2 each at
rigidly attached to the rotating frame and each giving quantities xi, Xi etc.
Then to total angular momentum is

∑
I(Xi). Now if we have a continuum

of mass with mass density ρ in a moving region Bt (a rigid body) then
letting Xu(t) denote path in so(3) of the point of initially at u ∈B0 ∈ R3

then we can integrate to get the total angular momentum at time t;

Ltot(t) = −
∫

B

ad(Xu(t))Ω(t)dρ(u)

which is a conserved quantity.

F.0.10 The Basic Ideas of Relativity

F.0.11 Variational Analysis of Classical Field Theory

In field theory we study functions φ : R×R3→ Rk . We use variables φ(x0, x1, x2, x3) =
φ(t, x, y, z) A Lagrangian density is a function L(φ, ∂φ) and then the Lagrangian
would be

L(φ, ∂φ) =
∫

V⊂R3
L(φ, ∂φ)d3x

and the action is

S =
∫ ∫

V⊂R3
L(φ, ∂φ)d3xdt =

∫

V×I⊂R4
L(φ, ∂φ)d4x
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What has happened is that the index i is replaced by the space variable ~x =
(x1, x2, x3) and we have the following translation

i
q
qi

qi(t)
pi(t)

½½½ ~x
½½½ φ
½½½ φ(., ~x)
½½½ φ(t, ~x) = φ(x)
½½½ ∂tφ(t, ~x) +∇~xφ(t, ~x) = ∂φ(x)

L(q, p)
S =

∫
L(q, q̇)dt

½½½
∫

V⊂R3 L(φ, ∂φ)d3x
½½½ S =

∫ ∫ L(φ, ∂φ)d3xdt

where ∂φ = (∂0φ, ∂1φ, ∂2φ, ∂3φ). So in a way, the mechanics of classical massive
particles is classical field theory on the space with three points which is the set
{1, 2, 3}. Or we can view field theory as infinitely many particle systems indexed
by points of space. In other words, a system with an infinite number of degrees
of freedom.

Actually, we have only set up the formalism of scalar fields and have not, for
instance, set things up to cover internal degrees of freedom like spin. However,
we will discuss spin later in this text. Let us look at the formal variational
calculus of field theory. We let δφ be a variation which we might later assume to
vanish on the boundary of some region in space-time U = I×V ⊂ R× R3 = R4.
In general, we have

δS =
∫

U

(
δφ

∂L
∂φ

+ ∂µδφ
∂L

∂(∂µφ)

)
d4x

=
∫

U

∂µ

(
δφ

∂L
∂(∂µφ)

)
d4x +

∫

U

δφ

(
∂L
∂φ

− ∂µ
∂L

∂(∂µφ)

)
d4x

Now the first term would vanish by the divergence theorem if δφ vanished on
the boundary ∂U. If φ were a field that were stationary under such variations
then

δS =
∫

U

δφ

(
∂L
∂φ

− ∂µ
∂L

∂(∂µφ)

)
d4x = 0

for all δφ vanishing on ∂U so we can conclude that Lagrange’s equation holds
for φ stationary in this sense and vice versa:

∂L
∂φ

− ∂µ
∂L

∂(∂µφ)
= 0

These are the field equations.

F.0.12 Symmetry and Noether’s theorem for field theory

Now an interesting thing happens if the Lagrangian density is invariant under
some set of transformations. Suppose that δφ is an infinitesimal “internal”
symmetry of the Lagrangian density so that δS(δφ) = 0 even though δφ does
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not vanish on the boundary. Then if φ is already a solution of the field equations
then

0 = δS =
∫

U

∂µ

(
δφ

∂L
∂(∂µφ)

)
d4x

for all regions U . This means that ∂µ

(
δφ ∂L

∂(∂µφ)

)
= 0 so if we define jµ =

δφ ∂L
∂(∂µφ) we get

∂µjµ = 0

or
∂

∂t
j0 = −∇ · −→j

where
−→
j =(j1, j2, j3) and ∇ · −→j = div(

−→
j ) is the spatial divergence. This looks

like some sort of conservation.. Indeed, if we define the total charge at any time
t by

Q(t) =
∫

j0d3x

the assuming
−→
j shrinks to zero at infinity then the divergence theorem gives

d

dt
Q(t) =

∫
∂

∂t
j0d3x

= −
∫
∇ · −→j d3x = 0

so the charge Q(t) is a conserved quantity. Let Q(U, t) denote the total charge
inside a region U. The charge inside any region U can only change via a flux
through the boundary:

d

dt
Q(U, t) =

∫

U

∂

∂t
j0d3x

=
∫

∂U

−→
j · ndS

which is a kind of “local conservation law”. To be honest the above discussion
only takes into account so called internal symmetries. An example of an internal
symmetry is given by considering a curve of linear transformations of Rk given
as matrices C(s) with C(0) = I. Then we vary φ by C(s)φ so that δφ =
d
ds

∣∣
0
C(s)φ = C ′(0)φ. Another possibility is to vary the underlying space so that

C(s, .) is now a curve of transformations of R4 so that if φs(x) = φ(C(s, x)) is
a variation of fields then we must take into account the fact that the domain of
integration is also varying:

L(φs, ∂φs) =
∫

Us⊂R4
L(φs, ∂φs)d4x

We will make sense of this later.
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F.0.13 Electricity and Magnetism

Up until now it has been mysterious how any object of matter could influence
any other. It turns out that most of the forces we experience as middle sized
objects pushing and pulling on each other is due to a single electromagnetic
force. Without the help of special relativity there appears to be two forces;
electric and magnetic. Elementary particles that carry electric charges such
as electrons or protons, exert forces on each other by means of a field. In
a particular Lorentz frame, the electromagnetic field is described by a skew-
symmetric matrix of functions called the electromagnetic field tensor:

(Fµν) =




0 Ex Ey Ez

−Ex 0 −Bz By

−Ey Bz 0 −Bx

−Ez −By Bx 0


 .

Where we also have the forms F ν
µ = ΛsνFµs and Fµν = ΛsµF ν

s . This tensor
can be derived from a potential A = (A0, A1, A2, A3) by Fµν = ∂Aν

∂xµ − ∂Aµ

∂xν . The
contravariant form of the potential is (A0,−A1,−A2,−A3) is a four vector often
written as

A = (φ,
−→
A).

The action for a charged particle in an electromagnetic field is written in terms
of A in a manifestly invariant way as

∫ b

a

−mcdτ − e

c
Aµdxµ

so writing A = (φ,
−→
A) we have

S =
∫ b

a

(−mc
dτ

dt
− eφ(t) +

−→
A · dx̃

dt
)dt

so in a given frame the Lagrangian is

L(x̃,
dx̃
dt

, t) = −mc2
√

1− (v/c)2 − eφ(t) +
−→
A · dx̃

dt
.

Remark F.4 The system under study is that of a particle in a field and does
not describe the dynamics of the field itself. For that we would need more terms
in the Lagrangian.

This is a time dependent Lagrangian because of the φ(t) term but it turns
out that one can re-choose A so that the new φ(t) is zero and yet still have
Fµν = ∂Aν

∂xµ − ∂Aµ

∂xν . This is called change of gauge. Unfortunately, if we wish
to express things in such a way that a constant field is given by a constant
potential then we cannot make this choice. In any case, we have

L(−→x ,
d−→x
dt

, t) = −mc2
√

1− (v/c)2 − eφ +
−→
A · d−→x

dt
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and setting −→v =dx̃
dt and

∣∣−→v
∣∣ = v we get the follow form for energy

−→v · ∂

∂−→v L(x̃,−→v ,t)− L(x̃,−→v ,t) =
mc2

√
1− (v/c)2

+ eφ.

Now this is not constant with respect to time because ∂L
∂t is not identically zero.

On the other hand, this make sense from another point of view; the particle is
interacting with the field and may be picking up energy from the field.

The Euler-Lagrange equations of motion turn out to be

dp̃
dt

= eẼ +
e

c
−→v × B̃

where Ẽ = − 1
c

∂Ã
∂t − gradφ and B̃ = curlÃ are the electric and magnetic parts

of the field respectively. This decomposition into electric and magnetic parts
is an artifact of the choice of inertial frame and may be different in a different
frame. Now the momentum p̃ is m−→v√

1−(v/c)2
but a speeds v << c this becomes

nearly equal to mv so the equations of motion of a charged particle reduce to

m
d−→v
dt

= eẼ +
e

c
−→v × B̃.

Notice that is the particle is not moving, or if it is moving parallel the magnetic
field B̃ then the second term on the right vanishes.

The electromagnetic field equations.

We have defined the 3-vectors Ẽ = − 1
c

∂Ã
∂t − grad φ and B̃ =curl Ã but since

the curl of a gradient is zero it is easy to see that curl Ẽ = − 1
c

∂B̃
∂t . Also, from

B̃ =curl Ã we get div B̃ = 0. This easily derived pair of equations is the first
two of the four famous Maxwell’s equations. Later we will see that the electro-
magnetic field tensor is really a differential 2-form F and these two equations
reduce to the statement that the (exterior) derivative of F is zero:

dF = 0

Exercise F.1 Apply Gauss’s theorem and stokes theorem to the first two Maxwell’s
equations to get the integral forms. What do these equations say physically?

One thing to notice is that these two equations do not determine ∂
∂t Ẽ.

Now we have not really written down a action or Lagrangian that includes
terms that represent the field itself. When that part of the action is added in
we get

S =
∫ b

a

(−mc− e

c
Aµ

dxµ

dτ
)dτ + a

∫

V

F νµFνµdx4

where in so called Gaussian system of units the constant a turns out to be −1
16πc .

Now in a particular Lorentz frame and recalling 16.5 we get = a
∫

V
F νµFνµdx4 =

1
8π

∫
V

∣∣∣Ẽ
∣∣∣
2

−
∣∣∣B̃

∣∣∣
2

dtdxdydz.
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In order to get a better picture in mind let us now assume that there is a
continuum of charged particle moving through space and that volume density
of charge at any given moment in space-time is ρ so that if dxdydz = dV
then ρdV is the charge in the volume dV . Now we introduce the four vector
ρu = ρ(dx/dτ) where u is the velocity 4-vector of the charge at (t, x, y, z). Now
recall that ρdx/dτ = dτ

dt (ρ, ρ−→v ) = dτ
dt (ρ, j̃) = j. Here j̃ =ρ−→v is the charge current

density as viewed in the given frame a vector field varying smoothly from point
to point. Write j = (j0, j1, j2, j3).

Assuming now that the particle motion is determined and replacing the
discrete charge e be the density we have applying the variational principle with
the region U = [a, b]× V says

0 = −δ

(∫

V

∫ b

a

ρdV

c
dV Aµ

dxµ

dτ
dτ + a

∫

U

F νµFνµdx4

)

= −δ

(
1
c

∫

U

jµAµ + aF νµFνµdx4

)

Now the Euler-Lagrange equations become

∂L
∂Aν

− ∂µ
∂L

∂(∂µAν)
= 0

where L(Aµ, ∂µAη) = ρ
c Aµ

dxµ

dt +aF νµFνµ and Fµν = ∂Aν

∂xµ − ∂Aµ

∂xν . If one is careful
to remember that ∂µAν = ∂Aν

∂xµ is to be treated as an independent variable one
cane arrive at some complicated looking equations and then looking at the
matrix 16.5 we can convert the equations into statements about the fields Ẽ,
B̃,and (ρ, j̃). We will not carry this out since we later discover a much more
efficient formalism for dealing with the electromagnetic field. Namely, we will
use differential forms and the Hodge star operator. At any rate the last two of
Maxwell’s equations read

curl B̃ = 0

div Ẽ = 4πρ.

F.0.14 Quantum Mechanics
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Appendix G

Calculus on Banach Spaces

Mathematics is not only real, but it is the only reality. That is that the entire universe

is made of matter is obvious. And matter is made of particles. It’s made of electrons

and neutrons and protons. So the entire universe is made out of particles. Now what

are the particles made out of? They’re not made out of anything. The only thing

you can say about the reality of an electron is to cite its mathematical properties.

So there’s a sense in which matter has completely dissolved and what is left is just a

mathematical structure.

Gardner on Gardner: JPBM Communications Award Presentation. Focus-The

Newsletter of the Mathematical Association of America v. 14, no. 6, December 1994.

G.0.15 Differentiability

For simplicity and definiteness all Banach spaces in this section will be real
Banach spaces. First, the reader will recall that a linear map on a normed
space, say A : V1 → V2, is bounded if and only it is continuous at one and
therefore any point in V1. Given two Banach spaces V1 and V2 with norms ‖.‖1
and ‖.‖2 we can form a Banach space from the Cartesian product V1 × V2 by
using the norm ‖(v, u)‖ := max{‖v‖1 , ‖u‖2}. There are many equivalent norms
for V1 × V2 including

‖(v, u)‖′ :=
√
‖v‖21 + ‖u‖22

‖(v, u)‖′′ := ‖v‖1 + ‖u‖2 .

Recall that two norms on V, say ‖.‖′and ‖.‖′′ are equivalent if there exist positive
constants c and C such that

c ‖x‖′ ≤ ‖x‖′′ ≤ C ‖x‖′

for all x ∈ V. Also, if V is a Banach space and W1 andW2 are closed subspaces
such that W1 ∩W2 = {0} and such that every v ∈ V can be written uniquely in
the form v = w1 +w2 where w1 ∈ W1 and w2 ∈ W2 then we write V = W1⊕W2.

645
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In this case there is the natural continuous linear isomorphism W1 × W2
∼=

W1 ⊕W2 given by
(w1, w2) ←→ w1 + w2.

When it is convenient, we can identify W1 ⊕W2 with W1 ×W2 and in this
case we hedge our bets, as it were, and write w1 + w2 for either (w1, w2) or
w1 + w2 and let the context determine the precise meaning if it matters. Under
the representation (w1, w2) we need to specify what norm we are using and there
is more than one natural choice. We take ‖(w1, w2)‖ := max{‖w1‖ , ‖w2‖} but

equivalent norms include, for example, ‖(w1, w2)‖2 :=
√
‖w1‖2 + ‖w2‖2 which

is a good choice if the spaces happen to be Hilbert spaces.
Let E be a Banach space and W ⊂ E a closed subspace. We say that W

is complementedif there is a closed subspace W′ such that E = W ⊕W′. We
also say that W is a split subspace of E.

Definition G.1 (Notation) We will denote the set of all continuous (bounded)
linear maps from a Banach space E to a Banach space F by L(E, F). The set of
all continuous linear isomorphisms from E onto F will be denoted by GL(E, F).
In case, E = F the corresponding spaces will be denoted by gl(E) and GL(E).
Here GL(E) is a group under composition and is called the general linear group
.

Definition G.2 Let Vi, i = 1, ..., k and W be Banach spaces. A map µ : V1

× · · ·×Vk → W is called multilinear (k-multilinear) if for each i, 1 ≤ i ≤ k and
each fixed (w1, ..., ŵi, ..., wk) ∈ V1 × · · · × V̂1 × · · · × Vk we have that the map

v 7→ µ(w1, ..., v
i−th

, ..., wk−1),

obtained by fixing all but the i-th variable, is a bounded linear map. In other
words, we require that µ be R- linear in each slot separately.

A multilinear map µ : V1 × · · ·×Vk → W is said to be bounded if and only
if there is a constant C such that

‖µ(v1, v2, ..., vk)‖W ≤ C ‖v1‖E1
‖v2‖E2

· · · ‖vk‖Ek

for all (v1, ..., vk) ∈ E1 × · · · × Ek.

Notation G.1 The set of all bounded multilinear maps E1×· · ·×Ek → W will
be denoted by L(E1, ..., Ek; W). If E1 = · · · = Ek = E then we write Lk(E; W)
instead of L(E, ..., E; W)

Definition G.3 Let E be a Hilbert space with inner product denoted by 〈., .〉 .
Then O(E) denotes the group of linear isometries from E onto itself. That is,
the bijective linear maps Φ : E→E such that 〈Φv,Φw〉 = 〈v, w〉 for all v, w ∈ E.
The group O(E) is called the orthogonal group (or sometimes the Hilbert
group in the infinite dimensional case).
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Notation G.2 For linear maps T : V → W we sometimes write T · v in-
stead of T (v) depending on the notational needs of the moment. In fact, a
particularly useful notational device is the following: Suppose we have map
A : X → L(V; W). Then A(x)· v makes sense but if instead of A the map
needed to be indexed or something then things would get quite crowded. All in
all it is sometimes better to write A|x v. In fact, if we do this then A|x (v)is
also clear.

Definition G.4 A (bounded) multilinear map µ : V × · · · × V → W is called
symmetric (resp. skew-symmetric or alternating) if and only if for any
v1, v2, ..., vk ∈ V we have that

µ(v1, v2, ..., vk) = K(vσ1, vσ2, ..., vσk)
resp. µ(v1, v2, ..., vk) = sgn(σ)µ(vσ1, vσ2, ..., vσk)

for all permutations σ on the letters {1, 2, ...., k}. The set of all bounded sym-
metric (resp. skew-symmetric) multilinear maps V × · · · × V → W is denoted
Lk

sym(V; W) (resp. Lk
skew(V; W) or Lk

alt(V; W)).

Now the space L(V, W) is a Banach space in its own right with the norm

‖l‖ = sup
v∈V

‖l(v)‖W

‖v‖V

= sup{‖l(v)‖W : ‖v‖V = 1}.

The spaces L(E1, ..., Ek;W) are also Banach spaces normed by

‖µ‖ := sup{‖µ(v1, v2, ..., vk)‖W : ‖vi‖Ei
= 1 for i = 1, .., k}

Proposition G.1 A k-multilinear map µ ∈ L(E1, ..., Ek; W) is continuous if
and only if it is bounded.

Proof. (⇐) We shall simplify by letting k = 2. Let (a1, a2) and (v1, v2) be
elements of E1 × E2 and write

µ(v1, v2)− µ(a1, a2)
= µ(v1 − a1, v2) + µ(a1, v2 − a2).

We then have

‖µ(v1, v2)− µ(a1, a2)‖
≤ C ‖v1 − a1‖ ‖v2‖+ C ‖a1‖ ‖v2 − a2‖

and so if ‖(v1, v2)− (a1, a2)‖ → 0 then ‖vi − ai‖ → 0 and we see that

‖µ(v1, v2)− µ(a1, a2)‖ → 0.

(Recall that ‖(v1, v2)‖ := max{‖v1‖ , ‖v2‖}).
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(⇒) Start out by assuming that µ is continuous at (0, 0). Then for r > 0
sufficiently small, (v1, v2) ∈ B((0, 0), r) implies that ‖µ(v1, v2)‖ ≤ 1 so if for
i = 1, 2 we let

zi :=
rvi

‖v1‖i + ε
for some ε > 0

then (z1, z2) ∈ B((0, 0), r) and ‖µ(z1, z2)‖ ≤ 1. The case (v1, v2) = (0, 0) is
trivial so assume (v1, v2) 6= (0, 0). Then we have

µ(z1, z2) = µ(
rv1

‖v1‖+ ε
,

rv2

‖v2‖+ ε
)

=
r2

(‖v1‖+ ε)(‖v2‖+ ε)
µ(v1, v2) ≤ 1

and so µ(v1, v2) ≤ r−2(‖v1‖+ ε)(‖v2‖+ ε). Now let ε → 0 to get the result.
We shall need to have several Banach spaces handy for examples. For the

next example we need some standard notation.

Notation G.3 In the context of Rn, we often use the so called “multiindex
notation”. Let α = (α1, ..., αn) where the αi are integers and 0 ≤ αi ≤ n. Such
an n-tuple is called a multiindex. Let |α| := α1 + ... + αn

∂αf

∂xα
:=

∂|α|f
∂(x1)α1∂(x1)α2 · · · ∂(x1)αn

.

Example G.1 Consider a bounded open subset Ω of Rn. Let Lp
k(Ω) denote the

Banach space obtained by taking the Banach space completion of the set Ck(Ω)
of k-times continuously differentiable real valued functions on Ω with the norm
given by

‖f‖k,p :=




∫

Ω

∑

|α|≤k

∣∣∣∣
∂α

∂xα
f(x)

∣∣∣∣
p



1/p

Note that in particular Lp
0(Ω) = Lp(Ω) is the usual Lp−space from real analysis.

Exercise G.1 Show that the map Ck(Ω) → Ck−1(Ω) given by f 7→ ∂f
∂xi is

bounded if we use the norms ‖f‖2,p and ‖f‖2−1,p. Show that we may extend
this to a bounded map Lp

2(Ω) → Lp
1(Ω).

Proposition G.2 There is a natural linear isomorphism L(V, L(V,W)) ∼= L2(V, W)
given by

l(v1)(v2) ←→ l(v1, v2)

and we identify the two spaces. In fact, L(V, L(V, L(V, W)) ∼= L3(V; W) and in
general L(V, L(V, L(V, ..., L(V, W)) ∼= Lk(V; W) etc.

Proof. It is easily checked that if we just define (ι T )(v1)(v2) = T (v1, v2)
then ι T ↔ T does the job for the k = 2 case. The k > 2 case can be done by
an inductive construction and is left as an exercise. It is also not hard to show
that the isomorphism is continuous and in fact, norm preserving.
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Definition G.5 A function f : U ⊂ V → W between Banach spaces and defined
on an open set U ⊂ V is said to be differentiable at p ∈ U if and only if there
is a bounded linear map Ap ∈ L(V, W) such that

lim
‖h‖→0

f(p + h)− f(p)−Ap · h
‖h‖ = 0

In anticipation of the following proposition we write Ap = Df(p). We will also
use the notation Df |p or sometimes f ′(p). The linear map Df(p) is called the
derivative of f at p.

We often write Df |p · h. The dot in the notation just indicate a linear
dependence and is not a literal “dot product”. We could also write Df(p)(h).

Exercise G.2 Show that the map F : L2(Ω) → L1(Ω) given by F (f) = f2 is
differentiable at any f0 ∈ L2(Ω).

Proposition G.3 If Ap exists for a given function f then it is unique.

Proof. Suppose that Ap and Bp both satisfy the requirements of the defi-
nition. That is the limit in question equals zero. For p + h ∈U we have

Ap · h−Bp · h = (f(p + h)− f(p)−Ap · h)
− (f(p + h)− f(p)−Bp · h) .

Dividing by ‖h‖ and taking the limit as ‖h‖ → 0 we get

‖Aph−Bph‖ / ‖h‖ → 0

Now let h 6= 0 be arbitrary and choose ε > 0 small enough that p + εh ∈ U .
Then we have

‖Ap(εh)−Bp(εh)‖ / ‖εh‖ → 0.

But by linearity ‖Ap(εh)−Bp(εh)‖ / ‖εh‖ = ‖Aph−Bph‖ / ‖h‖ which doesn’t
even depend on ε so in fact ‖Aph−Bph‖ = 0.

If we are interested in differentiating “in one direction at a time” then we
may use the natural notion of directional derivative. A map has a directional
derivative Dhf at p in the direction h if the following limit exists:

(Dhf)(p) := lim
ε→0

f(p + εh)− f(p)
ε

In other words, Dhf(p) = d
dt

∣∣
t=0

f(p+th). But a function may have a directional
derivative in every direction (at some fixed p), that is, for every h ∈ E and yet
still not be differentiable at p in the sense of definition ??.

Notation G.4 The directional derivative is written as (Dhf)(p) and in case f
is actually differentiable at p equal to Df |p h = Df(p) · h (the proof is easy).
Look closely; Dhf should not be confused with Df |h.
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Definition G.6 If it happens that a function f is differentiable for all p through-
out some open set U then we say that f is differentiable on U . We then have a
map Df : U ⊂ V →L(V,W) given by p 7→ Df(p). If this map is differentiable at
some p∈ V then its derivative at p is denoted DDf(p) = D2f(p) or D2f

∣∣
p

and is
an element of L(V, L(V, W)) ∼= L2(V; W). Similarly, we may inductively define
Dkf ∈ Lk(V;W) whenever f is sufficiently nice that the process can continue.

Definition G.7 We say that a map f : U ⊂ V → W is Cr−differentiable on
U if Drf |p ∈ Lr(V, W) exists for all p ∈ U and if continuous Drf as map
U → Lr(V, W). If f is Cr−differentiable on U for all r > 0 then we say that f
is C∞ or smooth (on U).

Exercise G.3 Show directly that a bounded multilinear map is C∞.

Definition G.8 A bijection f between open sets Uα ⊂ V and Uβ ⊂ W is called
a Cr−diffeomorphism if and only if f and f−1 are both Cr−differentiable
(on Uα and Uβ respectively). If r = ∞ then we simply call f a diffeomorphism.
Often, we will have W = V in this situation.

Let U be open in V. A map f : U → W is called a local Crdiffeomorphism
if and only if for every p ∈ U there is an open set Up ⊂ U with p ∈ Up such that
f |Up

: Up → f(Up) is a Cr−diffeomorphism.

Remark G.1 In the context of undergraduate calculus courses we are used to
thinking of the derivative of a function at some a ∈ R as a number f ′(a) which
is the slope of the tangent line on the graph at (a, f(a)). From the current point
of view Df(a) = Df |a just gives the linear transformation h 7→ f ′(a) ·h and the
equation of the tangent line is given by y = f(a)+f ′(a)(x−a). This generalizes
to an arbitrary differentiable map as y = f(a) + Df(a) · (x − a) giving a map
which is the linear approximation of f at a.

We will sometimes think of the derivative of a curve1 c : I ⊂ R→ E at t0 ∈ I,
written ċ(t0), as a velocity vector and so we are identifying ċ(t0) ∈ L(R, E) with
Dc|t0 · 1 ∈ E. Here the number 1 is playing the role of the unit vector in R.

Let f : U ⊂ E → F be a map and suppose that we have a splitting E = E1×E2

. We will write f(x, y) for (x, y) ∈ E1×E2. Now for every (a, b) ∈ E1×E2 the
partial map fa, : y 7→ f(a, y) (resp. f,b : x 7→ f(x, b)) is defined in some
neighborhood of b (resp. a). We define the partial derivatives when they exist
by D2f(a, b) = Dfa,(b) (resp. D1f(a, b) = Df,b(a)). These are, of course, linear
maps.

D1f(a, b) : E1 → F

D2f(a, b) : E2 → F

The partial derivative can exist even in cases where f might not be differentiable
in the sense we have defined. The point is that f might be differentiable only
in certain directions.

1We will often use the letter I to denote a generic (usually open) interval in the real line.
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If f has continuous partial derivatives Dif(x, y) : Ei → F near (x, y) ∈
E1 × E2 then exists and is continuous for all directions v. In this case, we have
for v = (v1, v2),

Df(x, y) · (v1, v2)
= D1f(x, y) · v1 + D2f(x, y) · v2

G.0.16 Chain Rule, Product rule and Taylor’s Theorem

Theorem G.1 (Chain Rule) Let U1 and U2 be open subsets of Banach spaces
E1 and E2 respectively. Suppose we have continuous maps composing as

U1
f→ U2

g→ E3

where E3 is a third Banach space. If f is differentiable at p and g is differentiable
at f(p) then the composition is differentiable at p and D(g ◦ f) = Dg(f(p)) ◦
Dg(p). In other words, if v ∈ E1 then

D(g ◦ f)|p · v = Dg|f(p) · (Df |p · v).

Furthermore, if f ∈ Cr(U1) and g ∈ Cr(U2) then g ◦ f ∈ Cr(U1).

Proof. Let us use the notation O1(v), O2(v) etc. to mean functions such
that Oi(v) → 0 as ‖v‖ → 0. Let y = f(p). Since f is differentiable at p we have
f(p + h) = y + Df |p · h + ‖h‖O1(h) := y + ∆y and since g is differentiable at y
we have g(y + ∆y) = Dg|y · (∆y) + ‖∆y‖O2(∆y). Now ∆y → 0 as h → 0 and
in turn O2(∆y) → 0 hence

g ◦ f(p + h) = g(y + ∆y)
= Dg|y · (∆y) + ‖∆y‖O2(∆y)

= Dg|y · (Df |p · h + ‖h‖O1(h)) + ‖h‖O3(h)

= Dg|y · Df |p · h + ‖h‖ Dg|y ·O1(h) + ‖h‖O3(h)

= Dg|y · Df |p · h + ‖h‖O4(h)

which implies that g ◦ f is differentiable at p with the derivative given by the
promised formula.

Now we wish to show that f, g ∈ Cr r ≥ 1 implies that g ◦ f ∈ Cr also. The
bilinear map defined by composition comp : L(E1,E2) × L(E2, E3) → L(E1, E3)
is bounded . Define a map

mf,g : p 7→ (Dg(f(p), Df(p))

which is defined on U1. Consider the composition comp ◦mf,g. Since f and g
are at least C1 this composite map is clearly continuous. Now we may proceed
inductively. Consider the r − th statement:

composition of Cr maps are Cr
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Suppose f and g are Cr+1 then Df is Cr and Dg ◦ f is Cr by the inductive
hypothesis so that mf,g is Cr. A bounded bilinear functional is C∞. Thus comp
is C∞ and by examining comp ◦mf,g we see that the result follows.

We will often use the following lemma without explicit mention when calcu-
lating:

Lemma G.1 Let f : U ⊂ V → W be twice differentiable at x0 ∈ U ⊂ V then
the map Dvf : x 7→ Df(x) · v is differentiable at x0 and its derivative at x0 is
given by

D(Dvf)|x0
· h = D2f(x0)(h, v).

Proof. The map Dvf : x 7→ Df(x) · v is decomposed as the composition

x
Df7→ Df |x

Rv

7→ Df |x · v
where Rv : L(V,W) 7→ W is the map (A, b) 7→ A · b. The chain rule gives

D(Dvf)(x0) · h = DRv(Df |x0
) · D(Df)|x0

· h)

= DRv(Df(x0)) · (D2f(x0) · h).

But Rv is linear and so DRv(y) = Rv for all y. Thus

D(Dvf)|x0
· h = Rv(D2f(x0) · h)

= (D2f(x0) · h) · v = D2f(x0)(h, v).

Theorem G.2 If f : U ⊂ V → W is twice differentiable on U such that D2f is
continuous, i.e. if f ∈ C2(U) then D2f is symmetric:

D2f(p)(w, v) = D2f(p)(v, w).

More generally, if Dkf exists and is continuous then Dkf (p) ∈ Lk
sym(V; W).

Proof. Let p ∈ U and define an affine map A : R2 → V by A(s, t) :=
p + sv + tw. By the chain rule we have

∂2(f ◦A)
∂s∂t

(0) = D2(f ◦A)(0) · (e1, e2) = D2f(p) · (v, w)

where e1, e2 is the standard basis of R2. Thus it suffices to prove that

∂2(f ◦A)
∂s∂t

(0) =
∂2(f ◦A)

∂t∂s
(0).

In fact, for any ` ∈ V∗ we have

∂2(` ◦ f ◦A)
∂s∂t

(0) = `

(
∂2(f ◦A)

∂s∂t

)
(0)

and so by the Hahn-Banach theorem it suffices to prove that ∂2(`◦f◦A)
∂s∂t (0) =

∂2(`◦f◦A)
∂t∂s (0) which is the standard 1-variable version of the theorem which we

assume known. The result for Dkf is proven by induction.
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Theorem G.3 Let % ∈ L(F1, F2; W) be a bilinear map and let f1 : U ⊂ E → F1

and f2 : U ⊂ E → F2 be differentiable (resp. Cr, r ≥ 1) maps. Then the
composition %(f1, f2) is differentiable (resp. Cr, r ≥ 1) on U where %(f1, f2) :
x 7→ %(f1(x), f2(x)). Furthermore,

D%|x (f1, f2) · v=%(Df1|x · v, f2(x)) + %(f1(x), Df2|x · v).

In particular, if F is an algebra with differentiable product ? and f1 : U ⊂ E → F
and f2 : U ⊂ E → F then f1 ? f2 is defined as a function and

D(f1 ? f2) · v = (Df1 · v) ? (f2) + (Df1 · v) ? (Df2 · v).

Proof. This is completely similar to the usual proof of the product rule and
is left as an exercise.

The proof of this useful lemma is left as an easy exercise. It is actually quite
often that this little lemma saves the day as it were.

It will be useful to define an integral for maps from an interval [a, b] into a
Banach space V. First we define the integral for step functions. A function f on
an interval [a, b] is a step function if there is a partition a = t0 < t1 < · · · <
tk = b such that f is constant, with value say fi, on each subinterval [ti, ti+1).
The set of step functions so defined is a vector space. We define the integral of
a step function f over [a, b] by

∫

[a,b]

f :=
k−1∑

i=0

(ti+1 − ti)fi =
k−1∑

i=0

(ti+1 − ti)f(ti).

One easily checks that the definition is independent of the partition chosen. Now
the set of all step functions from [a, b] into V is a linear subspace of the Banach
space B(a, b, V) of all bounded functions of [a, b] into V and the integral is a
linear map on this space. Recall that the norm on B(a, b, V) is supa≤t<b{|f(t)|}.
If we denote the closure of the space of step functions in this Banach space
by S̄(a, b, V) then we can extend the definition of the integral to S̄(a, b, V) by
continuity since on step functions we have∣∣∣∣∣

∫

[a,b]

f

∣∣∣∣∣ ≤ (b− a) ‖f‖∞ .

In the limit, this bound persists. This integral is called the Cauchy-Bochner
integral and is a bounded linear map S̄(a, b, V) → V. It is important to notice
that S̄(a, b, V) contains the continuous functions C([a, b],V) because such may
be uniformly approximated by elements of S(a, b, V) and so we can integrate
these functions using the Cauchy-Bochner integral.

Lemma G.2 If ` : V → W is a bounded linear map of Banach spaces then for
any f ∈ S̄(a, b, V) we have

∫

[a,b]

` ◦ f = ` ◦
∫

[a,b]

f.

Proof. This is obvious for step functions. The general result follows by
taking a limit for step functions converging in S̄(a, b, V) to f .
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Some facts about maps on finite dimensional spaces.

Let U be an open subset of Rn and let f : U → Rm be a map which is differen-
tiable at a = (a1, ..., an) ∈ Rn. The map f is given by m functions f i : U → Rm

, 1 ≤ i ≤ m. Now with respect to the standard bases of Rn and Rm respectively,
the derivative is given by an n×m matrix called the Jacobian matrix:

Ja(f) :=




∂f1

∂x1 (a) ∂f1

∂x2 (a) · · · ∂f1

∂xn (a)
∂f2

∂x1 (a)
...

. . .
∂fm

∂x1 (a) ∂fm

∂xn (a)




.

The rank of this matrix is called the rank of f at a. If n = m so that f :
U ⊂ Rn → Rn then the Jacobian is a square matrix and det(Ja(f)) is called
the Jacobian determinant at a. If f is differentiable near a then it follows
from the inverse mapping theorem proved below that if det(Ja(f)) 6= 0 then
there is some open set containing a on which f has a differentiable inverse. The
Jacobian of this inverse at f(x) is the inverse of the Jacobian of f at x.

Notation G.5 The Jacobian matrix was a bit tedious to write down. Of course
we have the abbreviation but let us also use the suggestive notation

∂(f1, .., fm)
∂(x1, .., xn)

.

The following is the mean value theorem:

Theorem G.4 Let V and W be Banach spaces. Let c : [a, b] → V be a C1−map
with image contained in an open set U ⊂ V. Also, let f : U → W be a C1 map.
Then

f(c(b))− f(c(a)) =
∫ 1

0

Df(c(t)) · c′(t)dt.

If c(t) = (1− t)x + ty then

f(y)− f(x) =
∫ 1

0

Df(c(t))dt · (y − x)

Notice that
∫ 1

0
Df(c(t))dt ∈ L(V, W).

Proof. Use the chain rule and the 1-variable fundamental theorem of cal-
culus for the first part. For the second use lemma ??.

Corollary G.1 Let U be a convex open set in a Banach space V and f : U → W
a C1 map into another Banach space W. Then for any x, y∈U we have

‖f(y)− f(x)‖ ≤ Cx,y ‖y − x‖
where Cx,y is the supremum over all values taken by f along the line segment
which is the image of the path t 7→ (1− t)x + ty.
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Recall that for a fixed x higher derivatives Dpf |x are symmetric multilinear
maps. For the following let (y)k denote (y, y, ..., y)

k-times

. With this notation we have

the following version of Taylor’s theorem.

Theorem G.5 (Taylor’s theorem) Given Banach spaces V and W,a Cr func-
tion f : U → W and a line segment t 7→ (1 − t)x + ty contained in U, we have
that t 7→ Dpf(x + ty) · (y)p is defined and continuous for 1 ≤ p ≤ k and

f(x + y) = f(x) +
1
1!

Df |x · y +
1
2!

D2f
∣∣
x
· (y)2 + · · ·+ 1

(k − 1)!
Dk−1f

∣∣
x
· (y)k−1

+
∫ 1

0

(1− t)k−1

(k − 1)!
Dkf(x + ty) · (y)kdt

Proof. The proof is by induction and follows the usual proof closely. The
point is that we still have an integration by parts formula coming from the
product rule and we still have the fundamental theorem of calculus.

G.0.17 Local theory of maps

Inverse Mapping Theorem

The main reason for restricting our calculus to Banach spaces is that the inverse
mapping theorem holds for Banach spaces and there is no simple and general
inverse mapping theory on more general topological vector spaces. The so called
hard inverse mapping theorems such as that of Nash and Moser require special
estimates and are constructed to apply to a very limited situation. Recently,
Michor and Kriegl et. al. have promoted an approach which defines differentia-
bility in terms of mappings of R into the space that makes a lot of the formal
parts of calculus valid under their definition of differentiability. However, the
general (and easy) inverse and implicit mapping theorems still remain limited
as before to Banach spaces and more general cases have to be handled case by
case.

Definition G.9 Let E and F be Banach spaces. A map will be called a Cr

diffeomorphism near p if there is some open set U ⊂ dom(f) containing p
such that f |U :U → f(U) is a Cr diffeomorphism onto an open set f(U). The
set of all maps which are diffeomorphisms near p will be denoted Diffr

p(E, F). If
f is a Cr diffeomorphism near p for all p ∈ U = dom(f) then we say that f is
a local Cr diffeomorphism.

Definition G.10 Let X, d1 and Y, d2 be metric spaces. A map f : X → Y is
said to be Lipschitz continuous (with constant k) if there is a k > 0 such that
d(f(x1), f(x2)) ≤ kd(x1, x2) for all x1, x2 ∈ X. If 0 < k < 1 the map is called
a contraction mapping (with constant k) or is said to be k-contractive.

The following technical result has numerous applications and uses the idea
of iterating a map. Warning: For this theorem fn will denote the n−fold
composition f ◦ f ◦ · · · ◦ f rather than a product.
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Proposition G.4 (Contraction Mapping Principle) Let F be a closed sub-
set of a complete metric space (M, d). Let f : F → F be a k-contractive map
such that

d(f(x), f(y)) ≤ kd(x, y)

for some fixed 0 ≤ k < 1. Then
1) there is exactly one x0 ∈ F such that f(x0) = x0. Thus x0 is a fixed point

for f . Furthermore,
2) for any y ∈ F the sequence yn := fn(y) converges to the fixed point x0

with the error estimate d(yn, x0) ≤ kn

1−kd(y1, x0).

Proof. Let y ∈ F . By iteration

d(fn(y), fn−1(y)) ≤ kd(fn−1(y), fn−2(y)) ≤ · · · ≤ kn−1d(f(y), y)

as follows:

d(fn+j+1(y), fn(y)) ≤ d(fn+j+1(y), fn+j(y)) + · · ·+ d(fn+1(y), fn(y))

≤ (kj+1 + · · ·+ k)d(fn(y), fn−1(y))

≤ k

1− k
d(fn(y), fn−1(y))

kn

1− k
d(f1(y), y))

¿From this, and the fact that 0 ≤ k < 1, one can conclude that the sequence
fn(y) = xn is Cauchy. Thus fn(y) → x0 for some x0 which is in F since F is
closed. On the other hand,

x0 = lim
n→0

fn(y) = lim
n→0

f(fn−1(y)) = f(x0)

by continuity of f . Thus x0 is a fixed point. If u0 where also a fixed point then

d(x0, u0) = d(f(x0), f(u0)) ≤ kd(x0, u0)

which forces x0 = u0. The error estimate in (2) of the statement of the theorem
is left as an easy exercise.

Remark G.2 Note that a Lipschitz map f may not satisfy the hypotheses of
the last theorem even if k < 1 since U is not a complete metric space unless
U = E.

Definition G.11 A continuous map f : U → E such that Lf := idU −f is
injective has a not necessarily continuous inverse Gf and the invertible map
Rf := idE−Gf will be called the resolvent operator for f .

The resolvent is a term that is usually used in the context of linear maps and
the definition in that context may vary slightly. Namely, what we have defined
here would be the resolvent of ±Lf . Be that as it may, we have the following
useful result.
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Theorem G.6 Let E be a Banach space. If f : E → E is continuous map that
is Lipschitz continuous with constant k where 0 ≤ k < 1, then the resolvent Rf

exists and is Lipschitz continuous with constant k
1−k .

Proof. Consider the equation x − f(x) = y. We claim that for any y ∈ E
this equation has a unique solution. This follows because the map F : E → E
defined by F (x) = f(x) + y is k-contractive on the complete normed space E as
a result of the hypotheses. Thus by the contraction mapping principle there is
a unique x fixed by F which means a unique x such that f(x) + y = x. Thus
the inverse Gf exists and is defined on all of E. Let Rf := idE−Gf and choose
y1, y2 ∈ E and corresponding unique xi , i = 1, 2 with xi − f(xi) = yi. We have

‖Rf (y1)−Rf (y2)‖ = ‖f(x1)− f(x2)‖
≤ k ‖x1 − x2‖ ≤
≤ k ‖y1 −Rf (y1)− (y2 −Rf (y2))‖ ≤
≤ k ‖y1 − y2‖+ ‖Rf (y1)−Rf (y2)‖ .

Solving this inequality we get

‖Rf (y1)−Rf (y2)‖ ≤ k

1− k
‖y1 − y2‖ .

Lemma G.3 The space GL(E,F) of continuous linear isomorphisms is an open
subset of the Banach space L(E, F). In particular, if ‖id−A‖ < 1 for some
A ∈GL(E) then A−1 = limN→∞

∑N
n=0(id−A)n.

Proof. Let A0 ∈GL(E,F). The map A 7→ A−1
0 ◦ A is continuous and maps

GL(E, F) onto GL(E,F). If follows that we may assume that E = F and that
A0 = idE. Our task is to show that elements of L(E, E) close enough to idE are
in fact elements of GL(E). For this we show that

‖id−A‖ < 1

implies that A ∈GL(E). We use the fact that the norm on L(E, E) is an algebra
norm. Thus ‖A1 ◦A2‖ ≤ ‖A1‖ ‖A2‖ for all A1, A2 ∈ L(E, E). We abbreviate id
by “1” and denote id−A by Λ. Let Λ2 := Λ ◦Λ , Λ3 := Λ ◦Λ ◦Λ and so forth.
We now form a Neumann series :

π0 = 1
π1 = 1 + Λ

π2 = 1 + Λ + Λ2

...

πn = 1 + Λ + Λ2 + · · ·+ Λn.
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By comparison with the Neumann series of real numbers formed in the same
way using ‖A‖ instead of A we see that {πn} is a Cauchy sequence since ‖Λ‖ =
‖id−A‖ < 1. Thus {πn} is convergent to some element ρ. Now we have
(1− Λ)πn = 1− Λn+1 and letting n →∞ we see that (1− Λ)ρ = 1 or in other
words, Aρ = 1.

Lemma G.4 The map inv :GL(E, F) →GL(E,F) given by taking inverses is a
C∞map and the derivative of inv :g 7→ g−1 at some g0 ∈GL(E, F) is the linear
map given by the formula: D inv|g0

:A7→ −g−1
0 Ag−1

0 .

Proof. Suppose that we can show that the result is true for g0 = id. Then
pick any h0 ∈GL(E, F) and consider the isomorphisms Lh0 :GL(E) →GL(E,F)
and Rh−1

0
:GL(E) →GL(E, F) given by φ 7→ h0φ and φ 7→ φh−1

0 respectively.
The map g 7→ g−1 can be decomposed as

g
L

h
−1
07→ h−1

0 ◦ g
invE7→ (h−1

0 ◦ g)−1
R

h
−1
07→ g−1h0h

−1
0 = g−1.

Now suppose that we have the result at g0 = id in GL(E). This means that
DinvE|h0

:A7→ −A. Now by the chain rule we have

(D inv|h0
) ·A = D(Rh−1

0
◦ invE ◦ Lh−1

0
) ·A

=
(
Rh−1

0
◦ D invE|id ◦ Lh−1

0

)
·A

= Rh−1
0
◦ (−A) ◦ Lh−1

0
= −h−1

0 Ah−1
0

so the result is true for an arbitrary h0 ∈GL(E,F). Thus we are reduced to
showing that DinvE|id :A7→ −A. The definition of derivative leads us to check
that the following limit is zero.

lim
‖A‖→0

∥∥(id+A)−1 − (id)−1 − (−A)
∥∥

‖A‖ .

Note that for small enough ‖A‖, the inverse (id +A)−1 exists and so the above
limit makes sense. By our previous result (13) the above difference quotient
becomes

lim
‖A‖→0

∥∥(id+A)−1 − id+A
∥∥

‖A‖

= lim
‖A‖→0

‖∑∞
n=0(id−(id+A))n − id+A‖

‖A‖

= lim
‖A‖→0

‖∑∞
n=0(−A)n − id+A‖

‖A‖

= lim
‖A‖→0

‖∑∞
n=2(−A)n‖
‖A‖ ≤ lim

‖A‖→0

∑∞
n=2 ‖A‖n

‖A‖

= lim
‖A‖→0

∞∑
n=1

‖A‖n = lim
‖A‖→0

‖A‖
1− ‖A‖ = 0.
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Theorem G.7 (Inverse Mapping Theorem) Let E and F be Banach spaces
and f : U → F be a Crmapping defined an open set U ⊂ E. Suppose that x0 ∈ U
and that f ′(x0) = Df |x : E → F is a continuous linear isomorphism. Then
there exists an open set V ⊂ U with x0 ∈ V such that f : V → f(V ) ⊂ F
is a Cr−diffeomorphism. Furthermore the derivative of f−1 at y is given by
Df−1

∣∣
y

= (Df |f−1(y))
−1.

Proof. By considering (Df |x)−1 ◦f and by composing with translations we
may as well just assume from the start that f : E → E with x0 = 0, f(0) = 0
and Df |0 = idE . Now if we let g = x− f(x), then Dg|0 = 0 and so if r > 0 is
small enough then

‖Dg|x‖ <
1
2

for x ∈ B(0, 2r). The mean value theorem now tells us that ‖g(x2)− g(x1)‖ ≤
1
2 ‖x2 − x1‖ for x2, x1 ∈ B(0, r) and that g(B(0, r)) ⊂ B(0, r/2). Let y0 ∈
B(0, r/2). It is not hard to show that the map c : x 7→ y0 + x − f(x) is a
contraction mapping c : B(0, r) → B(0, r) with constant 1

2 . The contraction
mapping principle ?? says that c has a unique fixed point x0 ∈ B(0, r). But
c(x0) = x0 just translates to y0 + x0 − f(x0) = x0 and then f(x0) = y0. So x0

is the unique element of B(0, r) satisfying this equation. But then since y0 ∈
B(0, r/2) was an arbitrary element of B(0, r/2) it follows that the restriction
f : B(0, r/2) → f(B(0, r/2)) is invertible. But f−1 is also continuous since

∥∥f−1(y2)− f−1(y1)
∥∥ = ‖x2 − x1‖
≤ ‖f(x2)− f(x1)‖+ ‖g(x2)− g(x1)‖
≤ ‖f(x2)− f(x1)‖+

1
2
‖x2 − x1‖

= ‖y2 − y1‖+
1
2

∥∥f−1(y2)− f−1(y1)
∥∥

Thus
∥∥f−1(y2)− f−1(y1)

∥∥ ≤ 2 ‖y2 − y1‖ and so f−1 is continuous. In fact, f−1

is also differentiable on B(0, r/2). To see this let f(x2) = y2 and f(x1) = y1

with x2, x1 ∈ B(0, r) and y2, y1 ∈ B(0, r/2). The norm of Df(x1))−1 is bounded
(by continuity) on B(0, r) by some number B. Setting x2 − x1 = ∆x and
y2 − y1 = ∆y and using (Df(x1))−1Df(x1) = id we have
∥∥f−1(y2)− f−1(y1)− (Df(x1))−1 ·∆y

∥∥
=

∥∥∆x− (Df(x1))−1(f(x2)− f(x1))
∥∥

=
∥∥{(Df(x1))−1Df(x1)}∆x− {(Df(x1))−1Df(x1)}(Df(x1))−1(f(x2)− f(x1))

∥∥
≤ B ‖Df(x1)∆x− (f(x2)− f(x1))‖ ≤ o(∆x) = o(∆y) (by continuity).

Thus Df−1(y1) exists and is equal to (Df(x1))−1 = (Df(f−1(y1)))−1. A simple
argument using this last equation shows that Df−1(y1) depends continuously
on y1 and so f−1 is C1. The fact that f−1 is actually Cr follows from a simple
induction argument that uses the fact that Df is Cr−1 together with lemma
??. This last step is left to the reader.
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Exercise G.4 Complete the last part of the proof of theorem

Corollary G.2 Let U ⊂ E be an open set and 0 ∈ U . Suppose that f : U → F
is differentiable with Df(p) : E → F a (bounded) linear isomorphism for each
p ∈ U . Then f is a local diffeomorphism.

Theorem G.8 (Implicit Mapping Theorem I) Let E1, E2 and F be Banach
spaces and U × V ⊂ E1 × E2 open. Let f : U × V → F be a Crmapping such
that f(x0, y0) = 0. If D2f(x0,y0) : E2 → F is a continuous linear isomorphism
then there exists a (possibly smaller) open set U0 ⊂ U with x0 ∈ U0 and unique
mapping g : U0 → V with g(x0) = y0 and such that

f(x, g(x)) = 0

for all x ∈ U0.

Proof. Follows from the following theorem.

Theorem G.9 (Implicit Mapping Theorem II) Let E1, E2 and F be Ba-
nach spaces and U×V ⊂ E1×E2 open. Let f : U×V → F be a Crmapping such
that f(x0, y0) = w0. If D2f(x0, y0) : E2 → F is a continuous linear isomorphism
then there exists (possibly smaller) open sets U0 ⊂ U and W0 ⊂ F with x0 ∈ U0

and w0 ∈ W0 together with a unique mapping g : U0 ×W0 → V such that

f(x, g(x,w)) = w

for all x ∈ U0. Here unique means that any other such function h defined on a
neighborhood U ′

0 ×W ′
0 will equal g on some neighborhood of (x0, w0).

Proof. Sketch: Let Ψ : U×V → E1×F be defined by Ψ(x, y) = (x, f(x, y)).
Then DΨ(x0, y0) has the operator matrix

[
idE1 0

D1f(x0, y0) D2f(x0, y0)

]

which shows that DΨ(x0, y0) is an isomorphism. Thus Ψ has a unique local
inverse Ψ−1 which we may take to be defined on a product set U0×W0. Now Ψ−1

must have the form (x, y) 7→ (x, g(x, y)) which means that (x, f(x, g(x,w))) =
Ψ(x, g(x,w)) = (x,w). Thus f(x, g(x,w)) = w. The fact that g is unique
follows from the local uniqueness of the inverse Ψ−1 and is left as an exercise.

In the case of a map f : U → V between open subsets of Euclidean spaces (
say Rn and Rm) we have the notion of rank at p ∈ U which is just the rank of
the linear map Dpf : Rn → Rm.

Definition G.12 Let X, Y be topological spaces. When we write f :: X → Y we
imply only that f is defined on some open set in X. We shall employ a similar
use of the symbol “ :: ” when talking about continuous maps between (open subsets
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of) topological spaces in general. If we wish to indicate that f is defined near
p ∈ X and that f(p) = q we will used the pointed category notation together with
the symbol “ :: ”:

f :: (X, p) → (Y, q)

We will refer to such maps as local maps at p. Local maps may be com-
posed with the understanding that the domain of the composite map may become
smaller: If f :: (X, p) → (Y, q) and g :: (Y, q) → (G, z) then g◦f :: (X, p) → (G, z)
and the domain of g ◦f will be a non-empty open set. Also, we will say that two
such maps f1 : (X, p)→(Y, q) and f2 : (X, p)→(Y, q) are equal near p if there
is an open set O with p ∈ O ⊂ dom(f1) ∩ dom(f2) such that the restrictions to
O are equal:

f1|O = f2|O
in this case will simply write “f1 = f2 (near p)”.

Notation G.6 Recall that for a linear map A : Rn → Rm which is injective
with rank r there exist linear isomorphisms C1 : Rm → Rm and C2 : Rn → Rn

such that C1 ◦A ◦ C−1
2 is just a projection followed by an injection:

Rn = Rr × Rn−r → Rr × 0 → Rr × Rm−r = Rm

We have obvious special cases when r = n or r = m. This fact has a local version
that applies to C∞nonlinear maps. In order to facilitate the presentation of the
following theorems we will introduce the following terminology:

Linear case.

Definition G.13 We say that a continuous linear map A1 : E1 → F1 is equiv-
alent to a map A2 : E2 → F2 if there are continuous linear isomorphisms
α : E1 → E2 and β : F1 → F2 such that A2 = β ◦A1 ◦ α−1.

Definition G.14 Let A : E → F be an injective continuous linear map. We
say that A is a splitting injection if there are Banach spaces F1 and F2 with
F ∼= F1 × F2 and if A is equivalent to the injection inj1 : F1 → F1 × F2.

Lemma G.5 If A : E → F is a splitting injection as above then there exists a
linear isomorphism δ : F → E× F2 such that δ ◦A : E → E× F2 is the injection
x 7→ (x, 0).

Proof. By definition there are isomorphisms α : E → F1 and β : F → F1×F2

such that β ◦A ◦ α−1 is the injection F1 → F1 × F2 . Since α is an isomorphism
we may compose as follows

(α−1 × idE) ◦ β ◦A ◦ α−1 ◦ α

= (α−1 × idE) ◦ β ◦A

= δ ◦A
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to get a map which is easily seen to have the correct form.
If A is a splitting injection as above it easy to see that there are closed

subspaces F1 and F2 of F such that F = F1 ⊕ F2 and such that A maps E iso-
morphically onto F1 .

Definition G.15 Let A : E → F be an surjective continuous linear map. We
say that A is a splitting surjection if there are Banach spaces E1 and E2 with
E ∼= E1 × E2 and if A is equivalent to the projection pr1 : E1 × E2 → E1.

Lemma G.6 If Let A : E → F is a splitting surjection then there is a linear
isomorphism δ : F× E2 → E such that A ◦ δ : F × E2 → F is the projection
(x, y) 7→ x.

Proof. By definition there exist isomorphisms α : E → E1×E2 and β : F →
E1 such that β ◦A ◦α−1 is the projection pr1 : E1 × E2 → E1. We form another
map by composition by isomorphisms;

β−1 ◦ β ◦A ◦ α−1 ◦ (β, idE2)

= A ◦ α−1 ◦ (β, idE2) := A ◦ δ

and check that this does the job.
If A is a splitting surjection as above it easy to see that there are closed

subspaces E1 and E2 of E such that E = E1 ⊕ E2 and such that A maps E onto
E1 as a projection x + y 7→ x.

Local (nonlinear) case.

Definition G.16 Let f1 : (E1, p1)→(F1, q1) be a local map. We say that f1 is
locally equivalent near p1to f2 : (E2, p2)→(F2, q2) if there exist local diffeo-
morphisms α : E1 → E2 and β : F1 → F2 such that f1 = α ◦ f2 ◦ β−1 (near p) or
equivalently if f2 = β ◦ f1 ◦ α−1 (near p2).

Definition G.17 Let f :: E, p→ F, q be a local map. We say that f is a lo-
cally splitting injection or local immersion if there are Banach spaces F1

and F2 with F ∼= F1 × F2 and if f is locally equivalent near p to the injection
inj1 :: (F1, 0) → (F1 × F2, 0).

By restricting the maps to possibly smaller open sets we can arrange that

β ◦ f ◦α−1 is given by U ′ α−1

→ U
f→ V

β→ U ′ × V ′ which we will call a nice local
injection.

Lemma G.7 If f is a locally splitting injection as above there is an open set
U1 containing p and local diffeomorphism ϕ : U1 ⊂ F → U2 ⊂ E× F2 and such
that ϕ ◦ f(x) = (x, 0) for all x ∈ U1.
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Proof. This is done using the same idea as in the proof of lemma ??.

(E, p) → (F, q)
α l l β

(F1, 0) → (F1 × F2, (0, 0))
α l inj1 l α−1 × id

(E, p) → (E× F2, (p, 0))

Definition G.18 Let f :: (E, p) → (F, q) be a local map. We say that f is a
locally splitting surjection or local submersion if there are Banach spaces
E1 and E2 with E ∼= E1×E2 and if f is locally equivalent (at p) to the projection
pr1 : E1 × E2 → E1.

Again, by restriction of the domains to smaller open sets we can arrange

that projection β ◦ f ◦ α−1 is given by U ′ × V ′ α−1

→ U
f→ V

β→ U ′ which we will
call a nice local projection.

Lemma G.8 If f is a locally splitting surjection as above there are open sets
U1×U2 ⊂ F×E2 and V ⊂ F together with a local diffeomorphism ϕ : U1×U2 ⊂
F× E2 → V ⊂ E such that f ◦ ϕ(u, v) = u for all (u, v) ∈ U1 × U2.

Proof. This is the local (nonlinear) version of lemma ?? and is proved just
as easily. Examine the diagram for guidance if you get lost:

(E, p) → (F, q)
l l

(E1 × E2, (0, 0)) → (E1, 0)
l pr1 l

(F× E2, (q, 0)) → (F, q)

Theorem G.10 (local immersion) Let f :: (E, p)→(F, q) be a local map. If
Df |p : (E, p)→(F, q) is a splitting injection then f :: (E, p)→(F, q) is a local
immersion.

Theorem G.11 (local immersion- finite dimensional case) Let f :: Rn →
Rn×Rk) be a map of constant rank n in some neighborhood of 0 ∈ Rn. Then
there is g1 :: Rn → Rn with g1(0) = 0, and a g2 :: Rn → Rn×Rk such that
g2 ◦ f ◦ g−1

1 is just given by x 7→ (x, 0) ∈ Rn×Rk .

We have a similar but complementary theorem which we state in a slightly
more informal manner.

Theorem G.12 (local submersion) Let f :: (E, p) → (F, q) be a local map.
If Df |p : (E, p) → (F, q) is a splitting surjection then f :: (E, p) → (F, q) is a
local submersion.
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Theorem G.13 (local submersion -finite dimensional case) Let f :: (Rn×Rk, 0) →
(Rn, 0) be a local map with constant rank n near 0. Then there are diffeomor-
phisms g1 :: (Rn×Rk, 0) → (Rn×Rk, 0) and g2 :: (Rn, 0) → (Rn, 0) such that
near 0 the map

g2 ◦ f ◦ g−1
1 :: (Rn×Rk, 0) → (Rn, 0)

is just the projection (x, y) 7→ x.

If the reader thinks about what is meant by local immersion and local sub-
mersion he/she will realize that in each case the derivative map Dfp has full
rank. That is, the rank of the Jacobian matrix in either case is a big as the
dimensions of the spaces involved allow. Now rank is only a semicontinuous and
this is what makes full rank extend from points out onto neighborhoods so to
speak. On the other hand, we can get more general maps into the picture if
we explicitly assume that the rank is locally constant. We will state and prove
the following theorem only for the finite dimensional case. There is a Banach
version of this theorem but

Theorem G.14 (The Constant Rank Theorem) Let f : (Rn, p) → (Rm, q)
be a local map such that Df has constant rank r in an open set containing p.
Then there are local diffeomorphisms g1 : (Rn, p) → (Rn, 0) and g2 : (Rm, q) →
(Rm, 0) such that g2 ◦ f ◦ g−1

1 is a local diffeomorphism near 0 with the form

(x1, ....xn) 7→ (x1, ....xr, 0, ..., 0).

Proof. Without loss of generality we may assume that f : (Rn, 0) → (Rm, 0)
and that (reindexing) the r × r matrix

(
∂f j

∂xj

)

1≤i,j≤r

is nonsingular in an open ball centered at the origin of Rn. Now form a map
g1(x1, ....xn) = (f1(x), ..., fr(x), xr+1, ..., xn). The Jacobian matrix of g1 has
the block matrix form [ (

∂fi

∂xj

)

0 In−r

]

which has nonzero determinant at 0 and so by the inverse mapping theorem
g1 must be a local diffeomorphism near 0. Restrict the domain of g1 to this
possibly smaller open set. It is not hard to see that the map f ◦ g−1

1 is of the
form (z1, ..., zn) 7→ (z1, ..., zr, γr+1(z), ..., γm(z)) and so has Jacobian matrix of
the form [

Ir 0
∗

(
∂γi

∂xj

)
]

.

Now the rank of
(

∂γi

∂xj

)
r+1≤i≤m, r+1≤j≤n

must be zero near 0 since the rank(f) =

rank(f ◦ h−1) = r near 0. On the said (possibly smaller) neighborhood we now
define the map g2 : (Rm, q) → (Rm, 0) by

(y1, ..., ym) 7→ (y1, ..., yr, yr+1 − γr+1(y∗, 0), ..., ym − γm(y∗, 0))
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where (y∗, 0) = (y1, ..., yr, 0, ..., 0). The Jacobian matrix of g2 has the form
[

Ir 0
∗ I

]

and so is invertible and the composition g2 ◦ f ◦ g−1
1 has the form

z
f◦g−1

17→ (z∗, γr+1(z), ..., γm(z))
g27→ (z∗, γr+1(z)− γr+1(z∗, 0), ..., γm(z)− γm(z∗, 0))

where (z∗, 0) = (z1, ..., zr, 0, ..., 0). It is not difficult to check that g2 ◦ f ◦ g−1
1

has the required form near 0.

Remark G.3 In this section we have defined several things in terms of the
canonical projections onto, or injections into, Cartesian products. The fact that
we projected onto the first factor and injected into the first factor is irrelevant
and it could have been either factor. Thus we will freely use the theorem as if
we had made any other choice of factor. This is the case in our definitions of
submanifolds, immersions, and submersions.

G.0.18 The Tangent Bundle of an Open Subset of a Ba-
nach Space

Later on we will define the notion of a tangent space and tangent bundle for a
differentiable manifold which locally looks like a Banach space. Here we give a
definition that applies to the case of an open set U in a Banach space.

Definition G.19 Let E be a Banach space and U ⊂ E an open subset. A
tangent vector at x ∈ U is a pair (x, v) where v∈ E. The tangent space at
x ∈ U is defined to be TxU := TxE := {x} × E and the tangent bundle TU over
U is the union of the tangent spaces and so is just TU = U × E. Similarly the
cotangent bundle over U is defined to be T ∗U = U × E∗. A tangent space TxE
is also sometimes called the fiber at x.

We give this definition in anticipation of our study of the tangent space at a
point of a differentiable manifold. In this case however, it is often not necessary
to distinguish between TxU and E since we can often tell from context that an
element v ∈ E is to be interpreted as based at some point x ∈ U . For instance
a vector field in this setting is just a map X : U → E but where X(x) should be
thought of as based at x.

Definition G.20 If f : U → F is a Cr map into a Banach space F then the
tangent map Tf : TU → TF is defined by

Tf · (x, v) = (f(x), Df(x) · v).

The map takes the tangent space TxU = TxE linearly into the tangent space
Tf(x)F for each x ∈ U. The projection onto the first factor is written τU :
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TU = U × E → U and given by τU (x, v) = x. We also have a projection
πU : T ∗U = U × E∗→U defined similarly.

If f : U → V is a diffeomorphism of open sets U and V in E and F respectively
then Tf is a diffeomorphism that is linear on the fibers and such that we have
a commutative diagram:

TU = U × E
Tf→ V × F =TV

pr1 ↓ ↓ pr1

U → V
f

The pair is an example of what is called a local bundle map. In this context
we will denote the projection map TU = U × E → U by τU .

The chain rule looks much better if we use the tangent map:

Theorem G.15 Let U1 and U2 be open subsets of Banach spaces E1 and E2

respectively. Suppose we have differentiable (resp. Cr, r ≥ 1) maps composing
as

U1
f→ U2

g→ E3

where E3 is a third Banach space. Then the composition is g ◦ f differentiable
(resp. Cr, r ≥ 1) and T (g ◦ f) = Tg ◦ Tf

TU1
Tf→ TU2

Tg→ TE3

τU1 ↓ τU2 ↓ ↓ τE3

U1
f→ U2

g→ E3

Notation G.7 (and convention) There are three ways to express the “differen-
tial/derivative” of a differentiable map f : U ⊂ E → F.

1. The first is just Df : E → F or more precisely Df |x : E → F for any point
x∈U .

2. This one is new for us. It is common but not completely standard :

dF : TU → F

This is just the map (x, v) → Df |x v. We will use this notation also in
the setting of maps from manifolds into vector spaces where there is a
canonical trivialization of the tangent bundle of the target manifold (all
of these terms will be defined). The most overused symbol for various
“differentials” is d. We will use this in connection with Lie group also.

3. Lastly the tangent map Tf : TU → TF which we defined above. This is
the one that generalizes to manifolds without problems.

In the local setting that we are studying now these three all contain es-
sentially the same information so the choice to use one over the other is
merely aesthetic.
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In the local setting that we are studying now all three of these maps contain
essentially the same information.

It should be noted that some authors use df to mean any of the above
maps and their counterparts in the general manifold setting. This leads to less
confusion than one might think since one always has context on one’s side.

G.0.19 Extrema

A real valued function f on a topological space X is continuous at x0 ∈ X if for
every ε > 0 there is a open set Uε containing x0 such that

Uε ⊂ {x : f(x) > f(x0)− ε} ∩ {x : f(x) < f(x0) + ε}.

Baire introduced the notion of semicontinuity by essentially using only one of
the intersected sets above. Namely, f is lower semicontinuous at x0 if for every
ε > 0 there is a open set Uε containing x0 such that

Uε ⊂ {x : f(x) > f(x0)− ε}.

Of course there is the symmetrical notion of upper semicontinuity. Lower semi-
continuity is appropriately introduced in connection with the search for x such
that f(x) is a (local) minimum. Since replacing f by −f interchanges upper
and lower semicontinuity and also maxima and minima it we be sufficient to
limit the discussion to minima. If the topological space is Hausdorff then we
can have a simple and criterion for the existence of a minimum:

Theorem G.16 Let M be Hausdorff and f : M → R ∪ {+∞} a lower semi-
continuous function such that there exists a number c < ∞ such that Mf,c :=
{x ∈ M : f(x) ≤ c} is nonempty and sequentially compact then there exists a
minimizing x0 ∈ M :

f(x0) = inf
x∈M

f(x).

This theorem is a sort of generalization of the theorem that a continuous
function on a compact set achieve a minimum (and maximum). We need to
include semicontinuous functions since even some of the most elementary exam-
ples for geometric minimization problems naturally involve functionals that are
only semicontinuous for very natural topologies on the set M .

Now if M is a convex set in some vector space then if f : M → R is
strictly convex on M ( meaning that 0 < t < 1 =⇒ f(tx1 + (1 − t)x2) <
tf(x1) + (1 − t)f(x2)) then a simple argument shows that f can have at most
one minimizer x0 in M . We are thus led to a wish list in our pursuit of a
minimum for a function. We hope to simultaneously have

1. M convex,

2. f : M → R strictly convex,

3. f lower semicontinuous,
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4. there exists c < ∞ so that Mf,c is nonempty and sequentially compact.

Just as in elementary calculus, a differentiable function f has an extrema
at a point x0 only if x0 is a boundary point of the domain of f or, if x0 is an
interior point, Df(x0) = 0. In case Df(x0) = 0 for some interior point x0, we
may not jump to the conclusion that f achieves an extrema at x0. As expected,
there is a second derivative test that may help in this case:

Theorem G.17 Let f : U ⊂ E → F be twice differentiable at x0 ∈ U (assume
U is open). If f has a local extrema at x0 then D2f(x0)(v, v) ≥ 0 for all v ∈ E.
If D2f(x0) is a nondegenerate bilinear form then if D2f(x0)(v, v) > 0 (resp.
< 0) then f achieves a minimum (resp. maximum) at x0.

In practice we may have a choice of several possible sets M , topologies for
M or the vector space contains M and so on. But then we must strike a balance
since a topology with more open sets has more lower semicontinuous functions
while one with less open sets means more sequentially compact sets.

G.1 Problem Set

1. Find the matrix that represents (with respects to standard bases) the
derivative the map f : Rn → Rm given by

a) f(x) = Ax for an m× n matrix A.

b) f(x) = xtAx for an n× n matrix A (here m = 1).

c) f(x) = x1x2 · · ·xn (here m = 1).

2. Find the derivative of the map F : L2([0, 1]) → L2([0, 1]) given by

F [f ](x) =
∫ 1

0

k(x, y) [f(y)]2 dy

where k(x, y) is a bounded continuous function on [0, 1]× [0, 1].

3. Let f : R→ R be differentiable and define F : C[0, 1] → C[0, 1] by

F (g) := f ◦ g

Show that F is differentiable and DF |g : C[0, 1] → C[0, 1] is the linear

map given by
(

DF |g · u
)

(t) = f ′(g(t)) · u(t).

4. Let L : Rn × Rn × R→ R be C∞ and define

S[c] =
∫ 1

0

L(c(t), c′(t), t)dt
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which is defined on the Banach space B of all C1 curves c : [0, 1] → Rn with
c(0) = 0 and c(1) = 0 and with the norm ‖c‖ = supt∈[0,1]{|c(t)|+ |c′(t)|}.
Find a function gc : [0, 1] → Rn such that

DS|c · b =
∫ 1

0

〈gc(t), b(t)〉dt

or in other words,

DS|c · b =
∫ 1

0

n∑

i=1

gi
c(t)b

i(t)dt.

5. In the last problem, if we had not insisted that c(0) = 0 and c(1) = 0, but
rather that c(0) = x0 and c(1) = x1, then the space wouldn’t even have
been a vector space let alone a Banach space. But this fixed endpoint
family of curves is exactly what is usually considered for functionals of
this type. Anyway, convince yourself that this is not a serious problem by
using the notion of an affine space (like a vector space but no origin and
only differences are defined. ). Is the tangent space of the this space of
fixed endpoint curves a Banach space?

Hint: If we choose a fixed curve c0 which is the point in the Banach space
at which we wish to take the derivative then we can write B~x0~x1 = B+ c0

where

B~x0~x1 = {c : c(0) = ~x0 and c(1) = ~x1}
B = {c : c(0) = 0 and c(1) = 0}

Then we have Tc0B~x0~x1
∼= B. Thus we should consider DS|c0

: B → B.

6. Let Flt(.) be defined by Flt(x) = (t + 1)x for t ∈ (−1/2, 1/2) and x ∈ Rn.
Assume that the map is jointly C1 in both variable. Find the derivative
of

f(t) =
∫

D(t)

(tx)2 dx

at t = 0 , where D(t) := Flt(D) the image of the disk D = {|x| ≤ 1}.
Hint: Find the Jacobian Jt := det[DFlt(x)] and then convert the integral
above to one just over D(0) = D.

7. Let Mn×n(R) be the vector space of n × n matrices with real entries
and let det : Mn×n(R) → R be the determinant map. The derivative at
the identity element I should be a linear map D det(I) : Mn×n(R) → R.
Show that D det(I)·B = Tr(B). More generally, show that D det(A)·B =
Tr((cof A)t

B) where cof A is the matrix of cofactors of A.

What is ∂
∂xij

det X where X = (xij) ?
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8. Let A : U ⊂ E → L(F,F) be a Cr map and define F : U × F → F by
F (u, f) := A(u)f . Show that F is also Cr.

9. Show that if F is any closed subset of Rn there is a C∞-function f whose
zero set {x : f(x) = 0} is exactly F .

10. Let U be an open set in Rn. For f ∈ Ck(U) and S ⊂ U a compact set,
let ‖f‖S

k :=
∑
|α|≤k supx∈S

∣∣∣∂|α|f
∂xα (x)

∣∣∣. a) Show that (1) ‖rf‖S
k = |r| ‖f‖S

k

for any r ∈ R, (2) ‖f1 + f2‖S
k ≤ ‖f1‖S

k + ‖f2‖S
k for any f1, f2 ∈ Ck(U), (3)

‖fg‖S
k ≤ ‖f‖S

k ‖g‖S
k for f, g ∈ Ck(U).

b) Let {Ki} be a compact subsets of U such that U =
⋃

i Ki. Show that

d(f, g) :=
∑∞

i=0
1
2i

‖f−g‖Ki
k

1+‖f−g‖Ki
k

defines a complete metric space structure on

Ck(U).

11. Let E and F be real Banach spaces. A function f : E → F is said to
be homogeneous of degree k if f(rx) = rf(x) for all r ∈ R and x ∈ E.
Show that if f is homogeneous of degree k and is differentiable, then
Df(v) · v = kf(v).

12. Show that the implicit mapping theorem implies the inverse mapping the-
orem. Hint: Consider g(x, y) = f(x)− y for f : U → F.

G.2 Exterior Derivative

Let ωU : U → Lk
alt(Rn;Rn). In the following calculation we will identify

Lk
alt(Rn;Rn) with the L(∧kRn,Rn). For ξ0, ..., ξk maps ξi : U → Rn we have

D〈ωU , ξ0, ..., ξk〉(x) · ξi

=
d

dt

∣∣∣∣
0

〈ωU (x + tξi), ξ0(x + tξi) ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x + tξi)〉

= 〈ωU (x),
d

dt

∣∣∣∣
0

[ξ0(x + tξi) ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x + tξi)]〉

+ 〈 d

dt

∣∣∣∣
0

ωU (x), ξ0(x + tξi) ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x + tξi)〉

= 〈ωU (x),
i−1∑

j=0

(−1)jξ
′
j(x)ξi ∧ [ξ0(x) ∧ ... ∧ ξ̂j ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x)]〉

+ 〈ωU (x),
k∑

j=i+1

(−1)j−1ξ
′
j(x)ξi ∧ [ξ0(x) ∧ ... ∧ ξ̂i ∧ ... ∧ ξ̂j ∧ ... ∧ ξk(x)]〉

+ 〈ω′U (x)ξi, ξ0(x) ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x)〉
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Theorem G.18 There is a unique graded (sheaf) map d : ΩM → ΩM , called
the exterior derivative, such that

1) d ◦ d = 0

2) d is a graded derivation of degree one, that is

d(α ∧ β) = (dα) ∧ β + (−1)kα ∧ (dβ) (G.1)

for α ∈ Ωk
M .

Furthermore, if ω ∈ Ωk(U) and X0, X1, ..., Xk ∈ XM (U) then

dω =
∑

0≤i≤k

(−1)iXi(ω(X0, ..., X̂i, ..., Xk))

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, ..., X̂i, ..., X̂j , ..., Xk).

In particular, we have the following useful formula for ω ∈ Ω1
M and X, Y ∈

XM (U) :

dω(X, Y ) = X(ω(Y ))− Y ω(X)− ω([X, Y ])

Proof. First we give a local definition in terms of coordinates and then
show that the global formula ?? agree with the local formula. Let U,ψ be a
local chart on M . We will first define the exterior derivative on the open set
V = ψ(U) ⊂ Rn. Let ξ0, ..., ξk be local vector fields. The local representation
of a form ω is a map ωU : V → Lk

skew(Rn;Rn) and so has at some x ∈ V has a
derivative DωU (x) ∈ L(Rn, Lk

skew(Rn;Rn)). We define

dωU (x)(ξ0, ..., ξk) :=
k∑

i=0

(−1)i(DωU (x)ξi(x))(ξ0(x), ..., ξ̂i, ..., ξk(x))

where DωU (x)ξi(x) ∈ Lk
skew(Rn;Rn). This certainly defines a differential form

in Ωk+1(U). Let us call the right hand side of this local formula LOC. We
wish to show that the global formula in local coordinates reduces to this local
formula. Let us denote the first and second term of the global when expressed
in local coordinates L1 and L2. Using, our calculation G.2 we have

L1 =
k∑

i=0

(−1)iξi(ω(ξ0, ..., ξ̂i, ..., ξk)) =
k∑

i=0

(−1)iD(ω(ξ0, ..., ξ̂i, ..., ξk))(x)ξi(x)
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=〈ωU (x),
k∑

i=0

(−1)i
i−1∑

j=0

(−1)jξ
′
j(x)ξi ∧ [ξ0(x) ∧ ... ∧ ξ̂j ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x)]〉

+ 〈ωU (x),
k∑

i=0

(−1)i
k∑

j=i+1

(−1)j−1ξ
′
j(x)ξi ∧ [ξ0(x) ∧ ... ∧ ξ̂i ∧ ...

... ∧ ξ̂j ∧ ... ∧ ξk(x)]〉

+
k∑

i=0

(−1)i〈ω′U (x)ξi, ξ0(x) ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x)〉

= 〈ωU (x),
k∑

i=0

k∑

i<j

(−1)i+j(ξ
′
j(x)ξi − ξ

′
i(x)ξj) ∧ ξ0(x) ∧ ...

.... ∧ ξ̂j ∧ ... ∧ ξ̂i ∧ ... ∧ ξk(x)〉
= LOC + L2.

So our global formula reduces to the local one when expressed in local coordi-
nates.

Remark G.4 d is a local operator and so commutes with restrictions to open
sets. In other words, if U is an open subset of M and dU denotes the analogous
operator on the manifold U then dUα

∣∣
U

= (dα)
∣∣
U
. This operator can thus be

expressed locally. In order to save on notation we will use d to denote the
exterior derivative on any manifold, forms of any degree and for the restrictions
dU for any open set. It is exactly because d is a natural operator that this will
cause no harm.

G.3 Topological Vector Spaces

Definition G.21 A topological vector space (TVS) is a vector space V with
a Hausdorff topology such that the addition and scalar multiplication operations
are (jointly) continuous.

Definition G.22 A sequence (or net) xn in a TVS is call a Cauchy sequence
if and only if for every neighborhood U of 0 there is a number NU such that
xl − xk ∈ U for all k, l ≥ NU . A TVS is called complete if every Cauchy
sequence (or net) is convergent.

A relatively nice situation is when V has a norm which induces the topology.
Recall that a norm is a function ‖‖ : v 7→ ‖v‖ ∈ R defined on V such that for
all v, w ∈ V we have

1. ‖v‖ ≥ 0 and ‖v‖ = 0 if and only if v = 0,

2. ‖v + w‖ ≤ ‖v‖+ ‖w‖,
3. ‖αv‖ = |α| ‖v‖ for all α ∈ R.
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In this case we have a metric on V given by dist(v, w) := ‖v − w‖.

Definition G.23 A seminorm is a function ‖.‖ : v 7→ ‖v‖ ∈ R such that 2)
and 3) above hold but instead of 1) we require only that ‖v‖ ≥ 0.

Definition G.24 A locally convex topological vector space V is a TVS
such that it’s topology is generated by a family of seminorms {‖.‖α}α. This
means that we give V the weakest topology such that all ‖.‖α are continu-
ous. Since we have taken a TVS to be Hausdorff we require that the fam-
ily of seminorms is sufficient in the sense that for each x ∈ V we have⋂{x : ‖x‖α = 0} = {0}. A locally convex topological vector space is some-
times called a locally convex space and so we abbreviate the latter to LCS.

Example G.2 Let Ω be an open set in Rn or any manifold. For each x ∈ Ω
define a seminorm ρx on C(Ω) by ρx(f) = f(x). This family of seminorms
makes C(Ω) a topological vector space. In this topology convergence is pointwise
convergence. Also, C(Ω) is not complete with this TVS structure.

Definition G.25 An LCS which is complete (every Cauchy sequence converges)
and metrizable is called a Frechet space.

Definition G.26 A curve c : R→V where V is a LCS is differentiable if the
limit

ċ(t) := lim
ε→0

c(t + ε)− c(t)
ε

exists for all t thus defining a new curve dc
dt : R→V. This curve may also have

a derivative and so on. It all the iterated derivatives dkc
dtk exist then we say the

curve is smooth.

Definition G.27 Map f : V→W between locally convex spaces is called smooth
if f ◦ c is smooth for every smooth curve c : R→V.

Notice that in this general setting we have so far only defined smoothness
for curves and not for maps between open subsets of a LCS. We will however,
make a new very flexible definition of smoothness that is appropriate for the
locally convex spaces which are not Banach spaces.
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Appendix H

Existence and uniqueness
for differential equations

Theorem H.1 Let E be a Banach space and let X : U ⊂ E → E be a smooth
map. Given any x0 ∈ U there is a smooth curve c : (−ε, ε) → U with c(0) = x0

such that c′(t) = X(c(t)) for all t ∈ (−ε, ε). If c1 : (−ε1, ε1) → U is another
such curve with c1(0) = x0 and c′1(t) = X(c(t)) for all t ∈ (−ε1, ε1) then
c = c1 on the intersection (−ε1, ε1) ∩ (−ε, ε). Furthermore, there is an open
set V with x0 ∈ V ⊂ U and a smooth map Φ : V × (−a, a) → U such that
t 7→ cx(t) := Φ(x, t) is a curve satisfying c′(t) = X(c(t)) for all t ∈ (−a, a).

H.0.1 Differential equations depending on a parameter.

Theorem H.2 Let J be an open interval on the real line containing 0 and
suppose that for some Banach spaces E and F we have a smooth map F : J ×
U × V → F where U ⊂ E and V ⊂ F. Given any fixed point (x0, y0) ∈ U × V
there exist a subinterval J0 ⊂ J containing 0 and open balls B1 ⊂ U and B2 ⊂ V
with (x0, y0) ∈ B1 ×B2 and a unique smooth map

β : J0 ×B1 ×B2 → V

such that
1) d

dtβ(t, x, y) = F (t, x, β(t, x, y)) for all (t, x, y) ∈ J0 ×B1 ×B2 and
2) β(0, x, y) = y.
Furthermore,
3) if we let β(t, x) := β(t, x, y) for fixed y then

d

dt
D2β(t, x) · v = D2F (t, x, β(t, x)) · v

+ D3F (t, x, β(t, x)) ·D2β(t, x) · v

for all v ∈ E.

675
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H.0.2 Smooth Banach Vector Bundles

The tangent bundle and cotangent bundle are examples of a general object
called a (smooth) vector bundle which we have previously defined in the finite
dimensional case. As a sort of review and also to introduce the ideas in the case
of infinite dimensional manifolds we will define again the notion of a smooth
vector bundle. For simplicity we will consider only smooth manifold and maps
in this section. Let E be a Banach space. The most important case is when E is
a finite dimensional vector space and in that case we might as well take E = Rn.
It will be convenient to introduce the concept of a general fiber bundle and then
specialize to vector bundles. The following definition is not the most efficient
logically since there is some redundancy built in but is presented in this form
for pedagogical reasons.

Definition H.1 Let F be a smooth manifold modeled on F. A smooth fiber
bundle ξ = (E, πE ,M, F ) with typical fiber F consists of

1) smooth manifolds E and M referred to as the total space and the base
space respectively and modeled on Banach spaces M× F and M respectively;

2) a smooth surjection πE : E → M such that each fiber Ex = π−1{x} is
diffeomorphic to F ;

3) a cover of the base space M by domains of maps φα : EUα := π−1
E (Uα) →

Uα ×F, called bundle charts, which are such that the following diagram com-
mutes:

EUα

(πUα ,Φα)→ Uα × F
πE ↘ ↙

Uα

.

Thus each φα is of the form (πUα ,Φα) where πUα := πE |Uα and Φα : EUα →
F is a smooth submersion.

Definition H.2 The family of bundle charts whose domains cover the base
space of a fiber bundle as in the above definition is called a bundle atlas.

For all x ∈ Uα, each restriction Φα,x := Φα|Ex
is a diffeomorphism onto

F. Whenever we have two bundle charts φα = (πE , Φα) and φβ = (πE , Φβ)
such that Uα ∩ Uβ 6= ∅ then for every x ∈ Uα ∩ Uβ we have the diffeomorphism
Φαβ,x = Φα,x ◦ Φ−1

β,x : F → F . Thus we have map gαβ : Uα ∩ Uβ → Diff(F )
given by gαβ(x) := Φαβ,x. Notice that gβα ◦ g−1

αβ = id. The maps so formed
satisfy the following cocycle conditions:

gγβ ◦ gαγ = gαβ whenever Uα ∩ Uβ ∩ Uγ 6= ∅.
Let ξ be as above and let U be open in M . Suppose we have a smooth map
φ : EU → U × F such that the diagram

EU
φ→ U × F

πU ↘ ↙
U
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where EU := π−1
E (U) as before. We call φ a trivialization and even if φ was

not one of the bundle charts of a given bundle atlas, it must have the form
(πE , Φ) and we may enlarge the atlas by including this map. We do not wish to
consider the new atlas as determining a new bundle so instead we say that the
new atlas is equivalent. There is a unique maximal atlas for the bundle which
just contains every possible trivialization.

Now given any open set U in the base space M of a fiber bundle ξ =
(E, πE ,M, F ) we may form the restriction ξ|U which is the fiber bundle (π−1

E (U), πE |U,U, F ).
To simplify notation we write EU := π−1

E (U) and πE |U := πU . This is a special
case of the notion of a pull-back bundle.

One way in which vector bundles differ from general fiber bundles is with
regard to the existence on global sections. A vector bundle always has at least
one global section. Namely, the zero section 0E : M → E which is given by
x 7→ 0x ∈ Ex. Our main interest at this point is the notion of a vector bundle.
Before we proceed with our study of vector bundles we include one example of
fiber bundle that is not a vector bundle.

Example H.1 Let M and F be smooth manifolds and consider the projection
map pr1 : M × F → M . This is a smooth fiber bundle with typical fiber F and
is called a product bundle or a trivial bundle.

Example H.2 Consider the tangent bundle π : TM → M of a smooth manifold
modeled on Rn. This is certainly a fiber bundle (in fact, a vector bundle) with
typical fiber Rn but we also have the bundle of nonzero vectors π× : TM× →
M defined by letting TM× := {v ∈ TM : v 6= 0} and π× := π|TM× . This bundle
may have no global sections.

Remark H.1 A “structure” on a fiber bundle is determined by requiring that
the atlas be paired down so that the transition maps all have values in some
subset G (usually a subgroup) of Diff(F ). Thus we speak of a G−atlas for
ξ = (E, πE ,M, F ). In this case, a trivialization (πE ,Φ) : EU → U × F is
compatible with a given G−atlas A(G) if Φα,x◦Φ−1

x ∈ G and Φx◦Φ−1
α,x ∈ G for all

(πE , Φα) ∈ A(G). The set of all trivializations (bundle charts) compatible which
a given G−atlas is a maximal G−atlas and is called a G-structure. Clearly,
any G−atlas determines a G-structure. A fiber bundle ξ = (E, πE ,M, F ) with
a G-atlas is called a G-bundle and any two G-atlases contained in the same
maximal G-atlas are considered equivalent and determine the same G-bundle.
We will study this idea in detail after we have introduced the notion of a Lie
group.

We now introduce our current object of interest.

Definition H.3 A (real) vector bundle is a fiber bundle ξ = (E, πE ,M, E)
with typical fiber a (real) Banach space E such that for each pair of bundle chart
domains Uα and Uβ with nonempty intersection, the map

gαβ : x 7→ Φαβ,x := Φα,x ◦ Φ−1
β,x
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is a C∞ morphism gαβ : Uα ∩ Uβ →GL(E). If E is finite dimensional, say
E = Rn, then we say that ξ = (E, πE ,M,Rn) has rank n.

So if vx ∈ π−1
E (x) ⊂ EUα

then φα(vx) = (x, Φα,x(vx)) for Φα,x : Ex → E
a diffeomorphism. Thus we can transfer the vector space structure of V to
each fiber Ex in a well defined way since Φα,x ◦ Φ−1

β,x ∈GL(E) for any x in
the intersection of two VB-chart domains Uα and Uβ . Notice that we have
φα ◦ φ−1

β (x, v) = (x, gαβ(x) · v) where gαβ : Uα ∩ Uβ →GL(E) is differentiable
and is given by gαβ(x) = Φα,x ◦ Φ−1

β,x. Notice that gαβ(x) ∈GL(E).
A complex vector bundle is defined in an analogous way. For a complex

vector bundle the typical fiber is a complex vector space (Banach space) and
the transition maps have values in GL(E;C).

The set of all sections of real (resp. complex) vector bundle is a vector
space over R (resp. C) and a module over the ring of smooth real valued (resp.
complex valued) functions.

Remark H.2 If E is of finite dimension then the smoothness of the maps gαβ :
Uα ∩ Uβ →GL(E) is automatic.

Definition H.4 The maps gαβ(x) := Φα,x ◦Φ−1
β,x are called transition maps.

The transition maps always satisfy the following cocycle condition:

gγβ(x) ◦ gβα(x) = gγα(x)

In fact, these maps encode the entire vector bundle up to isomorphism:

Remark H.3 The following definition assumes the reader knows the definition
of a Lie group and has a basic familiarity with Lie groups and Lie group homo-
morphisms. We shall study Lie groups in Chapter ??. The reader may skip this
definition.

Definition H.5 Let G be a Lie subgroup of GL(E). We say that πE : E → M
has a structure group G if there is a cover by trivializations (vector bundle
charts) φα : EUα → Uα×E such that for every non-empty intersection Uα∩Uβ,
the transition maps gαβ take values in G.

Remark H.4 Sometimes it is convenient to define the notion of vector bundle
chart in a slightly different way. Notice that Uα is an open set in M and
so φα is not quite a chart for the total space manifold E. But by choosing a
possibly smaller open set inside Uα we may assume that Uα is the domain of an
admissible chart Uα, ψα for M. Then we can compose to get a map φ̃α : EUα →
ψα(Uα)×E. The maps now can serve as admissible charts for the differentiable
manifold E. This leads to an alternative definition of VB-chart which fits better
with what we did for the tangent bundle and cotangent bundle:
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Definition H.6 (Type II vector bundle charts) A (type II) vector bun-
dle chart on an open set V ⊂ E is a fiber preserving diffeomorphism φ : V →
O × E which covers a diffeomorphism φ:πE(V ) → O in the sense that the fol-
lowing diagram commutes

V
φ→ O × E

πE ↓ ↓ pr1

πE(V ) → O
φ

and which is a linear isomorphism on each fiber.

Example H.3 The maps Tψα : TUα → ψα(Uα) × E are (type II) VB-charts
and so not only give TM a differentiable structure but also provide TM with a
vector bundle structure. Similar remarks apply for T ∗M.

Example H.4 Let E be a vector space and let E = M × E. The using the
projection pr1 : M × E → M we obtain a vector bundle. A vector bundle of this
simple form is called a trivial vector bundle.

Define the sum of two section s1 and s2 by (s1 + s2)(p) := s1(p) + s2(p).
For any f ∈ C∞(U) and s ∈ Γ(U,E) define a section fs by (fs)(p) = f(p)s(p).
Under these obvious definitions Γ(U,E) becomes a C∞(U)-module.

The the appropriate morphism in our current context is the vector bundle
morphism:

Definition H.7 Definition H.8 Let (E, πE ,M) and (F, πF , N ) be vector
bundles. A vector bundle morphism (E, πE ,M) → (F, πF , N) is a pair
of maps f : E → F and f0 : M → N such that

1. Definition H.9 1) The following diagram commutes:

f
E → F

πE ↓ ↓ πF

M → N
f0

and f |Ep
is a continuous linear map from Ep into Ff0(p) for each p ∈ M .

2) For each x0 ∈ M there exist VB-charts (πE ,Φ) : EU → U × E and
(πE , Φ′α) : FU ′ → U ′ × E′ with x0 ∈ U and f0(U) ⊂ V such that

x 7→ Φ′|Ff(x)
◦ f0 ◦ Φ|Ex

is a smooth map from U into GL(E,E′).
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Notation H.1 Each of the following is a valid way to refer to a vector
bundle morphism:

1) (f, f0) : (E, πE , M, E) → (F, πF , N, F)

2) f : (E, πE ,M) → (F, πF , N) (the map f0 is induced and hence under-
stood)

3) f : ξ1 → ξ2 (this one is concise and fairly exact once it is set down that
ξ1 = (E1, π1, M) and ξ2 = (E2, π2,M)

4) f : πE → πF

5) E
f→ F

Remark H.5 There are many variations of these notations in use and the
reader would do well to get used to this kind of variety. Actually, there will be
much more serious notational difficulties in store for the novice. It has been said
that notation is one of the most difficult aspects of differential geometry. On the
other hand, once the underlying geometric picture has been properly understood
, one may “see through” the notation. Drawing diagrams while interpreting
equations is often a good idea.

Definition H.10 Definition H.11 If f is an (linear) isomorphism on each
fiber Ep then we say that f is a vector bundle isomorphism and the two
bundles are considered equivalent.

Notation H.2 If f̃ is a vector bundle morphism from a vector bundle πE :
E → M to a vector bundle πF : F → M we will sometimes write this as

f̃ : πE → πF or πE

ef→ πF .

Definition H.12 A vector bundle is called trivial if there is a there is a vector
bundle isomorphism onto a trivial bundle:

∼=
E → M × E
πE ↘ ↙ pr1

M

Now we make the observation that a section of a trivial bundle is in a sense,
nothing more than a vector-valued function since all sections s ∈ Γ(M, M × E)
are of the form p → (p, f(p)) for a unique function f ∈ C∞(M, E). It is common
to identify the function with the section.

Now there is an important observation to be made here; a trivial bundle
always has a section which never takes on the value zero. There reason is that
we may always take a trivialization φ : E → M×E and then transfer the obvious
nowhere-zero section p 7→ (p, 1) over to E. In other words, we let s1 : M → E be
defined by s1(p) = φ−1(p, 1). We now use this to exhibit a very simple example
of a non-trivial vector bundle:
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Example H.5 (Möbius bundle) Let E be the quotient space of [0, 1]×R un-
der the identification of (0, t) with (1,−t). The projection [0, 1] × R→[0, 1]
becomes a map E → S1 after composition with the quotient map:

[0, 1]× R → [0, 1]
↓ ↓
E → S1

Here the circle arises as [0, 1]/ ∼ where we have the induced equivalence relation
given by taking 0 ∼ 1 in [0, 1]. The familiar Mobius band has an interior which
is diffeomorphic to the Mobius bundle.

Now we ask if it is possible to have a nowhere vanishing section of E. It is
easy to see that sections of E correspond to continuous functions f : [0, 1] → R
such that f(0) = −f(1). But then continuity forces such a function to take
on the value zero which means that the corresponding section of E must vanish
somewhere on S1 = [0, 1]/ ∼. Of course, examining a model of a Mobius band
is even more convincing; any nonzero section of E could be, if such existed,
normalized to give a map from S1 to the boundary of a Möbius band which only
went around once, so to speak, and inspection of a model would convince the
reader that this is impossible.

Let ξ1 = (E1, π1,M, E1) and ξ2 = (E2, π2,M, E2) be vector bundles locally
isomorphic to M× E1 and M× E2 respectively. We say that the sequence of
vector bundle morphisms

0 → ξ1
f→ ξ2

is exact if the following conditions hold:

1. There is an open covering of M by open sets Uα together with trivializa-
tions φ1,α : π−1

1 (Uα) → Uα× E1 and φ2,α : π−1
2 (Uα) → Uα× E2 such that

E2 = E1 × F for some Banach space F;

2. the diagram below commutes for all α :

π−1
1 (Uα) → π−1

2 (Uα)
φ1,α ↓ ↓ φ2,α

Uα × E1 → Uα × E1 × F

Definition H.13 A subbundle of a vector bundle ξ = (E, π,M) is a vector
bundle of the form ξ = (L, π|L ,M) where π|L is the restriction to L ⊂ E, and
where L ⊂ E is a submanifold such that

0 → ξ|L → ξ

is exact. Here, ξ|L → ξ is the bundle map given by inclusion: L ↪→ E .
Equivalently, π|L : L → M is a subbundle if L ⊂ E is a submanifold and

there is a splitting E = E1 × F such that for each p ∈ M there is a bundle chart
φ : π−1U → U × E with p ∈ U and φ((π−1U) ∩ L) = U × E1 × {0}.
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Definition H.14 The chart φ from the last definition is said to be adapted to
the subbundle.

Notice that if L ⊂ E is as in the previous definition then π|L : L → M is a
vector bundle with VB-atlas given by the various V B-charts U, φ restricted to
(π−1U)∩S and composed with projection U×E1×{0}→U×E1 so π|L is a bundle
locally isomorphic to M × E1. The fiber of π|L at p ∈ L is Lp = Ep ∩ L. Once
again we remind the reader of the somewhat unfortunate fact that although
the bundle includes and is indeed determined by the map π|L : L → M we
often refer to L itself as the subbundle. In order to help the reader see what
is going on here lets us look at how the definition of subbundle looks if we are
in the finite dimensional case. We take M = Rn, E = Rm and E1 × F is the
decomposition Rn = Rk ×Rm−k. Thus the bundle π : E → M has rank m (i.e.
the typical fiber is Rm) while the subbundle π|L : L → M has rank k. The
condition described in the definition of subbundle translates into there being a
VB-chart φ : π−1U → U × Rk × Rm−k with φ((π−1U) ∩ L) = U × Rk × {0}.
What if our original bundle was the trivial bundle pr1 : U × Rm → U? Then
the our adapted chart must be a map U × Rm → U × Rk × Rm−k which must
have the form (x, v) 7→ (x, f(x)v, 0) where for each x the f(x) is a linear map
Rm → Rk.

H.0.3 Formulary

We now define the pseudogroup(s) relevant to the study of foliations. Let M =
E×F be a (split) Banach space. Define GM,F to be the set of all diffeomorphisms
from open subsets of E× F to open subsets of E× F of the form

Φ(x, y) = (f(x, y), g(y)).

In case M is n dimensional and M = Rn is decomposed as Rk × Rq we write
GM,F = Gn,q. We can then the following definition:

Definition H.15 A GM,F structure on a manifold M modeled on M = E× F is
a maximal atlas of charts satisfying the condition that the overlap maps are all
members of GM,F.

1) ι[X,Y ] = LX ◦ ιY + ιY ◦ LX

2) LfXω = fLXω + df ∧ ιXω for all ω ∈ Ω(M)
3) d(α ∧ β) = (dα) ∧ β + (−1)kα ∧ (dβ)
4) d

dtϕ
X
t
∗Y = ϕX

t
∗(LXY )

5) [X,Y ] =
∑m

i,j=1

(
Xj ∂Y i

∂xj − Y j ∂Xi

∂xj

)
∂

∂xi

Example H.6 (Frame bundle) Let M be a smooth manifold of dimension n.
Let Fx(M) denote the set of all bases (frames) for the vector space TxM . Now
let F (M) :=

⋃
x∈M Fx(M). Define the natural projection π : F (M) → M by

π(f) = x for all frames f = (fi) for the space TxM . It can be shown that F (M)
has a natural smooth structure. It is also a GL(n,R)-bundle whose typical fiber
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is also GL(n,R). The bundle charts are built using the charts for M in the
following way: Let Uα, ψα be a chart for M. Any frame f = (fi) at some point
x ∈ Uα may be written as

fi =
∑

cj
i

∂

∂xj

∣∣∣∣
x

.

We then map f to (x, (cj
i )) ∈ Uα×GL(n,R). This recipe gives a map π−1(Uα) →

Uα×GL(n,R) which is a bundle chart.

Definition H.16 A bundle morphism (f, f0) : ξ1 → ξ2 from one fiber bundle
ξ1 = (E1, πE1 ,M1, F1) to another ξ2 = (E2, πE2 ,M2, F2) is a pair of maps (f, f0)
such that the following diagram commutates

E1
f→ E2

πE1 ↓ πE2 ↓
M1

f0→ M2

In case M1 = M2 and f0 = idM we call f a strong bundle morphism. In the
latter case if f : E1 → E2 is also a diffeomorphism then we call it a bundle
isomorphism.

Definition H.17 Let ξ1 and ξ2 be fiber bundles with the same base space M .
If there exists a bundle isomorphism (f, idM ) : ξ1 → ξ2 we say that ξ1 and ξ2

are isomorphic as fiber bundles over M and write ξ1

fib∼= ξ2.

Now given any open set U in the base space M of a fiber bundle ξ =
(E, πE ,M, F ) we may form the restriction ξ|U which is the fiber bundle (π−1

E (U), πE |U,U, F ).
To simplify notation we write EU := π−1

E (U) and πE |U := πU .

Example H.7 Let M and F be smooth manifolds and consider the projection
map pr1 : M × F → M . This is a smooth fiber bundle with typical fiber F and
is called a product bundle or a trivial bundle.

A fiber bundle which is isomorphic to a product bundle is also called a
trivial bundle. The definition of a fiber bundle ξ with typical fiber F includes
the existence of a cover of the base space by a family of open sets {Uα}α∈A such

that ξ|Uα

fib∼= U×F for all α ∈ A. Thus, fiber bundles as we have defined them,
are all locally trivial.

Misc
1−form θ =

∑
ejθ

i which takes any vector to itself:

θ(vp) =
∑

ej(p)θi(vp)

=
∑

viej(p) = vp



684APPENDIX H. EXISTENCE AND UNIQUENESS FOR DIFFERENTIAL EQUATIONS

Let us write d∇θ = 1
2

∑
ek ⊗ T k

ijθ
i ∧ θj = 1

2

∑
ek ⊗ τk. If ∇ is the Levi-Civita

connection on M then consider the projection P∧ : E ⊗ TM ⊗ T ∗M given by
P∧T (ξ, v) = T (ξ, v)− T (v, ξ). We have

∇ej = ωk
j ek = eω

∇θj = −ωj
kθk

∇ξ(ej ⊗ θj)
P∧(∇ξθ

j)(v) = −ωj
k(ξ)θk(v) + ωj

k(v)θk(ξ) = −ωj
k ∧ θk

Let T (ξ, v) = ∇ξ(ei ⊗ θj)(v)
= (∇ξei)⊗ θj(v) + ei ⊗ (∇ξθ

j)(v) = ωk
i (ξ)ek ⊗ θj(v) + ei ⊗ (−ωj

k(ξ)θk(v))
= ωk

i (ξ)ek ⊗ θj(v) + ei ⊗ (−ωk
j (ξ)θj(v)) = ek ⊗ (ωk

i (ξ)− ωk
j (ξ))θj(v)

Then

(P∧T )(ξ, v) = T (ξ, v)− T (v, ξ)

= (∇ej) ∧ θj + ej ⊗ dθj

= d∇(ej ⊗ θj)

d∇θ = d∇
∑

ejθ
j

=
∑

(∇ej) ∧ θj +
∑

ej ⊗ dθj (H.1)

=
∑

(
∑

k

ek ⊗ ωk
j ) ∧ θj +

∑
ek ⊗ dθk

=
∑

k

ek ⊗ (
∑

j

ωk
j ∧ θj + dθk)

So that
∑

j ωk
j ∧ θj + dθk = 1

2τk. Now let σ =
∑

f jej be a vector field

d∇d∇σ = d∇
(
d∇

∑
ejf

j
)

= d∇
(∑

(∇ej)f j +
∑

ej ⊗ df j
)

(∑
(∇ej)df j +

∑
(d∇∇ej)f j +

∑
∇ejdf

j +
∑

ej ⊗ ddf j
)

∑
f j(d∇∇ej) =

∑
f j

So we seem to have a map f jej 7→ Ωk
j f jek.

erΩr
j = d∇∇ej = d∇(ekωk

j )

= ∇ek ∧ ωk
j + ekdωk

j

= erω
r
k ∧ ωk

j + ekdωk
j

= erω
r
k ∧ ωk

j + erdωr
j

= er(dωr
j + ωr

k ∧ ωk
j )
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d∇∇e = d∇(eω) = ∇e ∧ ω + edω

¿From this we get 0 = d(A−1A)A−1 = (dA−1)AA−1 + A−1dAA−1

dA−1 = A−1dAA−1

Ωr
j = dωr

j + ωr
k ∧ ωk

j

Ω = dω + ω ∧ ω

Ω′ = dω′ + ω′ ∧ ω′

Ω′ = d
(
A−1ωA + A−1dA

)
+

(
A−1ωA + A−1dA

) ∧ (
A−1ωA + A−1dA

)

= d
(
A−1ωA

)
+ d

(
A−1dA

)
+ A−1ω ∧ ωA + A−1ω ∧ dA

+ A−1dAA−1 ∧ ωA + A−1dA ∧A−1dA

= d
(
A−1ωA

)
+ dA−1 ∧ dA + A−1ω ∧ ωA + A−1ω ∧ dA

+ A−1dAA−1ωA + A−1dA ∧A−1dA

= dA−1ωA + A−1dωA−A−1ωdA + dA−1 ∧ dA + A−1ω ∧ ωA + A−1ω ∧ dA

+ A−1dAA−1 ∧ ωA + A−1dA ∧A−1dA

= A−1dωA + A−1ω ∧ ωA

Ω′ = A−1ΩA

ω′ = A−1ωA + A−1dA
These are interesting equations let us approach things from a more familiar

setting so as to interpret what we have.

H.1 Curvature

An important fact about covariant derivatives is that they don’t need to com-
mute. If σ : M → E is a section and X ∈ X(M) then ∇Xσ is a section
also and so we may take it’s covariant derivative ∇Y∇Xσ with respect to some
Y ∈ X(M). In general, ∇Y∇Xσ 6= ∇X∇Y σ and this fact has an underly-
ing geometric interpretation which we will explore later. A measure of this
lack of commutativity is the curvature operator which is defined for a pair
X, Y ∈ X(M) to be the map F (X, Y ) : Γ(E) → Γ(E) defined by

F (X, Y )σ := ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ.

or
[∇X ,∇Y ]σ −∇[X,Y ]σ
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Appendix I

Notation and font usage
guide

Category Space or object Typical elements Typical morphisms

Vector Spaces V , W , Rn v,w, x, y A, B, K, λ, L
Banach Spaces E,F,M,N, V,W, Rn v, w, x, y etc. A,B, K, λ, L
Open sets in vector spaces U, V,O, Uα p, q, x, y, v, w f, g, ϕ, ψ
Differentiable manifolds M, N, P,Q p, q, x, y f, g, ϕ, ψ
Open sets in manifolds U, V,O, Uα p, q, x, y f, ϕ, ψ, xα, yα

Bundles E → M v, w, ξ, p, q, x (f̄ , f), (g, id), h
Sections of bundles Γ(M,E) s, s1, σ, ... f∗

Sections over open sets Γ(U,E) = SE
M (U) s, s1, σ, ... f∗

Lie Groups G,H, K g, h, x, y h, f, g
Lie Algebras g, h, k, a, b v, x, y, z, ξ h, g, df, dh
Fields F,R,C,K t, s, x, y, z, r f, g, h
Vector Fields XM (U),X(M) X, Y, Z f∗, f∗

Also we have the following notations

C∞(U) or F(U) Smooth functions on U
C∞c (U) or D(U) “....” with compact support in U
TpM Tangent space at p
TM, with π : TM → M Tangent bundle of M
Tpf : TpM → Tf(p)N Tangent map of f : M → N at p
Tf : TM → TN Tangent map of f : M → N
T ∗p M Cotangent space at p
T ∗M, with πM : T ∗M → M Cotangent bundle of M
Jx(M,N)y k-jets of maps f :: M,x → N, y
X(U), XM (U) (or X(M)) Vector field over U (or over M)
(U, x), (Uα, xα), (Uβ , ψβ), (ϕ,U) Typical charts
T r

s (V) r-contravariant s-covariant Tensors on V
Tr

s(M) r-contravariant s-covariant Tensor fields on M

687
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d exterior derivative, differential
∇ covariant derivative
M, g Riemannian manifold with metric tensor g
M,ω Symplectic manifold with symplectic form ω
L(V, W) Linear maps from V to W. Assumed bounded if V, W are Banach
Lr

s(V, W) r-contravariant, s-covariant multilinear maps V∗r×Vs→ W
In keeping with this we will later think of the space L(V,W) of linear maps

from V to W as being identified with W⊗V∗ rather than V∗⊗W (this notation
will be explained in detail). Thus (w ⊗ α)(v) = wα(v) = α(v)w. This works
nicely since if w = (w1, ..., wm)t is a column and α = (a1, ..., an) then the linear
transformation w ⊗ α defined above has as matrix

wα =




w1α1 w1α2 · · · w1αn

w2α1 w2α2 · · · w2αn

...
...

...
wmα1 wmα2 · · · wmαn




while if V = W the number α(w) is just the 1× 1 matrix αw. To be consistent
with this and with tensor notation we will write a matrix which is to be thought
of as a linear map with one index down and one up. For instance, if A = (ai

j)
then the i-th entry of w = Av is

wi =
∑

j

ai
jv

j .

A basis for a vector space is usually thought of as an ordered set of vectors (which
are linearly independent and span) but it is not always convenient to index
the basis elements by a set of integers such as I = {1, 2, ..., n}. For example,
a basis for the space Rn

n of all n × n vectors (also denoted Mn×n) is more
conveniently indexed by I = {1, 2, ..., n} × {1, 2, ..., n}. We write elements of
this set as ij rather than (i, j) so that a basis would be written {Eij}(ij)∈I2 .
Thus a matrix which represents a linear transformation from Rn

n to Rn
n would be

written something like A = (Aij
kl) and given another such matrix sayB = (Bij

kl),
the matrix multiplication C = AB is given by

Cij
kl =

∑

a,b

Aij
abB

ab
kl .

The point is that it is convenient to define a basis for a (real) vector space to be
an indexed set of vectors {vα}α∈I for some general index set I such that every
vector v ∈ V has a unique representation as a sum

v =
∑

cαvα

where all but a finite number of the coefficients cα ∈ R are zero. Since vector
spaces use scalars which commute there is no harm in write

∑
vαcα instead

of
∑

cαvα. But notice that only the first (rather strange) expression is consis-
tent with our matrix conventions. Thus

∑
vαcα =

∑
cαvα = cv (not vc). In
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noncommutative geometry, these seemingly trivial issues acquire a much more
serious character.

Remark I.1 The use of superscripts is both useful and annoying. Useful be-
cause of the automatic bookkeeping features of expressions (like the above) but
annoying because of potential confusion with powers. For example, the sphere
would have to be denoted as the set of all (x1, x2) such that (x1)2 + (x2)2 = 1.
This expression looks rather unfortunate to the author. In cases like this we
might just use subscripts instead and hope the reader realizes from context that
we have not employed any index lowering transformation such as xigij = xi but
rather simply mean that xi = xi. Context must be the guide. Thus we write the
equation for an n-sphere more comfortably as

∑n
i=1 x2

i = 1.

I.1 Positional index notation and consolidation

With regard to the tensor algebras, recall our convention of covariant variables
to the left and all the contravariant variables to the right. Also recall that when
we formed the tensor product of, for example, τ ∈ T 1

1 with σ ∈ T 2
0 we did

not get a map X∗ × X × X∗ × X∗ → C∞ which would be from a space which
we could denote by T 1

1
2

0 . Instead, we were formed what we once called the
consolidated tensor product which put all the covariant variables together on
the left. Thus the result was in T3

1 .
Putting all of the covariant variables on the left is just a convention and

we could have done it the other way and used the space T s
r instead of T r

s .
But have we lost anything by this consolidation? In accordance with the above
convention we have sometimes written the components of a tensor τ ∈ T r

s

as τ i1...ir

ji...js
instead of τ i1...ir

ji...js
. But one sometimes sees components written

such as, say, τ i
j

k which is interpreted by many authors to refer to a multilinear
map X∗ × X × X∗ → C∞. This is indeed one possible meaning but we shall
employ a different interpretation on most occasions. For example, if one defines
a tensor whose components are at first written τ i

j k and then later we see τ i
j

k ,
this may simply mean that an index operation has taken place. Index raising
(and lowering) is defined and studied later on but basically the idea is that if
there is a special 2−covariant tensor gij (metric or symplectic) defined which
is a nondegenerate bilinear form on each tangent space then we can form the
tensor gij defined by girgrj = δi

j . Then from τ i
j k we form the tensor whose

components are τ i
j

k := τ i
j r grk. Now some authors insist that this must mean

that the new tensor is a multilinear map X∗×X×X∗ → C∞ but there is another
approach which says that the index being in a new “unnatural” position is just
a reminder that we have defined a new tensor from a previously defined tensor
in certain way but that the result is still map X∗×X∗×X → C∞. We have thus
consolidated, putting covariant variables on the left. So τ i

j
k actually refers to

a new tensor τ̃ ∈ T2
1 whose components are τ̃ ik

j := τ i
j

k := τ i
j r grk. We

might also use the index position to indicate how the tensor was constructed.
Many schemes are possible.
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Why is it that in practice the interpretation of index position and the choice
to consolidate or not seems to make little difference. The answer can best be
understood by noticing that when one is doing a component calculation the
indices take care of themselves. For example, in the expression τa

bc θaXbY c all
one needs to know is how the components τa

bc are defined (e.g. τrbcg
ar τa

bc)
and that Xb matches up with the b in τa

bc and so on. We have τa
bc θaY cXb =

τa
bc θaXbθaY c and it matters not which variable comes first. One just has to be

consistent. As another example, just notice how nicely it works out to say that
the tensor product of τa

bc and ηa
bc is the tensor τa

bc ηd
ef . Does τa

bc ηd
ef

refer to a multilinear map X∗ × X× X×X∗ × X× X → C∞ or to a multilinear
map X∗ × X∗ × X× X× X× X → C∞? Does it matter?



Appendix J

Review of Curves and
Surfaces

First of all a Ck map σ from an open set U ⊂ Rm into another Euclidean space
Rn is given by n functions (say σ1, ...., σn) of m variables (say u1, ....., um) such
that the functions and all possible partial derivatives of order ≤ k exist and are
continuous throughout U . The total derivative at p ∈ U of such a map is a
linear map represented by the matrix of first partials:




∂σ1
∂u1 (p) · · · ∂σ1

∂um (p)
...

...
∂σn

∂u1 (p) · · · ∂σn

∂um (p)




and if this map is full rank for each p ∈ U then we say that the
map is an Ck immersion. A Ck map φ : U ⊂ Rn → V ⊂ Rn which

is a homeomorphism and such that φ−1 is also a Ck map is called a diffeo-
morphism. By convention, if k = 0 then a diffeomorphism is really just a
homeomorphism between open set of Euclidean space. (Here we have given
rough and ready definitions that will refined in the next section on calculus on
general Banach spaces).

J.0.1 Curves

Let O be an open set in R. A continuous map c : O → Rn is Ck if the k−th
derivative c(k) exist on all of O and is a continuous. If I is a subset of R then a
map c : I → Rn is said to be Ck if there exists a Ck extension c̃ : O → Rn for
some open set O containing I. We are particularly interested in the case where
I is an interval. This interval may be open, closed, half open etc. We also allow
intervals for which one of the “end points” a or b is ±∞.

Definition J.1 Let O ⊂ R be open. A continuous map c : O → Rn is said
to be piecewise Ck if there exists a discrete sequence of points {tn} ⊂ O with

691



692 APPENDIX J. REVIEW OF CURVES AND SURFACES

ti < ti+1 such that c restricted to each (ti, ti+1) ∩ O is Ck. If I is subset of R,
then a map c : I → Rn is said to be piecewise Ck if there exists a piecewise
extension of c to some open set containing I.

Definition J.2 A parametric curve in Rn is a piecewise differentiable map
c : I → Rn where I is either an interval or finite union of intervals. If c is an
interval then we say that c is a connected parametric curve.

Definition J.3 If c : I → Rn is a C1−parametric curve then c′ is well defined
on I except, possibly, at a discrete set of points in I and is called the velocity
of c. If ‖c′‖ = 1 where defined then we say that c is a unit speed curve. If
c : I → Rn is a C2−parametric curve then c′′ is a piecewise continuous map
and is referred to as the acceleration of c. We call the vector c′(t) the velocity
at time t and call c′′(t) the acceleration at time t.

Definition J.4 A parametric curve is called regular if c′ is defined and nonzero
on all of I.

We shall now restrict our attention to curves which are piecewise C∞.

Definition J.5 A elementary parametric curve is a regular curve c : I → Rn

such that I is an open connected interval.
When should two curves be considered geometrically equivalent? Part of the

answer comes from considering reparametrization:

Definition J.6 If c : I1 → Rn and b : I2 → Rn are curves then we say that
b is a positive (resp. negative) reparametrization of c if there exists a bijection
h : I2 → I1 with c◦h = b such that h is smooth and h′(t) > 0 (resp. h′(t) > 0) for
all t ∈ I2.

Now we can think of two parametric curves as being in some sense the same
if one is a Ck reparametrization of the other. On the other hand this form of
congruence is appropriate to the topological and differentiable structure of Rn.

Definition J.7 Two parametric curves, c : I1 → Rn and b : I2 → Rn, are said
to be congruent if there is a Euclidean motion T : Rn → Rn such that T ◦ c is
a reparametrization of b.

We distinguish between a C1 map c : I → Rn and its image (or trace)
c(I) as a subset of Rn. The geometric curve is the set c(I) itself while the
parameterized curve is the map in question. Of course, two sets, S1 and S2, are
congruent (equivalent) if there exists a Euclidean motion T : Rn → Rn such that
T (S1) = S2. The question now arises as to what our point of view should be.
Are we intending to study certain subsets of Rn or are we ultimately interested
in maps into Rn. Sets or Maps? In the study of curves and surfaces both points
of view are valuable. Unfortunately the two approaches are not always clearly
distinguished in the literature. If subset S is the trace c(I) of some parametric
curve then we say that c parameterizes the set S. Then one way to study this
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set geometrically is to study those aspects of the set which may be described in
terms of a parameterization c but which would remain the same in some sense
if we where to choose a different parameterization. If the parameterization we
use are bijections onto the image S then this approach works fairly well. On
the other hand if we are interested in including self intersections then we have
to be a bit careful. We can consider two maps c : I1 → Rn and b : I2 → Rn

to be congruent (in a generalized sense) if there exists a Euclidean motion T :
Rn → Rn such that T ◦ c = b is a reparametrization of c. As we know from
elementary calculus, every C1 parameterized curve has a parameterization by
arc length. In this case we often use the letter s to denote the independent
variable. Now if two curves c1 and c2 are both unit speed reparametrizations
of the same parameterized curve c then there is a transformation s′ = s + s0 so
that c2(s′) = c1(s + s0) where s0 is a constant. Whenever we have a unit speed
curve we say that the curve (or more precisely, the geometric curve S = c(I))
is parameterized by arc length. Thus arc length parameterization is unique up
to this kind of simple change of variables: s = s′ + s0

Given a parameterized curve c : I → Rn one may, in principal, immediately
define the arc length of the curve from a reference point p0 = c(t0) to another
point p = c(t). The formula familiar from elementary calculus is

lc,t0(t) =
∫ t

t0

|ċ(τ)| dτ .

We will assume for simplicity that |ċ(t)| > 0 all t ∈ I. We will sometimes
abbreviate lc,t0 to l whenever there is no danger of confusion. Since, ds

dt =
|ċ(t)| > 0 we may invert and obtain t = l−1(s) with t(t0) = 0 and dt

ds (s) =
1/ds

dt (l
−1(s)). Having done this we reparametrize our curve using l−1 and obtain

c̃(s) := c ◦ l−1(s). We will abuse notation by using the same symbol c for this
new parameterized curve. Now the unit tangent to the curve is defined by
dc
ds (s) := T(s). Notice that

√
T(s) ·T(s) = |T(s)|

=
∣∣∣∣
dc
ds

(s)
∣∣∣∣ =

∣∣∣∣
dc
dt

dt

ds

∣∣∣∣

=
∣∣∣∣
dc
dt

∣∣∣∣
dt

ds
= |ċ(t)| |ċ(t)|−1 = 1

and so T is a unit vector. If dT
ds (s) is identically zero over some finite interval

then c is easily seen to be a straight line. Because of this we will may as
well assume that

∣∣dT
ds (s)

∣∣ > 0 for all t ∈ I. Now we have define N(s) as
dT
ds (s)/

∣∣dT
ds (s)

∣∣ so we automatically get that N(s) = |κ| dT
ds (s) where |κ| :=∣∣dT

ds (s)
∣∣. The function |κ| is often denoted simply as κ and is called the unsigned

curvature. Observe that since 1 = |T(s)|2 = T(s) ·T(s) we get

0 = 2
dT
ds

(s) ·T(s)
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and then N(s) ·T(s) = 0 so N(s) is a unit vector normal to the tangent T(s).
The next logical step is to consider dN

ds . Once again we separate out the case
where dN

ds is identically zero in some interval. In this case we see that N is
constant and it is not hard to see that the curve must remain in the fixed plane
determined by N. This plane is also oriented by the T and N. The case of a
curve in an oriented plane is equivalent to a curve in R2 and will be studied
separately below. For now we assume that

∣∣dN
ds

∣∣ > 0 on I.

J.0.2 Curves in R3

In this case we may define the unit binormal vector to be the vector at c(s)
such that T,N,B is a positively oriented triple of orthonormal unit vectors. By
positively oriented we mean that

det[T,N,B] = 1.

We now show that dN
ds is parallel to B. For this it suffices to show that dN

ds
is normal to both T and N. First, we have N(s) · T(s) = 0. If this equation
is differentiated we obtain 2dN

ds · T(s) = 0. On the other hand we also have
1 = N(s) ·N(s) which differentiates to give 2dN

ds ·N(s) = 0. From this we see
that there must be a function τ = τ(s) such that dN

ds := τB. This is a function
of arc length but should really be thought of as a function on the curve. In a
sense that we shall eventually make precise, τ is an invariant of the geometric
curve. This invariant is called the torsion.

Theorem J.1 If on some interval I we have |ċ(s)|> 0,
∣∣dT

ds

∣∣ > 0, and
∣∣dN

ds

∣∣ > 0
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with T and N defined as above then

d

ds
[T,N,B] = [T,N,B]




0 |κ| 0
− |κ| 0 τ

0 τ 0




or in other words
dT
ds = |κ|N
dN
ds = − |κ|T τB
dB
ds = τN

Proof. Since F = [T,N,B] is by definition an orthogonal matrix we have
F (s)F t(s) = I. It is also clear that there is some matrix function A(s) such that
F ′ = F (s)A(s). Also, Differentiating we have dF

ds (s)F t(s)+F (s)dF
ds

t
(s) = 0 and

so

FAF t + FAtF t = 0

A + At = 0

since F is invertible. Thus A(s) is antisymmetric. But we already have estab-
lished that dT

ds = |κ|N and dB
ds = τN and so the result follows.

As indicated above, it can be shown that the functions |κ| and τ completely
determine a sufficiently regular curve up to reparameterization and rigid motions
of space. This is not hard to establish but we will save the proof for a later time.
The three vectors form a vector field along the curve c. At each point p = c(s)
along the curve c the provide and oriented orthonormal basis ( or frame) for
vectors based at p. This basis is called the Frenet frame for the curve. Also,
|κ| (s) and τ(s) are called the (unsigned) curvature and torsion of the curve at
c(s). While, |κ| is never negative by definition we may well have that τ(s) is
negative. The curvature is, roughly speaking, the reciprocal of the radius of the
circle which is tangent to c at c(s) and best approximates the curve at that
point. On the other hand, τ measures the twisting of the plane spanned by
T and N as we move along the curve. If γ : I → R3 is an arbitrary speed
curve then we define |κ|γ (t) := |κ| ◦ h−1 where h : I ′ → I gives a unit speed
reparameterization c = γ◦h : I ′ → Rn. Define the torsion function τγ for γ by
τ ◦ h−1. Similarly we have

Tγ(t) := T ◦ h−1(t)

Nγ(t) := N◦h−1(t)

Bγ(t) := B◦h−1(t)

Exercise J.1 If c : I → R3 is a unit speed reparameterization of γ : I → R3

according to γ(t) = c ◦ h then show that

1. Tγ(t) = γ′/ ‖γ′‖
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2. Nγ(t) = Bγ(t)×Tγ(t)

3. Bγ(t) = γ′×γ′′

‖γ′×γ′′‖

4. |κ|γ = ‖γ′×γ′′‖
‖γ′′‖3

5. τγ = (γ′×γ′′)·γ′′′
‖γ′×γ′′‖2

Exercise J.2 Show that γ′′ = dv
dt Tγ + v2 |κ|γ Nγ where v = ‖γ′‖.

For a curve confined to a plane we haven’t got the opportunity to define B
or τ . However, we can obtain a more refined notion of curvature.

We now consider the special case of curves in R2. Here it is possible to define
a signed curvature which will be positive when the curve is turning counterclock-
wise. Let J : R2 → R2 be given by J(a, b) := (−b, a). The signed curvature κ2,γ

of γ is given by

κγ(t) :=
γ′′(t) · Jγ′(t)
‖γ′(t)‖3 .

Exercise J.3 If γ is a parameterized curve in R2 then κγ ≡ 0 then γ (param-
eterizes) a straight line. If κγ ≡ k0 > 0 (a constant) then γ parameterizes a
portion of a circle of radius 1/k0.

The unit tangent is T = γ′

‖γ′‖ . We shall redefine the normal N to a curve to
be such that T,N is consistent with the orientation given by the standard basis
of R2. In fact, we have N = Jc′(s) = JT.

Exercise J.4 If c : I → R2 is a unit speed curve then

1. dT
ds (s) = κc(s)N(s)

2. c′′(s) = κc(s) (JT(s))

J.1 Frenet Frames along curves in Rn

We have already discussed the Frenet frames for curves in R3. We generalize
this now for n > 3. We assume that γ : I → Rn is a regular curve so that ‖γ′‖ >
0. For convenience we will assume that γ is infinitely differentiable (smooth).
An adapted moving orthonormal frame along γ is a orthonormal set
E1(t), ...,En(t) of smooth vector fields along γ such E1(t) = γ′/ ‖γ′‖. The
moving frame will be called positively oriented if there is be a smooth matrix
function Q(t) of n× n orthogonal matrices of determinant 1 such that

[e1, ..., en]Q(t) = [E1(t), ...,En(t)]

where e1, ..., en is the standard basis of Rn. Let us refer to such a moving frame
simply as an orthonormal frame along the given curve.
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We shall call a curve γ in Rn fully regular if γ′(t), γ′′(t), ..., γ(n)(t) is a
linearly independent set for each t in the domain of the curve. Now for a fully
regular curve the existence of a moving orthonormal frame an easily proved.
One essentially applies a Gram-Schmidt process: If E1(t), ...,Ek(t) are already
defined then

Ek+1(t) := γ(k+1)(t)−
k∑

j=1

γ(j)(t) ·Ej(t).

This at least gives us an orthonormal moving frame and we leave it as an
exercise to show that the Ek(t) are all smooth. Furthermore by making one
possible adjustment of sign on En(t) we may guarantee that the moving frame
is a positively oriented moving frame. So far we have a moving frame along our
fully regular curve which is clearly quite nicely related to the curve itself. By
our construction we have a nice list of properties:

1. For each k, 1 ≤ k ≤ n the vectors E1(t), ...,Ek(t) are in the linear span
of γ′(t), ..., γ(k)(t) so that there is a upper triangular matrix function L(t)
such that

[γ′(t), ..., γ(n)(t)]L(t) = [E1(t), ...,En(t)]

2. For each k, 1 ≤ k ≤ n − 1 the vectors E1(t), ...,Ek(t) have the same
orientation as γ′(t), ..., γ(k)(t). Thus the matrix L(t) has its first n − 1
diagonal elements all positive.

3. [E1(t), ...,En(t)] is positively oriented as a basis of Rn.

Exercise J.5 Convince yourself that the moving frame we have constructed is
unique one with these properties.

We call this moving frame the Frenet frame along γ. However, we can
deduce more nice properties. The derivative of each Ei(t) is certainly expressible
as a linear combination of the basis E1(t), ...,En(t) and so we may write

d

dt
Ei(t) =

n∑

j=1

ωijEj(t).

Of course, ωij = d
dtEi(t) · Ej(t) but since Ei(t) · Ej(t) = δij we conclude that

ωij = −ωji so the matrix ω = (ωij) is antisymmetric. Furthermore, for 1 ≤ j <

n we have Ej(t) =
∑j

k=1 Lkjγ
(k)(t) where L = (Lkj) is the upper triangular

matrix mentioned above. using the fact that L, d
dtL and L−1 are all upper

triangular we have

d

dt
Ej(t) =

j∑

k=1

(
d

dt
Lkj

)
γ(k)(t) +

j∑

k=1

Lkjγ
(k+1)(t)

but γ(k+1)(t) =
∑k+1

r=1

(
L−1

)
(k+1)r

Er(t) and γ(k)(t) =
∑k

r=1

(
L−1

)
kr

Er(t) so
that
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d

dt
Ej(t) =

j∑

k=1

(
d

dt
Lkj

)
γ(k)(t) +

j∑

k=1

Lkjγ
(k+1)(t)

=
j∑

k=1

(
d

dt
Lkj

) k∑
r=1

(
L−1

)
kr

Er(t)

+
j∑

k=1

Lkj

k+1∑
r=1

(
L−1

)
(k+1)r

Er(t)

From this we see that d
dtEj(t) is in the span of {Er(t)}1≤r≤j+1. So ω = (ωij)

can have no nonzero entries below the subdiagonal. But ω is antisymmetric and
so we have no choice but to conclude that ω has the form




0 ω12 0 · · · 0
−ω12 0 ω23

−ω23 0
. . . ωn−1,n

−ωn−1,n 0




J.2 Surfaces

J.2.1 Ck Singular elementary surfaces.

This approach is seldom examined explicitly but is a basic conceptual building
block for all versions of the word surface. At first we define a Ck singular surface
to simply be a Ck map x : U → Rn where U is an open set in the plane R2.
We are actually studying the maps themselves even though we often picture
its image x(U) and retain a secondary interest in this image. The image may
be a very irregular and complicated set and is called the trace of the singular
elementary surface. A morphism1 µ : x1 → x2 between two such elementary
surfaces x1 : U1 → Rn and x2 : U2 → Rm is a pair of Ck maps h : U1 → U2 and
h̄ : Rn → Rm such that the following diagram commutes

Rn h̄→ Rm

x1 ↑ x2 ↑
U1

h→ U2

.

If m = n and both h and h̄ are Ck diffeomorphisms then we say that the
morphism is an isomorphism and that the elementary surfaces x1 : U1 → Rn

and x2 : U2 → Rn are equivalent or isomorphic.

1Don’t let the use of the word “morphism” here cause to much worry. So far the use of
this word doesn’t represent anything deep.
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J.2.2 Immersed elementary surfaces.

Here we change things just a bit. An immersed Ck elementary surface
(also called a regular elementary surface) is just a map as above but with
the restriction that such k > 0 and that the derivative has full rank on all of U .

Remark J.1 We may also need to deal with elementary surfaces which are
regular on part of U and so we say that x is regular at p if the Jacobian matrix
has rank 2 at p and also we say that x is regular on a set A ⊂ U if it is regular
at each p ∈ A. Often, A will be of the form U\N where N is a set consisting
of a finite number of points or maybe some small set in some other set. For
example N might be the image (trace) of a regular curve.

What should be the appropriate notion of morphism between two such maps
x1 : U1 → Rn and x2 : U2 → Rn? Clearly, it is once again a pair of maps
h : U1 → U2 and h̄ : Rn → Rn but we must not end up creating maps which do
not satisfy our new defining property. There is more than one approach that
might work (or at least be self consistent) but in view of our ultimate goals we
take the appropriate choice to be a pair of Ck diffeomorphisms h : U1 → U2 and
h̄ : Rn → Rn such that the following diagram commutes:

Rn h̄→ Rn

x1 ↑ x2 ↑
U1

h→ U2

.

J.2.3 Embedded elementary surface

This time we add the requirement that the maps x : U → Rn actually be regular
elementary surfaces which are injective and in fact homeomorphism onto their
images x (U).

Such a map x1 : U1 → Rn is called an embedded elementary surface. A
morphism between two such embeddings is a pair of Ck diffeomorphisms with
the obvious commutative diagram as before. All such a morphisms are in fact
isomorphisms. (In some categories all morphisms are isomorphisms.)

J.2.4 Surfaces as Subspaces

The common notion of a surfaces is not a map but rather a set. It is true that in
many if not most cases the set is the image of one or more maps. One approach is
to consider a surface as a 2-dimensional smooth submanifold (defined shortly)
of some Rn. Of course for the surfaces that we see around us and are most
compatible with intuition sit in R3 (or more precisely E3)

J.2.5 Geometric Surfaces

Here we mean the word geometric in the somewhat narrow sense of keeping
track of such things as curvatures, volumes, lengths etc. There is a sort of
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division into extrinsic geometry and intrinsic geometry which is a theme which
survives in more general settings such as Riemannian geometry.

Each of the ideas of the previous section has an obvious extension that
starts with maps from open sets in Rm into Rn. The case m = 1 is the study
of curves. In each case we can take a topological and then differentiable view
point. We can also consider the maps as the main object to be studied under
the appropriate equivalences or we can think of sets a that which we study.
The theory of differentiable manifolds which is one of the main topics of this
book provides the tools to study our subject from each of these related views.
Now when we actually start to get to the extra structures found in Riemannian,
semi-Riemannian and symplectic geometry we still have the basic choice to
center attention on maps (immersions, embedding, etc.) or sets but now the
morphisms and therefore the notion of equivalence is decidedly more intricate.
For example, if we are considering curves or surfaces as maps into some Rn

then the notion of equivalence takes advantage of the metric structure and the
structure provided by the natural inner product. Basically, is we have a map
x : X → Rn from some open set X in Rm, or even more generally, some abstract
smooth surface or differentiable manifold. We might well decide to consider two
such maps x1 : X1 → Rn and x2 : X2 → Rn to be equivalent if there is a
diffeomorphism h : X1 → X2 (the reparameterization) and a Euclidean motion
A : Rn → Rn such that the following diagram commutes:

Rn A→ Rn

x1 ↑ x2 ↑
X1

h→ X2

.

In the next section we study some of the elementary ideas from the classical
theory of curves and surfaces. Because we have not yet studied the notion of a
differentiable manifold in detail or even given more than a rough definition of a
smooth surface we will mainly treat surfaces which are merely elementary sur-
faces. These are also called parameterized surfaces and are actually maps rather
than sets. The read will notice however that our constructions and notions of
equivalence has one eye as it were on the idea of a curve or surface as a special
kind of set with a definite shape. In fact, “shape” is the basic motivating idea
in much of differential geometry.

J.3 Surface Theory

We have studied elementary surfaces theory earlier in the book. We shall now
redo some of that theory but now that we are clear on what a differentiable
manifold is we shall be able to treat surfaces in a decidedly more efficient way.
In particular, surfaces now are first conceived of as submanifolds. Thus they
are now sets rather than maps. Of course we can also study immersions which
possible have self crossings with the new advantage that the domain space can
be an abstract (or concrete) 2-dimensional manifold and so may have rather
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complicated topology. When we first studied surfaces as maps the domains
were open sets in R2. We called these elementary parameterized surfaces. Let
S be a submanifold of R3. The inverse of a coordinate map ψ : V → U ⊂ R2

is a parameterization x :U → V ⊂ S of a portion V of our surface. Let (u1, u2)
the coordinates of points in V . there will be several such parameterization that
cover the surface. We reiterate, what we are now calling a parameterization of
a surface is not necessarily an onto map and is just the inverse of a coordinate
map. For example, we have the usual parameterization of the sphere

x(ϕ, θ) = (cos θ sin ϕ, sin θ sinϕ, cosϕ).

This parameterization is deficient at the north and south poles but covers all
but a set of measure zero. For some purposes this is good enough and we can
just use this one parameterization.

A curve on a surface S may be given by first letting t 7→ (u1(t), u2(t)) be a
smooth curve into U and then composing with x :U → S. For concreteness let
the domain of the curve be the interval [a, b]. By the ordinary chain rule

ẋ = u̇1∂1x+u̇2∂2x

and so the length of such a curve is

L =
∫ b

a

|ẋ(t)| dt =
∫ b

a

|u̇1∂1x+u̇2∂2x| dt

=
∫ b

a

(gij u̇1u̇2)1/2dt

where gij = ∂ix·∂jx. Let p = x(u1, u2) be arbitrary in V ⊂ S. The bilinear
form gp given on each TpS ⊂ TR3 where p = x(u1, u2) given by

gp(v, w) = gijv
iwj

for vp = v1∂1x+v2∂2x gives a tensor g is called the first fundamental form or
metric tensor. The classical notation is ds2 =

∑
gijdujduj which does, whatever

it’s shortcomings, succinctly encode the first fundamental form. For example, if
we parameterize the sphere S2 ⊂ R3 using the usual spherical coordinates ϕ, θ
we have

ds2 = dϕ2 + sin2(ϕ)dθ2

from which the length of a curve c(t) = x(ϕ(t), θ(t)) is given by

L(c) =
∫ t

t0

√
(
dϕ

dt
)2 + sin2 ϕ(t)(

dθ

dt
)2dt.

Now it may seem that we have something valid only in a single parameter-
ization. Indeed the formulas are given using a single chart and so for instance
the curve should not stray from the chart domain V . On the other hand, the
expression gp(v, w) = gijv

iwj is an invariant since it is just the length of the
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vector v as it sits in R3. So, as the reader has no doubt anticipated, gijv
iwj

would give the same answer now matter what chart we used. By breaking up a
curve into segments each of which lies in some chart domain we may compute
it’s length using a sequence of integrals of the form

∫
(gij u̇1u̇2)1/2dt. It is a sim-

ple consequence of the chain rule that the result is independent of parameter
changes. We also have a well defined notion of surface area of on S. This is
given by

Area(S) :=
∫

S

dS

and where dS is given locally by
√

g(u1, u2)du1du2 where g := det(gij).
We will need to be able to produce normal fields on S. In a coordinate patch

we may define

N = ∂1x(u1, u2)× ∂2x(u1, u2)

= det




∂x1

∂u1
∂x1

∂u2 i
∂x2

∂u1
∂x2

∂u2 j
∂x3

∂u1
∂x3

∂u2 k


 .

The unit normal field is then n = N/ |N |. Of course, n is defined independent
of coordinates up to sign because there are only two possibilities for a normal
direction on a surface in R3. The reader can easily prove that if the surface is
orientable then we may choose a global normal field. If the surface is a closed
submanifold (no boundary) then the two choices are characterized as inward
and outward.

We have two vector bundles associated with S that are of immediate interest.
The first one is just the tangent bundle of S which is in this setting embedded
into the tangent bundle of R3. The other is the normal bundle NS which has as
its fiber at p ∈ S the span of either normal vector ±n at p. The fiber is denoted
NpS. Our plan now is to take the obvious connection on TR3, restrict it to S and
then decompose into tangent and normal parts. Restricting to the tangent and
normal bundles appropriately,what we end up with is three connections. The
obvious connection on R3 is simply Dξ(

∑3
i=1 Y i ∂

∂xi ) := dY i(ξ) ∂
∂xi which exist

simply because we have a global distinguished coordinate frame { ∂
∂xi }. The fact

that this standard frame is orthonormal with respect to the dot product on R3

is of significance here. We have both of the following:

1. Dξ(X · Y ) = DξX · Y + X ·DξY for any vector fields X and Y on R3 and
any tangent vector ξ.

2. Dξ ◦ Dv = Dv ◦ Dξ (This means the connection has no “torsion” as we
define the term later).

Now the connection on the tangent bundle of the surface is defined by pro-
jection. Let ξ be tangent to the surface at p and Y a tangent vector field on the
surface. Then by definition
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∇ξY = (DξY )tan

where (DξY )tan(p) is the projection of DξY onto the tangent planes to the
surface at p. This gives us a map ∇ : TS × X(M) → X(M) which is easily
seen to be a connection. Now there is the left over part (DξY )⊥ but as a
map (ξ, Y ) 7→ (DξY )⊥ this does not give a connection. On the other hand,
if η is a normal field, that is, a section of the normal bundle NS we define
∇⊥ξ η := (Dξη)⊥. The resulting map ∇⊥ : TS × Γ(S,NS) → Γ(S,NS) given by
(ξ, η) 7→ ∇⊥ξ η is indeed a connection on the normal bundle. Here again there is
a left over part (Dξη)tan. What about these two other left over pieces (Dξη)tan

and (DξY )⊥? These pieces measure the way the surface bends in R3. We define
the shape operator at a point p ∈ S with respect to a unit normal direction in
the following way. First choose the unit normal field n in the chosen direction
as we did above. Now define the shape operator S(p) : TpS → TpS by

S(p)ξ = −∇ξn.

To see that the result is really tangent to the sphere just notice that n · n = 1
and so ∇⊥ξ n

0 = ξ1 = ξ(n · n)
= 2Dξn · n

which means that Dξn ∈ TpS. Thus the fact, that n had constant length gave
us ∇ξn =(Dξn)tan and we have made contact with one of the two extra pieces.
For a general normal section η we write η = fn for some smooth function on
the surface and then

(Dξη)tan = (Dξfn)tan

= (df(ξ)n + fDξn)tan

= −fS(p)ξ.

so we obtain

Lemma J.1 S(p)ξ = f−1(Dξfn)tan

The next result tell us that S(p) : TpS → TpS is symmetric with respect to
the first fundamental form.

Lemma J.2 Let v, w ∈ TpS. Then we have gp(S(p)v, w) = gp(v, S(p)w).

Proof. The way we have stated the result hide something simple. Namely,
tangent vector to the surface are also vectors in R3 under the usual identification
of TR3 with R3. With this in mind the result is just S(p)v ·w = v ·S(p)w. Now
this is easy to prove. Note that n ·w = 0 and so 0 = v(n ·w) = ∇vn ·w+n ·∇vw.
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But the same equation holds with v and w interchanged. Subtracting the two
expressions gives

0 = ∇vn · w + n · ∇vw

− (∇wn · v + n · ∇wv
)

= ∇vn · w −∇wn · v + n · (∇vw −∇wv)

= ∇vn · w −∇wn · v

from which the result follows.
Since S(p) is symmetric with respect to the dot product there are eigenvalues

κ1, κ2 and eigenvectors vκ1 , vκ2 such that vκi
·S(p)vκj

= δijκi. Let us calculate
in a special coordinate system containing our point p obtained by projecting
onto the tangent plane there. Equivalently, we rigidly move the surface until
p is at the origin of R3 and is tangent to the x, y plane. Then the surface is
parameterized near p by (u1, u2) 7→ (u1, u2, f(u1, u2)) for some smooth function
f with ∂f

∂u1 (0) = ∂f
∂u2 (0) = 0. At the point p, which is now the origin, we

have gij(0) = δij . Since S is now the graph of the function f the tangent
space TpS is identified with the x, y plane. A normal field is given by grad F =
grad(f(x, y)− z) = ( ∂f

∂u1 , ∂f
∂u2 ,−1) and the unit normal is

n(u1, u2) =
1√

( ∂f
∂u1 )2 + ( ∂f

∂u2 )2 + 1
(

∂f

∂u1
,

∂f

∂u2
,−1)

Letting r(u1, u2) := (( ∂f
∂u1 )2 + ( ∂f

∂u2 )2 + 1)1/2 and using lemma J.1 we have
S(p)ξ = r−1(∇ξrn)tan = r−1(∇ξN)tan where N := ( ∂f

∂u1 , ∂f
∂u2 ,−1). Now at the

origin r = 1 and so ξ · S(p)ξ = ∇ξN · ξ = ∂
∂uk

∂F
∂ui ξ

kξi = ∂2F
∂uk∂ui ξ

kξi from which
we get the following:

ξ · S(p)v =
∑

ij

ξivj ∂f

∂ui∂uj
(0)

valid for these special type of coordinates and only at the central point p. Notice
that this means that once we have the surface positioned as a graph over the
x, y-plane and parameterized as above then

ξ · S(p)v = D2f(ξ, v) at 0.

Here we must interpret ξ and v on the right hand side to be (ξ1, ξ2) and (v1, v2)
where as on the left hand side ξ = ξ1 ∂x

∂u1 + ξ2 ∂x
∂u2 , v = v1 ∂x

∂u1 + v2 ∂x
∂u2 .

Exercise J.6 Position S to be tangent to the x, y plane as above. Let the x, z
plane intersect S in a curve c1 and the y, z plane intersect S in a curve c2. Show
that by rotating we can make the coordinate vectors ∂

∂u1 , ∂
∂u2 be eigenvectors for

S(p) and that the curvatures of the two curves at the origin are κ1 and κ2.
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We have two important invariants at any point p. The first is the Gauss
curvature K := det(S) = κ1κ2 and the second is the mean curvature H =
1
2 trace(S) = 1

2 (κ1 + κ2).
The sign of H depends on which of the two normal directions we have cho-

sen while the sign of κ does not. In fact, the Gauss curvature turns out to
be “intrinsic” to the surface in the sense that it remains constant under any
deformation of the surface the preserves lengths of curves. More on this below
but first let us establish a geometric meaning for H. First of all, we may vary
the point p and then S becomes a function of p and the same for H (and K).

Theorem J.2 Let St be a family of surfaces given as the image of maps ht :
S → R3 and given by p 7→ p + tv where v is a section of TR3

∣∣
S

with v(0) = 1
and compact support. Then

d

dt

∣∣∣∣
t=0

area(St) = −
∫

S

(v ·Hn)dS

More generally, the formula is true if h : (−ε, ε)×S → R3 is a smooth map and
v(p) := d

dt

∣∣
t=0

h(t, p).

Exercise J.7 Prove the above theorem by first assuming that v has support
inside a chart domain and then use a partition of unity argument to get the
general case.

Surface S is called a minimal surface if H ≡ 0 on S. It follows from
theorem J.2 that if St is a family of surfaces given as in the theorem that if S0

is a minimal surface then 0 is a critical point of the function a(t) := area(St).
Conversely, if 0 is a critical point for all such variations of S then S is a minimal
surface.

Exercise J.8 (doody this one in Maple) Show that Sherk’s surface, which is
given by ez cos(y) = cos x, is a minimal surface. If you haven’t seen this surface
do a plot of it using Maple, Mathematica or some other graphing software. Do
the same for the helicoid y tan z = x.

Now we move on to the Gauss curvature K. Here the most important fact is
that K may be written in terms of the first fundamental form. The significance
of this is that if S1 and S2 are two surfaces and if there is a map φ : S1 → S2

that preserves the length of curves, then κS1 and κS2 are the same in the sense
that KS1 = KS2 ◦ φ. In the following theorem, “gij = δij to first order” means
that gij(0) = δij and ∂gij

∂u (0) = ∂gij

∂v (0) = 0.

Theorem J.3 (Gauss’s Theorema Egregium) Let p ∈ S. There always
exist coordinates u, v centered at p (so u(p) = 0, v(p) = 0) such that gij = δij to
first order at 0 and for which we have

K(p) =
∂2g12

∂u∂v
(0)− 1

2
∂2g22

∂u2
(0)− 1

2
∂2g11

∂v2
(0).
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Proof. In the coordinates described above which give the parameterization
(u, v) 7→ (u, v, f(u, v)) where p is the origin of R3 we have

[
g11(u, v) g12(u, v)
g21(u, v) g22(u, v)

]
=

[
1 + (∂f

∂x )2 ∂f
∂x

∂f
∂y

∂f
∂x

∂f
∂y 1 + (∂f

∂y )2

]

from which we find after a bit of straightforward calculation

∂2g12

∂u∂v
(0)− 1

2
∂2g22

∂u2
(0)− 1

2
∂2g11

∂v2
(0)

=
∂2f

∂u2

∂2f

∂v2
− ∂2f

∂u∂v
= det D2f(0)

= det S(p) = K(p).

Note that if we have any other coordinate system s, t centered at p then
writing (u, v) = (x1, x2) and (s, t) = (x̄1, x̄2) we have the transformation law

ḡij = gkl
∂xk

∂x̄i

∂xl

∂x̄j

which means that if we know the metric components in any coordinate system
then we can get them, and hence K(p), at any point in any coordinate system.
The conclusion is the that the metric determines the Gauss curvature. We say
that K is an intrinsic invariant.

Negative Gauss Curvature

Now every field X̄ ∈ X(M)
∣∣
M

is uniquely written as Xtan + X⊥ where
Xtan ∈ X(M) and X⊥ ∈ X(M)⊥. Now for any Ȳ ∈ X(M)

∣∣
M

and X ∈ X(M)
we have the decomposition

∇̄X Ȳ =
(∇̄X Ȳ

)tan +
(∇̄X Ȳ

)⊥
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and writing Ȳ = Y tan + Y ⊥ we have
(∇̄X

(
Y tan + Y ⊥))tan

+
(∇̄X

(
Y tan + Y ⊥))⊥

=
(∇̄XY tan

)tan +
(∇̄XY ⊥)tan

+
(∇̄XY tan

)⊥ +
(∇̄XY ⊥)⊥

Now we will show that 〈(∇̄XY tan
)⊥

, Y ⊥〉 = −〈Y tan,
(∇̄XY tan

)tan〉. Indeed,
〈Y tan, Y ⊥〉 = 0 and so

0 = ∇̄X〈Y tan, Y ⊥〉 = 〈∇̄XY tan, Y ⊥〉+ 〈Y tan, ∇̄XY ⊥〉
= 〈(∇̄XY tan

)⊥
, Y ⊥〉+ 〈Y tan,

(∇̄XY tan
)tan〉

Notice that Y tan and Y ⊥ may vary independently. We now want to interpret
what we have so far.

Definition J.8 For X1, X2 ∈ X(M) we define ∇X1X2 :=
(∇̄X1X2

)tan.

(X1, X2) → ∇X1X2 defines a connection on M (i.e. a connection on the
bundle TM). Thus (X1, X2) → ∇X1X2 is C∞(M)-linear in X1. It follows, as
usual, that for any v ∈ TpM the map v 7→ ∇vX is well defined. The connection
is actually the Levi-Civita connection for M . To verify this we just need to
check that ∇X1X2 −∇X2X1 = [X1, X2] for all X1, X2 ∈ X(M) and that

∇X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉
for all X, Y, Z ∈ X(M). But both of these follow directly from the corresponding
facts for ∇̄.

Definition J.9 For any X ∈ X(M), Y ∈ X(M)⊥ we define ∇⊥XY :=
(∇̄XT

)⊥

(X,Y ) → ∇⊥XY defines a connection on the vector bundle TM⊥ → M which
is again something easily deduced.

Exercise J.9 Check the details, show that ∇̄ restricted to the bundle TM̄
∣∣
M

is a connection and that ∇⊥ is a connection on TM⊥. Show also that not only
does ∇X1X2 :=

(∇̄X1X2

)tan define a connection of TM but that this connection
is the Levi-Civita connection for M were M has the semi-Riemannian metric
given by restriction of the metric on M̄ .

Definition J.10 Let II : X(M)×X(M) → X(M)⊥ be defined by II(X1, X2) :=(∇̄X1X2

)⊥. This X(M)⊥-valued bilinear map called the second fundamental
tensor. The set of all elements u ∈ TM⊥ of unit length is called the unit
normal bundle of M in M̄ . It is denoted by TM⊥

1 .

We now have the decomposition

∇̄X1X2 = ∇X1X2 + II(X1, X2)

for any X1, X2 ∈ X(M).
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Lemma J.3 Proposition J.1 II is C∞(M) bilinear and symmetric.

Proof. The linearity in the first variable is more or less obvious. We shall
be content to show that

II(X1, fX2) =
(∇̄X1fX2

)⊥

=
(
(X1f) X2 + f∇̄X1X2

)⊥

= f
(∇̄X1X2

)⊥ = fII(X1, X2).

Symmetry: II(X1, X2)− II(X2, X1) =
(∇̄X1X2 − ∇̄X2X1

)⊥
= ([X1, X2])

⊥ = 0

Definition J.11 Let p ∈ M . For each unit vector u normal to M at p we have
a map called the shape operator Su defined by Su(v) :=

(∇̄vU
)tan where U is

any unit normal field defined near p such that U(p) = u.

Now for any Z ∈ X(M)⊥ and X ∈ X(M) we consider ∇̄XZ. We decompose
this as ∇̄XZ =

(∇̄XZ
)tan +

(∇̄XZ
)⊥ = SZ(X) +∇⊥XZ

Proof. e job using the fact that x 7→ |x| is assumed to be smooth (resp.
Cr).

Corollary J.1 If a manifold M is modeled on a smooth (resp. Cr) Banach
space M (for example, if M is a finite dimensional smooth manifold) then for
every αp ∈ T ∗M , there is a (global) smooth (resp. Cr) function f such that
Df |p = αp.

Proof. Let x0 = ψ(p) ∈ M for some chart ψ, U . Then the local represen-
tative ᾱx0 = (ψ−1)∗αp can be considered a linear function on M since we have
the canonical identification M ∼= {x0} ×M = Tx0M. Thus we can define

ϕ(x) =
{

β(x)ᾱx0(x) for x ∈ BR(x0)
0 otherwise

and now making sure that R is small enough that BR(x0) ⊂ ψ(U) we can
transfer this function back to M via ψ−1 and extend to zero outside of U get f.
Now the differential of ϕ at x0 is ᾱx0 and so we have for v ∈ TpM

df(p) · v = d(ψ∗ϕ)(p) · v
= (ψ∗dϕ)(p)v
dϕ(Tpψ · v)

= ᾱx0(Tpψ · v) = (ψ−1)∗αp(Tpψ · v)

= αp(Tψ−1Tpψ · v) = αp(v)

so df(p) = αp

It is usually taken for granted that derivations on smooth functions are vector
fields and that all C∞ vector fields arise in this way. In fact, this not true in
general. It is true however, for finite dimensional manifold. More generally, we
have the following result:
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Proposition J.2 The map from X(M) to the vector space of derivations Der(M)
given by X 7→ LX is a linear monomorphism if M is modeled on a C∞ Banach
space.

Proof. The fact that the map is linear is straightforward. We just need
to get the injectivity. For that, suppose LX f = 0 for all f ∈ C∞(M). Then
Df |p Xp = 0 for all p ∈ M . Thus by corollary J.1 αp(Xp) = 0 for all αp ∈ T ∗p M .
By the Hahn-Banach theorem this means that Xp = 0. Since p was arbitrary
we concluded that X = 0.

Another very useful result is the following:

Theorem J.4 Let L : X(M) → C∞(M) be a C∞(M)−linear function on vector
fields. If M admits (spherical?)cut off functions then L(X)(p) depends only on
the germ of X at p.
If M is finite dimensional then L(X)(p) depends only on the value of X at p.

Proof. Suppose X = 0 in a neighborhood U and let p ∈ U be arbitrary. Let
O be a smaller open set containing p and with closure inside U . Then letting β
be a function that is identically 1 on a neighborhood of p contained in O and
identically zero outside of O then (1− β)X = X. Thus we have

L(X)(p) = L((1− β)X)(p)
= (1− β(p))L(X)(p) = 0× L(X)(p)
= 0.

Applying this to X − Y we see that if two fields X and Y agree in an open set
then L(X) = L(Y ) on the same open set. The result follows from this.

Now suppose that M is finite dimensional and suppose that X(p) = 0.
Write X = Xi ∂

∂xi in some chart domain containing p with smooth function Xi

satisfying Xi(p) = 0. Letting β be as above we have

β2L(X) = βXiL(β
∂

∂xi
)

which evaluated at p gives
L(X)(p) = 0

since β(p) = 1. Applying this to X − Y we see that if two fields X and Y agree
at p then L(X)(p) = L(Y )(p).

Corollary J.2 If M is finite dimensional and L : X(M) → C∞(M) is a
C∞(M)−linear function on vector fields then there exists an element α ∈ X∗(M)
such that α(X) = L(X) for all X ∈ X(M).

Definition J.12 The support of a smooth function is the closure of the set in
its domain where it takes on nonzero values. The support of a function f is
denoted supp(f).

For finite dimensional manifolds we have the following stronger result.ALLREADYDIDTHIS?
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Lemma J.4 (Existence of cut-off functions) Let K be a compact subset of
Rn and U an open set containing K. There exists a smooth function β on Rn

that is identically equal to 1 on K, has compact support in U and 0 ≤ β ≤ 1.

Proof. Special case: Assume that U = B(0, R) and K = B(0, r). In this
case we may take

φ(x) =

∫ R

|x| g(t)dt
∫ R

r
g(t)dt

where

g(t) =
{

e−(t−r)−1
e−(t−R)−1

if 0 < t < R
0 otherwise.

This is the circular cut-off that always exists for smooth Banach spaces.
General case: Let K ⊂ U be as in the hypotheses. Let Ki ⊂ Ui be

concentric balls as in the special case above but now with various choices of
radii and such that K ⊂ ∪Ki. The Ui are chosen small enough that Ui ⊂ U .
Let φi be the corresponding functions provided in the proof of the special case.
By compactness there are only a finite number of pairs Ki ⊂ Ui needed so
assume that this reduction to a finite cover has been made. Examination of the
following function will convince the reader that it is well defined and provides
the needed cut-off function;

β(x) = 1−
∏

i

(1− φi(x)).

Definition J.13 A topological space is called locally convex if every point has
a neighborhood with compact closure.

Note that a finite dimensional smooth manifold is always locally compact
and we have agreed that a finite dimensional manifold should be assumed to be
Hausdorff unless otherwise stated. The following lemma is sometimes helpful.
It shows that we can arrange to have the open sets of a cover and a locally
refinement of the cover to be indexed by the same set in a consistent way:

Lemma J.5 If X is a paracompact space and {Ui}i∈I is an open cover, then
there exists a locally finite refinement {Oi}i∈I of {Ui}i∈I with Oi ⊂ Ui.

Proof. Let {Vk}i∈K be a locally finite refinement of {Ui}i∈I with the index
map k 7→ i(k). Let Oi be the union of all Vk such that i(k) = k. Notice that
if an open set U intersects an infinite number of the Oi then it will meet an
infinite number of the Vk. It follows that {Oi}i∈I is locally finite.

Theorem J.5 A second countable, locally compact Hausdorff space X is para-
compact.
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Sketch of proof. If follows from the hypotheses that there exists a sequence
of open sets U1, U2, ....that cover X and such that each Ui has compact closure
Ui. We start an inductive construction: Set Vn = U1 ∪ U2 ∪ ... ∪ Un for each
positive integer n. Notice that {Vn} is a new cover of X and each Vn has
compact closure. Now let O1 = V1. Since {Vn} is an open cover and O1 is
compact we have

O1 ⊂ Vi1 ∪ Vi2 ∪ ... ∪ Vik
.

Next put O2 = Vi1 ∪ Vi2 ∪ ... ∪ Vik
and continue the process. Now we have that

X is the countable union of these open sets {Oi} and each Oi−1 has compact
closure in Oi. Now we define a sequence of compact sets; Ki = Oi \Oi−1.
Now if {Wβ}β∈B is any open cover of X we can use those Wβ that meet Ki

to cover Ki and then reduce to a finite subcover since Ki is compact. We can
arrange that this cover of Ki consists only of sets each of which is contained
in one of the sets Wβ ∩ Oi+1 and disjoint from Oi−1. Do this for all Ki and
collect all the resulting open sets into a countable cover for X. This is the desired
locally finite refinement.

Definition J.14 A Cr partition of unity on a Cr manifold M is a collection
{Vi, ρi} where
(i) {Vi} is a locally finite cover of M ;
(ii) each ρi is a Cr function with ρi ≥ 0 and compact support contained in Vi;
(iii) for each x ∈ M we have

∑
ρi(x) = 1 (This sum is finite since {Vi} is

locally finite).
If the cover of M by chart domains {Uα} of some atlas A = {(Uα, xα)} for
M has a partition of unity {Vi, ρi} such that each Vi is contained in one of
the chart domains Uα(i) (locally finite refinement), then we say that {Vi, ρi} is
subordinate to A. We will say that a manifold admits a smooth partition
of unity if every atlas has a subordinate smooth partition of unity.

Smooth (Cr, r > 0) partitions of unity do not necessarily exist on a Banach
space and less so for manifolds modeled on such Banach spaces. On the other
hand, some Banach spaces do admit partitions of unity. It is a fact that all
separable Hilbert spaces admit partitions of unity. For more information see
[A,B,R]. We will content ourselves with showing that all finite dimensional
manifolds admit smooth partitions of unity.

Notice that in theorem J.5 we have proven a bit more than is part of the
definition of paracompactness. Namely, the open sets of the refinement Vi ⊂
Uβ(i) have compact closure in Uβ(i). This is actually true for any paracompact
space but we will not prove it here. Now for the existence of a smooth partition
of unity we basically need the paracompactness but since we haven’t proved
the above statement about compact closures (shrink?ing lemma) we state the
theorem in terms of second countability:

Theorem J.6 Every second countable finite dimensional Cr manifold admits
a Cr−partition of unity.
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Let M be the manifold in question. We have seen that the hypotheses imply
paracompactness and that we may choose our locally finite refinements to have
the compact closure property mentioned above. Let A = {Ui, xi} be an atlas for
M and let {Wi} be a locally finite refinement of the cover {Ui} with W i ⊂ Ui.
By lemma J.4 above there is a smooth cut-off function βi with supp(βi) = W i.
For any x ∈ M the following sum is finite and defines a smooth function:

β(x) =
∑

i

βi(x).

Now we normalize to get the functions that form the partition of unity:

ρi =
βi

β
.

It is easy to see that ρi ≥ 0, and
∑

ρi = 1.

J.3.1 Notation

Differential geometry is one of the subjects where notation is a continual prob-
lem. Notation that is highly precise from the vantage point of set theory and
logic tends to be fairly opaque. On the other hand, notation that is true to
intuition is difficult to make precise. Notation that is uncluttered and handy
for calculations tends to suffer from ambiguities when looked at closely. It is
perhaps worth pointing out that the kind of ambiguities we are talking about
include some that are of the same sort as are accepted by every calculus stu-
dent without much thought. For instance, we find (x, y, z) being used to refer
variously to “indeterminates”, “a triple of numbers”, or a triple of functions of
some variable as for example when we write

~x(t) = (x(t), y(t), z(t)).

Also, we often write y = f(x) and then, even write y = y(x) and y′(x) or
dy/dx instead of f ′(x) or df/dx. Polar coordinates are generally thought of
as living on the xy−plane even though it could be argued that rθ−space is
really a (subset of a) different copy of R2. The ambiguities of this type of
notation are as apparent. This does not mean that this notation is bad. In fact,
it can be quite useful to use slightly ambiguous notation. Human beings are
generally very good at handling ambiguity. In fact, if a self conscious desire to
avoid logical inconsistency in notation is given priority over everything else we
quickly begin to become immobilized. The reader should be warned that while
we will develop fairly pedantic notation, perhaps too pedantic at times, we shall
also not hesitate to resort to abbreviation and notational shortcuts as the need
arises. This will be done with increasing frequency in later chapters.

J.4 Naive Functional Calculus.

We have recalled the basic definitions of the directional derivative of a map such
as f : Rn → Rm. This is a good starting point for making the generalizations
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to come but let us think about a bit more about our “directions” h and “points”
p. In both cases these refer to n−tuples in Rn. The values taken by the function
are also tuples (m−tuples in this instance). From one point of view a n−tuple
is just a function whose domain is the finite set {1, 2, ..., n}. For instance,
the n-tuple h = (h1, ..., hn) is just the function i 7→ hi which may as well
have been written i 7→ h(i). This suggests that we generalize to functions
whose domain is an infinite set. A sequence of real numbers is just such an
example but so is any real (or complex) valued function. This brings us to the
notion of a function space. An example of a function space is C([0, 1]), the
space of continuous functions on the unit interval [0, 1]. So, whereas an element
of R3, say (1, π, 0) has 3 components or entries, an element of C([0, 1]), say
(t 7→ sin(2πt)) has a continuum of “entries”. For example, the 1/2 entry of the
latter element is sin(2π(1/2)) = 0. So one approach to generalizing the usual
setting of calculus might be to consider replacing the space of n−tuples Rn by
a space of functions. Now we are interested in differentiating functions whose
arguments are themselves functions. This type of function is sometimes called
a functional. We shall sometimes follow the tradition of writing F [f ] instead of
F (f). Some books even write F [f(x)]. Notice that this is not a composition of
functions. A simple example of a functional on C([0, 1]) is

F [f ] =
∫ 1

0

f2(x)dx.

We may then easily define a formal notion of directional derivative:

(DhF ) [f ] = lim
ε→0

1
ε

(F [f + εh]− F [f ])

where h is some function which is the “direction vector”. This also allows us to
define the differential δF which is a linear map on the functions space given at
f by δF |f h = (DhF ) [f ]. We use a δ instead of a d to avoid confusion between
dxi and δxi which comes about when xi is simultaneously used to denote a
number and also a function of , say, t.

It will become apparent that choosing the right function space for a partic-
ular problem is highly nontrivial and in each case the function space must be
given an appropriate topology. In the following few paragraphs our discussion
will be informal and we shall be rather cavalier with regard to the issues just
mentioned. After this informal presentation we will develop a more systematic
approach (Calculus on Banach spaces).

The following is another typical example of a functional defined on the space
C1([0, 1]) of continuously differentiable functions defined on the interval [0, 1]:

S[c] :=
∫ 1

0

√
1 + (dc/dt)2dt

The reader may recognize this example as the arc length functional. The
derivative at the function c in the direction of a function h ∈ C1([0, 1]) would
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be given by

δS|c (h) = lim
ε→0

1
ε

(S[c + εh]− S[c]) .

It is well known that if δS|c (h) = 0 for every h then c is a linear function;
c(t) = at + b. The condition δS|c (h) = 0 = 0 (for all h) is often simply written
as δS = 0. We shall have a bit more to say about this notation shortly. For
examples like this one, the analogy with multi-variable calculus is summarized
as

The index or argument becomes continuous: i Ã t

d-tuples become functions: xi Ã c(t)
Functions of a vector variable become functionals of functions: f(~x) Ã S[c]

Here we move from d−tuples (which are really functions with finite domain) to
functions with a continuous domain. The function f of x becomes a functional
S of functions c.

We now exhibit a common example from the mechanics which comes from
considering a bead sliding along a wire. We are supposed to be given a so called
“Lagrangian function” L : R × R → R which will be the basic ingredient in
building an associated functional. A typical example is of the form L(x, v) =
1
2mv2−V (x). Define the action functional S by using L as follows: For a given
function t 7−→ q(t) defined on [a, b] let

S[q] :=
∫ b

a

L(q(t), q̇(t))dt.

We have used x and v to denote variables of L but since we are eventually to
plug in q(t), q̇(t) we could also follow the common tradition of denoting these
variables by q and q̇ but then it must be remembered that we are using these
symbols in two ways. In this context, one sometimes sees something like follow-
ing expression for the so-called variation

δS =
∫

δS

δq(t)
δq(t)dt (J.1)

Depending on one’s training and temperament, the meaning of the notation
may be a bit hard to pin down. First, what is the meaning of δq as opposed to,
say, the differential dq? Second, what is the mysterious δS

δq(t)? A good start
might be to go back and settle on what we mean by the differential in ordinary
multivariable calculus. For a differentiable function f : Rd→ R we take df to
just mean the map

df : Rd × Rd→ R
given by df(p, h) = f ′(p)h. We may also fix p and write df |p or df(p) for the
linear map h 7→ df(p, h). With this convention we note that dxi

∣∣
p
(h) = hi

where h = (h1, ..., hd). Thus applying both sides of the equation

df |p =
∑ ∂f

∂xi
(p) dxi

∣∣
p

(J.2)
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to some vector h we get

f ′(p)h =
∑ ∂f

∂xi
(p)hi. (J.3)

In other words, df |p = Dhf(p) = ∇f · h = f ′(p). Too many notations for the
same concept. Equation J.2 is clearly very similar to δS =

∫
δS

δq(t)δq(t)dt and so

we expect that δS is a linear map and that t 7→ δS
δq(t) is to δS as ∂f

∂xi is to df :

df Ã δS

∂f

∂xi
Ã δS

δq(t)
.

Roughly, δS
δq(t) is taken to be whatever function (or distribution) makes the

equation J.1 true. We often see the following type of calculation

δS = δ

∫
Ldt

=
∫

(
∂L

∂q
δq +

∂L

∂q̇
δq̇)dt

=
∫
{∂L

∂q
− d

dt

∂L

∂q̇
}δqdt (J.4)

from which we are to conclude that
δS

δq(t)
=

∂L

∂q
− d

dt

∂L

∂q̇

Actually, there is a subtle point here in that we must restrict δS to variations
for which the integration by parts is justified. We can make much better sense
of things if we have some notion of derivative for functionals defined on some
function space. There is also the problem of choosing an appropriate function
space. On the one hand, we want to be able to take (ordinary) derivatives of
these functions since they may appear in the very definition of S. On the other
hand, we must make sense out of limits so we must pick a space of functions
with a tractable and appropriate topology. We will see below that it is very
desirable to end up with what is called a Banach space. Often one is forced
to deal with more general topological vector spaces. Let us ignore all of these
worries for a bit longer and proceed formally. If δS is somehow the variation
due to a variation h(t) of q(t) then it depends on both the starting position
in function space (namely, the function q(.)) and also the direction in function
space that we move ( which is the function h(.)). Thus we interpret δq = h as
some appropriate function and then interpret δS as short hand for

δS|q(.) h := lim
ε→0

1
ε
(S[q + εh]− S[q])

=
∫

(
∂L

∂q
h +

∂L

∂q̇
ḣ)dt
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Note: Here and throughout the book the symbol “:= ” is sued to indicate
equality by definition.

If we had been less conventional and more cautious about notation we would
have used c for the function which we have been denoting by q : t 7→ q(t). Then
we could just write δS|c instead of δS|q(.). The point is that the notation δS|q
might leave one thinking that q ∈ R (which it is under one interpretation!) but
then δS|q would make no sense. It is arguably better to avoid letting q refer
both to a number and to a function even though this is quite common. At any
rate, from here we restrict attention to “directions” h for which h(a) = h(b) = 0
and use integration by parts to obtain

δS|q(.) h =
∫
{ ∂L

∂xi
(q(t), q̇(t))− d

dt

∂L

∂q̇
(q(t), q̇(t))}hi(t)dt.

So it seems that the function E(t) := ∂L
∂q (q(t), q̇(t))− d

dt
∂L
∂q̇i (q(t), q̇(t)) is the right

candidate for the δS
δq(t) . However, once again, we must restrict to h which vanish

at the boundary of the interval of integration. On the other hand, this family is
large enough to force the desired conclusion. Despite this restriction the function
E(t) is clearly important. For instance, if δS|q(.) = 0 (or even δS|q(.) h = 0 for
all functions that vanish at the end points) then we may conclude easily that
E(t) ≡ 0. This gives an equation (or system of equations) known as the Euler-
Lagrange equation for the function q(t) corresponding to the action functional
S :

∂L

∂q
(q(t), q̇(t))− d

dt

∂L

∂q̇
(q(t), q̇(t)) = 0

Exercise J.10 Replace S[c] =
∫

L(c(t), ċ(t))dt by the similar function of sev-
eral variables S(c1, ...cN ) =

∑
L(ci,4ci). Here 4ci := ci − ci−1 (taking c0 =

cN ) and L is a differentiable map RN × RN→ R. What assumptions on c =
(c1, ...cN ) and h = (h1, ...hN ) justify the following calculation?

dS|(c1,...cN ) h =
∑ ∂L

∂ci
hi +

∂L

∂4ci
4hi

=
∑ ∂L

∂ci
hi +

∑ ∂L

∂4ci
hi −

∑ ∂L

∂4ci
hi−1

=
∑ ∂L

∂ci
hi +

∑ ∂L

∂4ci
hi −

∑ ∂L

∂4ci+1
hi

=
∑ ∂L

∂ci
hi −

∑
(

∂L

∂4ci+1
− ∂L

∂4ci
)hi

=
∑

{ ∂L

∂ci
hi − (4 ∂L

∂4ci
)}hi

=
∑ ∂S

∂ci
hi.

The upshot of our discussion is that the δ notation is just an alternative
notation to refer to the differential or derivative. Note that qi might refer to a
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coordinate or to a function t 7→ qi(t) and so dqi is the usual differential and maps
Rd to R whereas δxi(t) is either taken as a variation function hi(t) as above or as
the map h 7→ δqi(t)(h) = hi(t). In the first interpretation δS =

∫
δS

δqi(t)δq
i(t)dt

is an abbreviation for δS(h) =
∫

δS
δqi(t)h

i(t)dt and in the second interpretation it
is the map

∫
δS

δqi(t)δq
i(t)dt : h 7→ ∫

δS
δqi(t) (δq

i(t)(h))dt =
∫

δS
δqi(t)h

i(t)dt. The var-
ious formulas make sense in either case and both interpretations are ultimately
equivalent. This much the same as taking the dxi in df = ∂f

∂xidxi to be com-
ponents of an arbitrary vector (dx1, ..., dxd) or we may take the more modern
view that dxi is a linear map given by dxi : h 7→ hi. If this seems strange recall
that xi itself is also interpreted both as a number and as a coordinate function.

Example J.1 Let F [c] :=
∫
[0,1]

c2(t)dt as above and let c(t) = t3 and h(t) =
sin(t4). Then

δF |c (h) = DhF (c) = lim
ε→0

1
ε

(F [c + εh]− F [c])

=
d

dε

∣∣∣∣
ε=0

F [c + εh]

=
d

dε

∣∣∣∣
ε=0

∫

[0,1]

(c(t)) + εh(t))2dt

= 2
∫

[0,1]

c(t)h(t)dt = 2
∫ 1

0

t3 sin(πt4)dx

=
1
π

Note well that h and c are functions but here they are, more importantly,
“points” in a function space! What we are differentiating is F . Again, F [c] is
not a composition of functions; the function c itself is the dependent variable
here.

Exercise J.11 Notice that for a smooth function s : R→R we may write

∂s

∂xi
(x0) = lim

h→0

s(x0 + hei)− s(x0)
h

where ei = (0, ..., 1, ...0)

Consider the following similar statement which occurs in the physics literature
quite often.

δS

δc(t)
= lim

h→0

S[c + hδt]− S[c]
h

Here δt is the Dirac delta function (distribution) with the defining property∫
δtφ = φ(t) for all continuous φ. To what extent is this rigorous? Try a

formal calculation using this limit to determine δS
δc(t) in the case that

S(c) :=
∫ 1

0

c3(t)dt.
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Geometry has its philosophical aspects. Differential geometry makes explicit,
and abstracts from, our intuitions about what the world itself is as revealed by,
as the German philosopher Kant would have it, the action of understanding on
the manifold presentations of the senses. Kant held that space and time were
“categories of the understanding”. Kant thought that the truths of Euclidean
geometry where a prior truths; what he called a priori synthetic truths. This
often taken to imply that Kant believed that non-Euclidean geometries were im-
possible (at least as far as physical space is concerned) but perhaps this doesn’t
give enough credit to Kant. Another interpretation of Kant’s arguments simply
concludes that human intuition about the geometry of space must necessarily be
Euclidean; a statement that is still questionable but certainly not the same as
the claim that the real geometry of space must be of logical necessity Euclidean
in nature. Since the advent of Einstein’s theory of gravitation it is assumed that
space may in fact be non-Euclidean. Despite this it does seem to be a fact that
our innate conceptualization of space is Euclidean. Contrary to Kant’s asser-
tions, this seems to be the result of evolution and the approximately Euclidean
nature of space at human scales. Einstein’s theory of gravitation is an extension
of special relativity which can be seen as unifying space and time. From that
point of view, the theory is more a theory about spacetime rather than space.
For philosophers and scientist alike, space and time are words that refer to basic
aspects of the world and/or, depending on one philosophical persuasion, basic
aspects of the human experience of the world. An implicit understanding of
space and time is part and parcel of what if means to be conscious. As the con-
tinental philosophers might describe it, space and time are what stand between
us and our goals. Heidegger maintained that there was in human beings an
understanding of a deeper kind of time that he called “temporality2” that was
lost to the explicitly self conscious scientific form of understanding. I believe
that while this might be true in some sense, Heidegger and many of his modern
admirers underestimate the extent to which mathematics has succeeded in cap-
turing and making explicit our implicit existential understanding of spatiality
and temporality. Again, evolutionary theory suggests a different analysis of hu-
man temporality. In any case, geometry as a branch of mathematics can be seen
as related to humankind’s effort to come to an exact and explicit understand-
ing of these ubiquitous aspects of experienced reality. In this form geometry
is abstracted and idealized. Heidegger would say that much is lost once the
abstraction is effected, even so, what is gained is immense. Geometry is the
first exact science.

At root, what is the actual nature of reality which makes us experience it
in this largely geometric way? As hinted at above, this is the topic of much
discussion among philosophers and scientists. That the abstractions of geome-
try are not mere abstractions is proved by the almost unbelievable usefulness of
geometric thinking in physics. Differential geometry is especially useful for clas-
sical physics-including and especially Einstein’s theory of gravitation (general
relativity). On the other hand, there is also the presumably more fundamental

2Strangely, Heidegger did not see the need to form a similar concept of primordial spatiality.
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quantum nature of physical reality. One has to face the possibility that the
quantum nature of the physical world is not a drama played out on a preex-
isting stage of a classically conceived space (or spacetime) but rather it may
be the case that, like temperature, space and time are emergent “macroscopic
properties” of nature. In fact, it is popular among physicists to look for so
called “background free” theories where the most basic entities that make up (a
model of) reality conspire to create what we perceive as space and time. On the
mathematical side, this idea is connected with the emerging fields of discrete
differential geometry and noncommutative geometry or quantum geometry3.
Whatever the outcome of this drive toward background free theory, geometry
in a broad sense can be expected to remain important for physics. After all,
whatever nature is in her own secret nature, it is evident that her choreography
adds up to something highly geometric when viewed at a large scale. If physics
wants to replace geometry as we know it today by something else, then it is
left to explain why geometry emerges in the macroscopic world. Thus even the
most ambitious background free theory must be shown to contain the seeds of
geometry and the mechanism by which macroscopic geometry emerges must be
explained. It would be a mistake to underestimate this task.

J.4.1 Lagrange Multipliers and Ljusternik’s Theorem

Note: This section is under construction. It is still uncertain if
this material will be included at all.

The next example show how to use Lagrange multipliers to handle con-
straints.

Example J.2 Let E and F and F0 be as in the previous example. We define
two functionals

F [f ] :=
∫

D

∇f · ∇fdx

C[f ] =
∫

D

f2dx

We want a necessary condition on f such that f extremizes D subject to the
constraint C[f ] = 1. The method of Lagrange multipliers applies here and so we
have the equation DF|f = λ DC|f which means that

〈δF
δf

, h〉 = λ〈δC
δf

, h〉 for all h ∈ C2
c (D)

or
δF
δf

= λ
δC
δf

3Quantum geometry is often taken to by synonymous with noncommutative geometry but
there are also such things as Ashtekar’s “quantum Riemannian geometry” which is doesn’t
quite fit so neatly into the field of noncommutative geometry as it is usually conceived.
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After determining the functional derivatives we obtain

−∇2f = λf

This is not a very strong result since it is only a necessary condition and only
hints at the rich spectral theory for the operator ∇2.

Theorem J.7 Let E and F be Banach spaces and U ⊂ E open with a differen-
tiable map f : U → F. If for x0 ∈ U with y0 = f(x0) we have that Df |x0

is onto
and ker Df |x0

is complemented in E then the set x0 + ker Df |x0
is tangent to

the level set f−1(y0) in the following sense: There exists a neighborhood U ′ ⊂ U
of x0 and a homeomorphism φ : U ′ → V where V is another neighborhood of x0

and where φ(x0 + h) = x0 + h + ε(h) for some continuous function ε with the
property that

lim
h→0

‖ε(h)‖
‖h‖ = 0.

Proof. Df |x0
is surjective. Let K := ker Df |x0

and let L be the com-
plement of K in E. This means that there are projections p : E → K and
q : E → L

p2 = p and q2 = q

p + q = id

Let r > 0 be chosen small enough that x0 + Br(0) + Br(0) ⊂ U . Define a map

ψ : K ∩Br(0)× L ∩Br(0) → F

by ψ(h1, h2) := f(x0 + h1 + h2) for h1 ∈ K ∩ Br(0) and h2 ∈ L ∩ Br(0).
We have ψ(0, 0) = f(x0) = y0 and also one may verify that ψ is C1 with
∂1ψ = Df(x0)|K = 0 and ∂2ψ = Df(x0)|L. Thus ∂2ψ : L → F is a continuous
isomorphism (use the open mapping theorem) and so we have a continuous linear
inverse (∂2ψ)−1 : F → L. We may now apply the implicit function theorem to
the equation ψ(h1, h2) = y0 to conclude that there is a locally unique function
ε : K ∩Bδ(0) → L for small δ > 0 (less than r) such that

ψ(h, ε(h)) = y0 for all h ∈ K ∩Bδ(0)
ε(0) = 0

Dε(0) = − (∂2ψ)−1 ◦ ∂1ψ|(0,0)

But since ∂1ψ = Df(x0)|K = 0 this last expression means that Dε(0) = 0 and
so

lim
h→0

‖ε(h)‖
‖h‖ = 0

Clearly the map φ : (x0 +K ∩Bδ(0)) → F defined by φ(x0 +h) := x0 +h+ ε(h)
is continuous and also since by construction y0 = ψ(h, ε(h)) = φ(x0 + h + ε(h))
we have that φ has its image in f−1(y0). Let the same symbol φ denote the
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map φ : (x0 + K ∩Bδ(0)) → f−1(y0) which only differs in its codomain. Now h
and ε(h) are in complementary subspaces and so φ must be injective. Thus its
restriction to the set V := {x0 +h+ε(h) : h ∈ K∩Bδ(0) is invertible and in fact
we have φ−1(x0+h+ε(h)) = x0+h. That V is open follows from the way we have
used the implicit function theorem. Now recall the projection p. Since the range
of p is K and its kernel is L we have that φ−1(x0 + h + ε(h)) = x0 + p(h + ε(h))
and we see that φ−1 is continuous on V . Thus φ (suitably restricted) is a
homeomorphism of U ′ := x0 + K ∩ Bδ(0) onto V ⊂ f−1(y0). We leave it to
the reader to provide the easy verification that φ has the properties claimed by
statement of the theorem.

A transitive G−space, M, is essentially a group theoretic object in a sense
that we now describe. The reader will understand the situation much better if
s/he does the following exercises before proceeding to the abstract situation.

Exercise J.12 Show that the action of Aff+(A2) on A2 is transitive and ef-
fective but not free.

Exercise J.13 Fix a point x0 (say (0, 0)) in A2 and show that H := {g ∈
Aff+(A2) : gx0 = x0} is a closed subgroup of Aff+(A2) isomorphic to Sl(2).

Exercise J.14 Let H ∼= Sl(2) be as in the previous exercise. Show that there is
a natural 1-1 correspondence between the cosets of Aff+(A2)/H and the points
of A2.

Exercise J.15 Show that the bijection of the previous example is a homeomor-
phism if we give Aff+(A2)/H its quotient topology.

Exercise J.16 Let S2 be the unit sphere considered a subset of R3 in the usual
way. Let the group SO(3) act on S2 by rotation. This action is clearly contin-
uous and transitive. Let n = (0, 0, 1) be the “north pole”. Show that if H is the
(closed) subgroup of SO(3) consisting of all g ∈SO(3) such that g · n = n then
x = g ·n 7→ g gives a well defined bijection S2 ∼=SO(3)/H. Note that H ∼= SO(2)
so we may write S2 ∼= SO(3)/SO(2).

Exercise J.17 Show that the bijection of the previous example is a homeomor-
phism if we give SO(3)/H its quotient topology.

Definition J.15 Let M be a transitive G-space. Fix x0 ∈ M . The isotropy
subgroup for the point x0 is

Gx0 := {g ∈ G : gx0 = x0}
Theorem J.8 Let M be a transitive (left) G-space and fix x0 ∈ M . Let Gx0 be
the corresponding isotropy subgroup Then we have a natural bijection

G · x0
∼= G/Gx0

given by g ·x0 7→ gGx0 . In particular, if the action is transitive then G/Gx0
∼= M

and x0 maps to H.
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For the following discussion we let M be a transitive (left) G-space and fix
x0 ∈ M . The action of G on M may be transferred to an equivalent action
on G/Gx0 via the bijection of the above theorem. To be precise, if we let Φ
denote the bijection of the theorem G/Gx0

∼= M and let λ denote the actions
of G on M and G respectively, then λ′ is defined so that the following diagram
commutes:

G×G/Gx0

λ′−→ G/Gx0

idG × Φ ↓ ↓ Φ
G×M

λ−→ M

This action turns out to be none other than the most natural action of G on
G/Gx0 . Namely,

(g, xGx0) 7→ gxGx0 .

We have left out consideration of the topology. That is, what topology should
we take on G/Gx0 so that all of the maps of the above diagram are continuous?
If we just use the bijection to transfer the topology of M over to G/Gx0 . In
this case, all of the actions are continuous. On the other hand, G/Gx0 has the
quotient topology and we must face the possibility that the two topologies do
not coincide! In order to not interrupt discussion we will defer dealing with
this question until chapter 13. For now we just comment that for each of the
examples discussed in this chapter the two topologies are easily seen to coincide.

Exercise J.18 Prove theorem J.8 and the above statement about the equivalent
action of G on G/Gx0 .

Now any closed subgroup H ⊂ G is the isotropy subgroup of the coset H
for the natural action G×G/H → G/H (where (g, xH) 7→ gxH). The upshot
of all this is that we may choose to study coset spaces G/H as G−spaces since
every transitive G−spaces is equivalent to one of this form.

J.4.2 Euclidean space

As we have mentioned, if we have an affine space A modeled on an n-dimensional
vector space V then if we are also given an inner product 〈, 〉 on V , we may at
once introduce several new structures. For one thing, we have a notion of length
of vectors and this can be used to define a distance function on A itself. From
the definition of affine space we know that for any two elements p, q ∈ A, there
is a unique translation vector v such that p + v = q. If we denote this v
suggestively by q − p then the distance is dist(p, q) := ‖q − p‖ where ‖.‖ is the
norm defined by the inner product ‖v‖ = 〈v, v〉1/2. There is also a special family
of coordinates that are constructed by choosing an orthonormal basis e1, ..., en

for V . Having chosen the orthonormal basis, we get a map V → Rn

v = v1e1 + · · ·+ vnen 7→ (v1, ..., vn).

Now picking one of the bijections A → V centered at some point and composing
this with the map V → Rn that we got from the basis we get the desired
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coordinate map A → Rn. All coordinate systems constructed in this way are
related by affine transformations of the form L : x 7→ Lx0 + Q(x− x0) for some
L ∈ O(V ). The set of all such transformations is a group which is called the
Euclidean motion group Euc(A, V, 〈, 〉). This group acts transitively on A.
If we require L be orientation preserving then we have the proper Euclidean
motion group Euc+(A, V, 〈, 〉) which also acts transitively on A.

Exercise J.19 Show that for any point x0 ∈ A, the isotropy subgroup Gx0 ⊂
Euc+(A, V, 〈, 〉) is isomorphic to SO(V ).

Exercise J.20 Show that action of G = Euc(A, V, 〈, 〉) on A is transitive and
continuous. So that if H is the isotropy subgroup corresponding to some point
x0 ∈ A then we have the (G−space) isomorphism A ∼= G/H. Exhibit this
isomorphism in the concrete case of A = E2 and G = Euc(2).

In the finite dimensional situation we will usually stick to the concrete case
of Euc(n) (resp. Euc+(n)) acting on En and take x0 = 0 ∈ En. Using the
matrix representation described above, the isotropy subgroup of x0 = 0 consists

of all matrices of the form
[

1 0
0 Q

]
for Q ∈ O(n) (resp. SO(n)). Identifying

this isotropy subgroup with O(n) (resp. SO(n)) we have

En ∼= Euc(n)/O(n) ∼= Euc+(n)/SO(n).

We also have the homogeneous space presentation

M1+3 ∼= P/O(1, 3)

where we have identified the isotropy subgroup of a point in M1+3 with O(1, 3)
.
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Appendix K

Interlude: A Bit of Physics

K.1 The Basic Ideas of Relativity

We will draw an analogy with the geometry of the Euclidean plane. Recall that
the abstract plane P is not the same thing as coordinate space R2 but rather
there are many “good” bijections Ψ : P → R2 called coordinatizations such that
points p ∈ P corresponding under Ψ to coordinates (x(p), y(p)) are temporarily
identified with the pair (x(p), y(p)) is such a way that the distance between
points is given by dist(p, q) =

√
(x(p)− x(q))2 + (y(p)− y(q))2 or

dist(p, q)2 = ∆x2 + ∆y2

for short. Now the numbers ∆x and ∆y separately have no absolute meaning
since a different good-coordinatization Φ : P → R2 would give something like
(X(p), Y (p)) and then for the same two points p, q we expect that in general
∆x 6= ∆X and ∆y 6= ∆Y . On the other hand, the notion of distance is a
geometric reality that should be independent of coordinate choices and so we
always have ∆x2 +∆y2 = ∆X2 +∆Y 2. But what is a “good coordinatization”?
Well, one thing can be said for sure and that is if x, y are good then X,Y will
be good also if

(
X
Y

)
=

(
cos θ ± sin θ
∓ sin θ cos θ

)(
x
y

)
+

(
T1

T2

)

for some θ and numbers T1, T2. The set of all such transformations form a
group under composition is called the Euclidean motion group. Now the idea
of points on an abstract plane is easy to imagine but it is really just a “set”
of objects with some logical relations; an idealization of certain aspects of our
experience. Similarly, we now encourage the reader to make the following ide-
alization. Imagine the set of all ideal local events or possible events as a sort
of 4-dimensional plane. Imagine that when we speak of an event happening
at location (x, y, z) in rectangular coordinates and at time t it is only because
we have imposed some sort of coordinate system on the set of events that is

725
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implicit in our norms regarding measuring procedures etc. What if some other
system were used to describe the same set of events, say, two explosions e1 and
e2. You would not be surprised to find out that the spatial separations for the
two events

∆X, ∆Y, ∆Z

would not be absolute and would not individually equal the numbers

∆x, ∆y, ∆z.

But how about ∆T and ∆t. Is the time separation, in fixed units of seconds
say, a real thing?

The answer is actually no according to the special theory of relativity. In
fact, not even the quantities ∆X2+∆Y 2+∆Z2 will agree with ∆x2+∆y2+∆y2

under certain circumstances! Namely, if two observers are moving relative to
each other at constant speed, there will be objectively irresolvable disagree-
ments. Who is right? There simply is no fact of the matter. The objective or
absolute quantity is rather

−∆t2 + ∆x2 + ∆y2 + ∆y2

which always equals −∆T 2 +∆X2 +∆Y 2 +∆Y 2 for good coordinates systems.
But what is a good coordinate system? It is one in which the equations of
physics take on their simplest form. Find one, and then all others are related
by the Poincaré group of linear transformations given by




X
Y
Z
T


 = A




x
y
z
t


 +




x0

y0

z0

t0




where the matrix A is a member of the Lorentz group. The Lorentz group is
characterized as that set O(1, 3) of matrices A such that

AT ηA = η where

η :=




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 .

This is exactly what makes the following true.

Fact If (t, x̃) and (T, X̃) are related by (t, x̃)t = A(T, X̃)t + (t0, x̃0)t for A ∈
O(1, 3) then −t2 + |x̃|2 = T 2 +

∣∣∣X̃
∣∣∣
2

.

A 4−vector is described relative to any inertial coordinates (t, ~x) by a 4-tuple
v = (v0, v1, v2, v3) such that its description relative to (T, X̃) as above is given
by

Vt = Avt (contravariant).
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Notice that we are using superscripts to index the components of a vector (and
are not to be confused with exponents). This due to the following convention:
vectors written with components up are called contravariant vectors while those
with indices down are called covariant. Contravariant and covariant vectors
transform differently and in such a way that the contraction of a contravariant
with a covariant vector produces a quantity that is the same in any inertial
coordinate system. To change a contravariant vector to its associated covariant
form one uses the matrix η introduced above which is called the Lorentz metric
tensor. Thus (v0, v1, v2, v3)η = (−v0, v1, v2, v3) := (v0, v1, v2, v3) and thus the
pseudo-length viv

i = −(v0)2 + (v1)2 + (v2)2 + (v3)2 is an invariant with respect
to coordinate changes via the Lorentz group or even the Poincaré group. Notice
also that viv

i actually means
∑3

i=0 viv
i which is in turn the same thing as

∑
ηijv

ivj

The so called Einstein summation convention say that when an index is
repeated once up and once down as in viv

i, then the summation is implied.

Minkowski Space

One can see from the above that lurking in the background is an inner product
space structure: If we fix the origin of space time then we have a vector space
with scalar product 〈v, v〉 = viv

i = −(v0)2 + (v1)2 + (v2)2 + (v3)2. This scalar
product space (indefinite inner product!) is called Minkowski space. The scalar
product just defined is the called the Minkowski metric or the Lorentz
metric..

Definition K.1 A 4-vector v is called space-like if and only if 〈v, v〉 > 0,
time-like if and only if 〈v, v〉 < 0 and light-like if and only if 〈v, v〉 = 0. The
set of all light-like vectors at a point in Minkowski space form a double cone in
R4 referred to as the light cone.

Remark K.1 (Warning) Sometimes the definition of the Lorentz metric given
is opposite in sign from the one we use here. Both choices of sign are popular.
One consequence of the other choice is that time-like vectors become those for
which 〈v, v〉 > 0.

Definition K.2 At each point of x ∈ R4 there is a set of vectors parallel to the
4-axes of R4. We will denote these by ∂0, ∂1, ∂2,and ∂3 (suppressing the point
at which they are based).

Definition K.3 A vector v based at a point in R4 such that 〈∂0, v〉 < 0 will be
called future pointing and the set of all such forms the interior of the “future”
light-cone.

One example of a 4-vector is the momentum 4-vector written p = (E,−→p )
which we will define below. We describe the motion of a particle by referring
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to its career in space-time. This is called its world-line and if we write c for
the speed of light and use coordinates (x0, x1, x2, x3) = (ct, x, y, z) then a world
line is a curve γ(s) = (x0(s), x1(s), x2(s), x3(s)) for some parameter. The mo-
mentum 4-vector is then p = mcu where u is the unite vector in the direction
of the 4-velocity γ′(s). The action functional for a free particle in Relativistic
mechanics is invariant with respect to Lorentz transformations described above.
In the case of a free particle of mass m it is

AL = −
∫ s2

s1

mc |〈γ̇(s), γ̇(s)〉|1/2
ds.

The quantity c is a constant equal to the speed of light in any inertial coordinate
system. Here we see the need the absolute value since for a timelike path to
assume that 〈γ̇(s), γ̇(s)〉 ≤ 0 by our convention. Define

τ(s) =
∫ s2

s1

|〈γ̇(s), γ̇(s)〉|1/2
ds

Then d
dsτ(s) = cm |〈γ̇(s), γ̇(s)〉|1/2 ≥ 0 so we can reparameterize by τ :

γ(τ) = (x0(τ), x1(τ), x2(τ), x3(τ)).

The parameter τ is called the proper time of the particle in question. A sta-
tionary curve will be a geodesic or straight line in R4.

Let us return to the Lorentz group. The group of rotations generated by
rotations around the spatial x, y, and z-axes are a copy of SO(3) sitting inside
SO(1, 3) and consists of matrices of the form

[
1 0
0 R

]
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where R ∈SO(3). Now a rotation of the x, y-plane about the z, t-plane1 for
example has the form




cT
X
Y
Z


 =




1 0 0 0
0 cos(θ) sin(θ) 0
0 sin(θ) cos(θ 0
0 0 0 1







ct
x
y
z




where as a Lorentz “rotation” of the t, x−plane about the y, z−plane has the
form 



cT
X
Y
Z


 =




cosh(β) sinh(β) 0 0
sinh(β) cosh(β) 0 0

0 0 1 0
0 0 0 1




ct
x
y
z







= [cT,X, Y, Z] = [(cosh β) ct + (sinhβ) x, (sinhβ) ct + (cosh β) x, y, z] Here the
parameter β is usually taken to be the real number given by

tanh β = v/c

where v is a velocity indicating that in the new coordinates the observer in
travelling at a velocity of magnitude v in the x direction as compared to an ob-
server in the original before the transformation. Indeed we have for an observer
motionless at the spatial origin the T, X, Y, Z system the observers path is given
in T,X, Y, Z coordinates as T 7→ (T, 0, 0, 0)

dX

dt
= c sinhβ

dX

dx
= cosh β

v =
dx

dt
=

sinhβ

cosh β
= c tanh β.

Calculating similarly, and using dY
dt = dZ

dt = 0 we are lead to dy
dt = dz

dt = 0. So
the t, x, y, z observer sees the other observer (and hence his frame) as moving
in the x direction at speed v = c tanh β. The transformation above is called a
Lorentz boost in the x-direction.

Now as a curve parameterized by the parameter τ (the proper time) the
4-momentum is the vector

p = mc
d

dτ
x(τ).

In a specific inertial (Lorentz) frame

p(t) =
dt

dτ

d

dt
mcx(t) =

(
mc2

c
√

1− (v/c)2
,

mcẋ√
1− (v/c)2

,
mcẏ√

1− (v/c)2
,

mcż√
1− (v/c)2

)

1It is the z,t-plane rather than just the z-axis since we are in four dimensions and both the
z-axis and the t-axis would remain fixed.



730 APPENDIX K. INTERLUDE: A BIT OF PHYSICS

which we abbreviate to p(t) = (E/c,−→p ) where −→p is the 3-vector given by the
last there components above. Notice that

m2c2 = 〈p(t), p(t)〉 = E2/c2 +
∣∣−→p

∣∣2

is an invariant quantity but the pieces E2/c2 and
∣∣−→p

∣∣2 are dependent on the
choice of inertial frame.

What is the energy of a moving particle (or tiny observer?) in this theory?
We claim it is the quantity E just introduced. Well, if the Lagrangian is any
guide we should have from the point of view of inertial coordinates and for a
particle moving at speed v in the positive x−direction

E = v
∂L

∂v
= v

∂

∂v

(
−mc2

√
1− (v/c)2

)
− (−mc2

√
1− (v/c)2)

= m
c3

√
(c2 − v2)

= m
c2

√
(1− (v/c)2)

.

Expanding in powers of the dimensionless quantity v/c we have E = mc2 +
1
2mv2 + O

(
(v/c)4

)
. Now the term 1

2mv2 is just the nonrelativistic expression
for kinetic energy. What about the mc2? If we take the Lagrangian approach
seriously, this must be included as some sort of energy. Now if v had been zero
then we would still have a “rest energy” of mc2! This is interpreted as the
energy possessed by the particle by virtue of its mass. A sort of energy of being
as it were. Thus we have v = 0 here and the famous equation for the equivalence
of mass and energy follows:

E = mc2.

If the particle is moving then mc2 is only part of the energy but we can define
E0 = mc2 as the “rest energy”. Notice however, that although the length of the
momentum 4-vector mẋ=p is always m;

|〈p, p〉|1/2 = m
∣∣−(dt/dτ)2 + (dx/dτ)2 + (dy/dτ)2 + (dz/dτ)2

∣∣1/2
= m

and is therefore conserved in the sense of being constant one must be sure to
remember that the mass of a body consisting of many particles is not the sum
of the individual particle masses.

K.2 Electricity and Magnetism

Up until now it has been mysterious how any object of matter could influence
any other. It turns out that most of the forces we experience as middle sized
objects pushing and pulling on each other is due to a single electromagnetic
force. Without the help of special relativity there appears to be two forces;
electric and magnetic. Elementary particles that carry electric charges such
as electrons or protons, exert forces on each other by means of a field. In
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a particular Lorentz frame, the electromagnetic field is described by a skew-
symmetric matrix of functions called the electromagnetic field tensor:

(Fµν) =




0 −Ex −Ey −Ez

Ex 0 Bz −By

Ey −Bz 0 Bx

Ez By −Bx 0


 .

Where we also have the forms F ν
µ = ηsνFµs and Fµν = ηsµF ν

s . This tensor can
be derived from a potential A = (A0, A1, A2, A3) by Fµν = ∂Aν

∂xµ − ∂Aµ

∂xν . The
contravariant form of the potential is (A0,−A1,−A2,−A3) is a four vector often
written as

A = (φ,
−→
A).

The action for a charged particle in an electromagnetic field is written in terms
of A in a manifestly invariant way as

∫ b

a

−mcdτ − e

c
Aµdxµ

so writing A = (φ,
−→
A) we have

S(x̃) =
∫ b

a

(−mc
dτ

dt
− eφ(t) +

−→
A · dx̃

dt
)dt

so in a given frame the Lagrangian is

L(x̃,
dx̃
dt

, t) = −mc2
√

1− (v/c)2 − eφ(t) +
−→
A · dx̃

dt
.

Remark K.2 The system under study is that of a particle in a field and does
not describe the dynamics of the field itself. For that we would need more terms
in the Lagrangian.

This is a time dependent Lagrangian because of the φ(t) term but it turns
out that one can re-choose A so that the new φ(t) is zero and yet still have
Fµν = ∂Aν

∂xµ − ∂Aµ

∂xν . This is called change of gauge. Unfortunately, if we wish
to express things in such a way that a constant field is given by a constant
potential then we cannot make this choice. In any case, we have

L(−→x ,
d−→x
dt

, t) = −mc2
√

1− (v/c)2 − eφ +
−→
A · d−→x

dt

and setting −→v =dx̃
dt and

∣∣−→v
∣∣ = v we get the follow form for energy

−→v · ∂

∂−→v L(x̃,−→v ,t)− L(x̃,−→v ,t) =
mc2

√
1− (v/c)2

+ eφ.
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Now this is not constant with respect to time because ∂L
∂t is not identically zero.

On the other hand, this make sense from another point of view; the particle is
interacting with the field and may be picking up energy from the field.

The Euler-Lagrange equations of motion turn out to be

dp̃
dt

= eẼ +
e

c
−→v × B̃

where Ẽ = − 1
c

∂Ã
∂t − gradφ and B̃ = curl Ã are the electric and magnetic parts

of the field respectively. This decomposition into electric and magnetic parts
is an artifact of the choice of inertial frame and may be different in a different
frame. Now the momentum p̃ is m−→v√

1−(v/c)2
but a speeds v << c this becomes

nearly equal to mv so the equations of motion of a charged particle reduce to

m
d−→v
dt

= eẼ +
e

c
−→v × B̃.

Notice that is the particle is not moving, or if it is moving parallel the magnetic
field B̃ then the second term on the right vanishes.

The electromagnetic field equations.

We have defined the 3-vectors Ẽ = − 1
c

∂Ã
∂t − grad φ and B̃ =curl Ã but since

the curl of a gradient we see that curl Ẽ = − 1
c

∂B̃
∂t . Also, from B̃ =curl Ã we

get div B̃ = 0. This easily derived pair of equations is the first two of the four
famous Maxwell’s equations. Later we will see that the electromagnetic field
tensor is really a differential 2-form F and these two equations reduce to the
statement that the (exterior) derivative of F is zero:

dF = 0

Exercise K.1 Apply Gauss’ theorem and Stokes’ theorem to the first two Maxwell’s
equations to get the integral forms of the equations. What do these equations
say physically?

One thing to notice is that these two equations do not determine ∂
∂t Ẽ.

Now we have not really written down a action or Lagrangian that includes
terms that represent the field itself. When that part of the action is added in
we get

S =
∫ b

a

(−mc− e

c
Aµ

dxµ

dτ
)dτ + a

∫

V

F νµFνµdx4

where in so called Gaussian system of units the constant a turns out to be −1
16πc .

Now in a particular Lorentz frame and recalling 16.5 we get = a
∫

V
F νµFνµdx4 =

1
8π

∫
V

∣∣∣Ẽ
∣∣∣
2

−
∣∣∣B̃

∣∣∣
2

dtdxdydz.

In order to get a better picture in mind let us now assume that there is a
continuum of charged particle moving through space and that volume density
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of charge at any given moment in space-time is ρ so that if dxdydz = dV
then ρdV is the charge in the volume dV . Now we introduce the four vector
ρu = ρ(dx/dτ) where u is the velocity 4-vector of the charge at (t, x, y, z). Now
recall that ρdx/dτ = dτ

dt (ρ, ρ−→v ) = dτ
dt (ρ, j̃) = j. Here j̃ =ρ−→v is the charge current

density as viewed in the given frame a vector field varying smoothly from point
to point. Write j = (j0, j1, j2, j3).

Assuming now that the particle motion is determined and replacing the
discrete charge e be the density we have applying the variational principle with
the region U = [a, b]× V says

0 = −δ

(∫

V

∫ b

a

ρdV

c
dV Aµ

dxµ

dτ
dτ + a

∫

U

F νµFνµdx4

)

= −δ

(
1
c

∫

U

jµAµ + aF νµFνµdx4

)

Now the Euler-Lagrange equations become

∂L
∂Aν

− ∂µ
∂L

∂(∂µAν)
= 0

where L(Aµ, ∂µAη) = ρ
c Aµ

dxµ

dt +aF νµFνµ and Fµν = ∂Aν

∂xµ − ∂Aµ

∂xν . If one is careful
to remember that ∂µAν = ∂Aν

∂xµ is to be treated as an independent variable
one can arrive at some complicated looking equations and then looking at the
matrix 16.5 we can convert the equations into statements about the fields Ẽ,
B̃,and (ρ, j̃). We will not carry this out since we instead discover a much more
efficient formalism for dealing with the electromagnetic field. Namely, we will
use differential forms and the Hodge star operator. At any rate the last two of
Maxwell’s equations read

curl B̃ = 0

div Ẽ = 4πρ.

Accordingly, if M only one isomorphism of Banach spaces is implicated by
an atlas.

For completeness we add one more technical definoition. If a Cr differen-
tiable manifold is specified by an atlas with values in a fixed Banach space E we
say that it is modeled on E or that it is an E-manifold (of class Cr).

Finite dimensional manifolds are far more commonly studied than those
modeled on more general Banach spaces and in the literature the notion of a
manifold is usually defined in such a way as to be automatically finite dimen-
sional. Furthermore manifolds are usual required to satisfy further topological
requirements. This is discussed in the following.

Remark K.3 In the literature the definition of a finite dimensional differen-
tiable manifold usually includes the requirement that the topology is Hausdorff
and second countable. Recall that our definition of paracompact requires the
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space to be Hausdorff. The main reason that second countability is assumed be-
cause second countability implies paracompactness and paracompactness allows
the construction of the so called smooth partitions of unity (discussed later).
For finite dimensional manifolds, paracompact is equivalent to each connected
component being second countable. A finite dimensional paracompact manifold
with a finite or countably infinite number of components would also be second
countable. Some authors take the alternative route of defining a finite dimen-
sional differentiable manifold to be paracompact. However, this leave open the
possibility of an uncountable number of connected components and this would
create problems for the celebrated theorem of Sard.

On the other hand, an infinite dimensional Banach space need not be para-
compact itself and even when it is we do not seem to automatically get the
existence of smooth (Cr with r > 1) partitions of unity. It seems then that
as long as differentiable manifolds modeled on general Banach spaces are un-
der consideration the motivation for putting extra topological conditions into the
very definition of a differentiable manifold is undercut.

K.2.1 Maxwell’s equations.

R3,1 is just R4 but with the action of the symmetry group O(1, 3).
Recall the electromagnetic field tensor

(Fµν) =




0 Ex Ey Ez

−Ex 0 −Bz By

−Ey Bz 0 −Bx

−Ez −By Bx 0


 .

Let us work in units where c = 1. Since this matrix is skew symmetric we can
form a 2-form called the electromagnetic field 2-form:

F =
1
2

∑
µ,ν

Fµνdxµ ∧ dxν =
∑
µ<ν

Fµνdxµ ∧ dxν .

Let write E = Exdx+Eydy+Ezdz and B = Bxdy∧dz+Bydz∧dx+Bzdx∧dy.
One can check that we now have

F = B + E ∧ dt.

Now we know that F comes from a potential A = Aνdxν . In fact, we have

dA = d(Aνdxν) =
∑
µ<ν

(
∂

∂xµ
Aν − ∂

∂xν
Aµ)dxµ ∧ dxν

=
∑
µ<ν

Fµνdxµ ∧ dxν = F.
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Thus we automatically have dF = ddA = 0. Now what does dF = 0 translate
into in terms of the E and B? We compute:

0 = dF = d(B + E ∧ dt) = dB + dE ∧ dt

= (
∂Bx

∂x
+

∂By

∂y
+

∂Bz

∂z
) + d (Exdx + Eydy + Ezdz) ∧ dt

= (
∂Bx

∂x
+

∂By

∂y
+

∂Bz

∂z
)dx ∧ dy ∧ dz +

∂B

∂t
∧ dt+

+
[
(
∂Ez

∂y
− ∂Ey

∂z
)dy ∧ dz + (

∂Ex

∂z
− ∂Ez

∂x
)dz ∧ dx + (

∂Ey

∂x
− ∂Ex

∂y
)dy ∧ dx

]
∧ dt

From this we conclude that

div (B̃) = 0

curl(Ẽ) +
∂B̃
∂t

= 0

which is Maxwell’s first two equations. Thus Maxwell’s first two equations end
up being equivalent to just the single equation

dF = 0

which was true just from the fact that dd = 0 since we assuming that there
is a potential A! This equation does not involve the scalar product structure
encoded by the matrix η.

As for the second pair of Maxwell’s equations, they too combine to give a
single equation. The appropriate star operator is given by

Definition K.4 Define ε(µ) to be entries of the diagonal matrix η = diag(−1, 1, 1, 1).
Let ∗ be defined on Ωk(R4) by letting ∗(dxi1∧· · ·∧dxik) = ±ε(j1)ε(j2) · · · ε(jk)dxj1∧
· · ·∧dxjn−k where dxi1 ∧· · ·∧dxik ∧dxj1 ∧· · ·∧dxjn−k = ±dx0∧dx1∧dx2∧dx3.
(Choose the sign to that makes the last equation true and then the first is true
by definition). Extend ∗ linearly to a map Ωk(R4) → Ω4−k(R4). More simply
and explicitly

Exercise K.2 Show that ∗ ◦ ∗ acts on Ωk(R4) by (−1)k(4−k)+1.

Exercise K.3 Show that if F is the electromagnetic field tensor defined above
then

∗F = (∗F )µν dxµ ∧ dxν

where (∗F )µν are the components of the matrix

(∗F )µν =




0 Bx By Bz

−Bx 0 Ez −Ey

−By −Ez 0 Ex

−Bz Ey −Ex 0






736 APPENDIX K. INTERLUDE: A BIT OF PHYSICS

Now let J be the differential 1-form constructed from the 4-current j = (ρ, j̃)
introduced in section F.0.13 by letting (j0, j1, j2, j3) = (−ρ, j̃) and then setting
J = jµdxµ.

Now we add the second equation

∗d ∗ F = J.

Exercise K.4 Show that the single differential form equation ∗d ∗ F = J is
equivalent to Maxwell’s second two equations

curl(B̃) =
∂Ẽ
∂t

+ j̃

div(Ẽ) = ρ.

In summary, we have that Maxwell’s 4 equations (in free space) in the for-
malism of differential forms and the Hodge star operator are simply the pair

dF = 0
∗d ∗ F = J.

The first equation is equivalent to Maxwell’s first two equations and interest-
ingly does not involve the metric structure of space R3 or the metric structure
of spacetime R1,3. The second equation above is equivalent to Maxwell’s sec-
ond two equations an through the star operator essentiality involves the Metric
structure of R1,3.

Now an interesting thing happens if the Lagrangian density is invariant under
some set of transformations. Suppose that δφ is an infinitesimal “internal”
symmetry of the Lagrangian density so that δS(δφ) = 0 even though δφ does
not vanish on the boundary. Then if φ is already a solution of the field equations
then

0 = δS =
∫

U

∂µ

(
δφ

∂L
∂(∂µφ)

)
d4x

for all regions U . This means that ∂µ

(
δφ ∂L

∂(∂µφ)

)
= 0 so if we define jµ =

δφ ∂L
∂(∂µφ) we get

∂µjµ = 0

or
∂

∂t
j0 = −∇ · −→j

where
−→
j =(j1, j2, j3) and ∇ · −→j = div(

−→
j ) is the spatial divergence. This looks

like some sort of conservation. Indeed, if we define the total charge at any time
t by

Q(t) =
∫

j0d3x
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the assuming
−→
j shrinks to zero at infinity then the divergence theorem gives

d

dt
Q(t) =

∫
∂

∂t
j0d3x

= −
∫
∇ · −→j d3x = 0

so the charge Q(t) is a conserved quantity. Let Q(U, t) denote the total charge
inside a region U. The charge inside any region U can only change via a flux
through the boundary:

d

dt
Q(U, t) =

∫

U

∂

∂t
j0d3x

=
∫

∂U

−→
j · ndS

which is a kind of “local conservation law”. To be honest the above discussion
only takes into account so called internal symmetries. An example of an internal
symmetry is given by considering a curve of linear transformations of Rk given
as matrices C(s) with C(0) = I. Then we vary φ by C(s)φ so that δφ =
d
ds

∣∣
0
C(s)φ = C ′(0)φ. Another possibility is to vary the underlying space so that

C(s, .) is now a curve of transformations of R4 so that if φs(x) = φ(C(s, x)) is
a variation of fields then we must take into account the fact that the domain of
integration is also varying:

L(φs, ∂φs) =
∫

Us⊂R4
L(φs, ∂φs)d4x

We will make sense of this later.
Global local Sheaf notation

functions on M C∞(M) C∞(U) C∞M
Vector fields on M X(M) X(U) XM

Sections of E Γ(E) Γ(U,E) −E

Forms on M Ω(M) Ω(U) ΩM

Tensor fields on M Tk
l (M) Tk

l (U) Tk
l M

Example K.1 For matrix Lie groups there is a simple way to compute the
Maurer-Cartan form. Let g denote the identity map G → G so that dg : TG →
TG is also the identity map. Then

ωG = g−1dg.

For example, let G = Euc(n) presented as matrices of the form
[

1 0
x Q

]
for Q ∈ O(n) and x ∈ Rn.
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Then g =
[

1 0
x Q

]
and dg = d

[
1 0
x Q

]
=

[
0 0
dx dQ

]
.

g−1dg =
[

1 0
−x Qt

] [
0 0
dx dQ

]

=
[

0 0
Qtdx dQ

]
=

[
0 0

(Qt)rdxr (Qt)ikdQkj

]
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cotangent bundle, 66

covariant
type, 603

covariant derivative, 349
critical value, 103
CW complex, 464

Darboux’s theorem, 520
de Rham cohomology, 255
decomposable, 592, 607
derivation, 69, 330
derivative, 562, 650
diffeomorphism, 8, 20, 563, 650
differential, 86
differential complex, 297
differential, Lie, 140
discrete group action, 35

effective action, 339
endomorphism algebra, 614
equivariance, 333, 336
equivariant rank theorem, 158
Euler-Lagrange equation(s), 511
exponential map, 143
exterior derivative, 253
exterior product, 244, 616

fiber bundle, 471
fiber derivative, 527
field tensor, electromagnetic, 734
flow, 74
flow box, 75
flow, local, 74
flow, maximal, 78
foliation, 288
foliation chart, 288
form, 1-form, 86
frame field, 96
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free module, 588, 600, 606
functor, 554
fundamental vector field, 335, 507

G bundle, 472
general linear group, 559, 646
geodesic, 401
geodesically complete, 403
germ of section, 212
germs, 21
graded algebra, 615
Grassmannian, 311

half rank, 514
Hamiltonian, 510
Hamiltonian action, 532
Hamiltonian vector field, 524
Hessian, 99, 119
Hilbert space, 646
holomorphic, 309
homomorphism presheaf, 211
homotopy equivalence, 463
Hopf bundle, 473

identification, 60
immersion, 107
implicit mapping theorem, 660
implicit napping theorem, 573
index of a critical point, 119
infinitesimal automorphism, 293
infinitesimal symmetry, 508
integrable distribution, 283
interior product, 260
involutive distribution, 282
isometry, 388
isotropy subgroup, 340, 721

k-algebra, 588, 600
Kahler manifold, 519
Killing field, 508

Lagrangian subspace, 514
leaf, 292
Levi Civita derivative, 399
Levi decomposition, 330
Lie algebra action, 531
Lie derivative, 232

Lie derivative, of vector field, 79
Lie derivative, on functions, 69
light cone, 391
lightlike curve, 391
lightlike subspace, 391
line bundle, 195
local diffeomorphism, 568, 655
local immersion, 577, 662, 663
locally convex, 710
locally Hamiltonian, 524
locally splitting surjection, 576, 663
Lorentz manifold, 385

Maxwell’s equations, 734
module, 585, 597
momentum map, 532
morphism, 552
moving frame, 96
multilinear, 561, 589, 601, 647
musical isomophisms, symplectic, 520
musical isomorphism, 380

nice chart, 264
nonnull curve, 391
nonnull vector, 391
null-homotopic, 464

one parameter subgroup, 133
orbit, 339
orientable, 262, 264
orientation, 263, 383, 619
orthogonal group, 126

paracompact, 5
parallelizable, 193
partial tangent map, 60
partition of unity, 711
Pauli matrices, 134
phase space, 525
piecewise smooth, 391
plaque, 288
point tensor, 223
Poisson Bracket, 535
Poisson bracket, 522
Poisson structure, 536
presheaf, 210
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principal bundle, 475
product group, 124
product manifold, 17
product rule, 567, 653
projective plane, 14
proper time, 392
pull-back, 71, 227
push-forward, 71

R-algebra, 614
real projective space, 14
reflexive, 590, 602
regular distribution

tangent subbundle, 281
regular Lagrangian, 527
regular point, 103
regular submanifold, 39
regular value, 103
Riemann sphere, 311
Riemann surface, 312
Riemannian manifold, 385
rigid body, 529

Sard’s theorem, 105
scalar product, 377, 378
scalar product bundle., 484
semi-Riemannian, 385
sheaf, 211
skeleton, 464
smoothly universal, 108
spacelike, 390
spacelike curve, 391
spacelike subspace, 391
spin group, 495
split, 559
splitting injection, 575, 661
splitting surjection, 575, 662
Spray, 372
stable family, 292
star operator, 483
stationary, 506
stereographic projection, 13
Stokes’ theorem, 271, 273
strongly Hamiltonian, 532
structure group, 472, 678
subgroup, Lie, 124

submanifold, 39
submanifold atlas, 39
submanifold property, 39
submersion, 114
submodule, 586, 598
support, 270
symplectic action, 531
symplectic form, 515
symplectic group, 514
symplectic manifold, 515
symplectic subspace, 514
symplectic vector field, 524
symplectic vector space, 513

tangent bundle, 62
tangent bundle of a foliation, 289
tangent map, 58, 579, 665
tangent space, 51, 579, 665
tangent vector, 579, 665
tensor, 610

tensor map, 215, 602
tensor derivation, 229
tensor product, 591, 603, 605, 608
tensor product of tensor maps, 217
tensor product of tensors, 222
timelike curve, 391
timelike subspace, 391
timelike vector, 391
transition map, 182
transitive, 340
transitive action, 340
transversality, 117
trivialization, 182

universal, 591, 605
universal mapping, 610

vector bundle, 676, 677
vector bundle chart, 624
vector bundle chart, type II, 679
vector bundle morphism, 679
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