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Abstract—This paper deals with vision-based localization for leader–
follower formation control. Each unicycle robot is equipped with a
panoramic camera that only provides the view angle to the other robots.
The localization problem is studied using a new observability condition
valid for general nonlinear systems and based on the extended output
Jacobian. This allows us to identify those robot motions that preserve the
system observability and those that render it nonobservable. The state of
the leader–follower system is estimated via the extended Kalman filter, and
an input-state feedback control law is designed to stabilize the formation.
Simulations and real-data experiments confirm the theoretical results and
show the effectiveness of the proposed formation control.

Index Terms—Feedback linearization, formation control, mobile robots,
nonlinear observability, panoramic cameras.

I. INTRODUCTION

A. Motivation and Related Work

A growing interest in coordination and control of multiple au-
tonomous agents has matured over the past few years [7], [12], [22],
[27], [28]. The formation control problem has been playing an impor-
tant role in this research area, giving rise to a rich literature [2], [15],
[17], [30], [31]. By formation control, we simply mean the problem of
controlling the relative position and orientation of group of robots while
allowing the group to move as a whole. In the leader–follower forma-
tion control approach, a robot, i.e., the leader, moves along a predefined
trajectory, while the other robots, i.e., the followers, are supposed to
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maintain a desired distance from it and orientation to it [10], [13]. Even
if leader–follower architectures are known to have poor disturbance re-
jection properties and the over-reliance on a single agent for achieving
a common goal may be undesirable, this approach is appreciated for
its simplicity and scalability.

From a sensor viewpoint, cameras have recently received an increas-
ing attention in robotics due to their low cost and the rich information
they provide when compared with other traditional sensors (e.g., laser
range finders, and sonars). Solving the formation control problem ex-
clusively with on-board vision sensors is challenging, because cameras
provide the view-angles to the other robots but not the distance. In this
respect, the formation can be controlled only if a localization problem
has been solved, i.e., only the data provided by the on-board cameras
are used to estimate the relative distance of the robots w.r.t. a common
reference frame (e.g., on the leader).

For the localization problem to be solvable, the system must be ob-
servable. According to control theory, a system is observable when
it is possible to reconstruct the initial state by knowing, in a given
time interval, the control inputs and the sensor measurements. In
particular, when dealing with vision sensors, the localization is in-
trinsically nonlinear [5], meaning that linearized approximations can
be nonobservable, while tools from nonlinear systems theory prove
the possibility to reconstruct the state. Such a problem is usually re-
ferred to as the observability of perspective dynamical systems. It re-
cently stimulated a great deal of research both in the robotics and
control community (see e.g., [1], [9], [14], [19], and the references
therein).

In [11], the state-estimation problem for a single robot with on-
board camera is approached using a Luenberger-like nonlinear observer
based on the projection of stationary landmarks in the environment.
In [32], the localization problem for a team of nonholonomic mobile
robots with calibrated vision sensors has been solved using motion-
segmentation techniques based on optical-flow. In [13], an interest-
ing centralized framework for vision-based leader–follower formation
control has been introduced. However, since both the camera-intrinsic
calibration parameters and the height of the camera to the floor are
supposed a priori known, then the distance between the robots does
not need to be estimated and can be computed directly from the camera
image. These strong assumptions restrict the practical applicability of
the control strategy in [13] to near robots.

B. Contribution

This paper focuses on leader–follower formations made of unicy-
cle robots, each equipped with an omnidirectional camera. As an im-
provement over the existing literature, we do not assume to know any
camera/mirror calibration parameters (mirror size or focal length), nor
the pose of any stationary landmark. Only the view-angle to the other
robots is provided by each camera and not the distance that must be
estimated. As an original contribution, this paper studies the local-
ization problem using a new observability condition valid for general
nonlinear systems and based on the extended output Jacobian (EOJ). In
particular, we present a sufficient condition for the observability of the
vision-based leader–follower system based on the EOJ. A discussion
of the necessary condition of observability is also given. This allows
us to identify those robot motions that preserve the observability and
those that render it nonobservable.

The state of the system is estimated via the extended Kalman filter
(EKF), and an input-state feedback control law is designed to stabilize
the formation.

Fig. 1. Leader–follower setup in polar coordinates representation.

Simulations as well as real-data experiments performed with Scarab
robots illustrate the robot motions that are critical for system observ-
ability and show the effectiveness of the proposed formation control.

This paper is the outgrowth of [24], compared with which we provide
herein a more complete study of the nonlinear observability as well as
more accurate simulations and experimental results.

C. Organization

The rest of the paper is organized as follows. In Section II, the
leader–follower kinematic model and the assumptions on sensing and
communication are presented. In Section III, we introduce the new
observability condition based on the EOJ. In Section IV, the input-state
feedback control law is designed. Simulations, as well as experimental
results, are presented and discussed in Section V. In Section VI, the
main contributions of the paper are summarized and future research
directions are highlighted. The Appendix reviews some basic facts on
the consistency of a state estimator.

II. LEADER–FOLLOWER SETUP

A. Kinematic Model

Let us consider the leader–follower setup in Fig. 1. The kinematics
of each robot can be abstracted as a unicycle model

ẋ = v cos θ, ẏ = v sin θ, θ̇ = ω (1)

where (x, y) represents the position of each robot and θ its orientation
with respect to the world frame 〈W 〉. The leader 〈L〉 has a configuration
vector [xL yL θL ]T , while the follower 〈F 〉 has a vector [xF yF θF ]T .
The control inputs of the leader and the follower are the linear and
angular velocities [vL ωL ]T and [vF ωF ]T , respectively.

The whole leader–follower system can be modeled using polar co-
ordinates, where ρ is the distance from the center of the leader to the
marker P placed at a known distance d on the follower (see Fig. 1). The
variable ψ is the view-angle from the y-axis of the leader to the marker

P , while β is the relative orientation of the robots, i.e., β
�
= θL − θF .

In the spirit of [13] and [24], we introduce here the following kine-
matic model:

Proposition 1 (Leader–Follower Kinematic Model): With reference
to Fig. 1, the leader–follower kinematic model can be written as follows:

ṡ = G(s)u (2)
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Fig. 2. View-angles computation (on the leader). Hue, Saturation, and Value
(HSV) color blob detection is used to determine the two angles ξ and ψ from
the leader to the follower’s center C and marker P , respectively.

where s
�
= [ρ ψ β]T , u

�
= [vF ωF vL ωL ]T , and

G(s) =




cos γ d sin γ − cos ψ 0

− sin γ

ρ

d cos γ

ρ

sin ψ

ρ
−1

0 −1 0 1




where γ
�
= β + ψ.

The kinematic model in the case of q followers can be ob-
tained by simply extending (2). In this case, the input vec-

tor is u
�
= [vF 1 ωF 1 . . . vFq ωFq vL ωL ]T and the state vector is

s
�
= [sT

1 . . . sT
q ]T ∈ IR3q (see [24] for more details).

B. Sensing

Each robot is equipped with only an omnidirectional camera [4].
This sensor is particularly suited for mobile robot navigation because
of its field of view, which is wider than that of a standard pinhole camera
(see Fig. 2). According to the setup in Fig. 1, 〈L〉 can measure the view-
angles ξ and ψ given by the observation of the follower’s centroid and
the colored marker P , respectively. Analogously, the camera on 〈F 〉
can measure the view-angle η to the leader.

The measurement of view-angles is obtained on each robot by means
of an automatic real-time color detection and tracking algorithm [16].
Since in our setup each robot and the marker P are characterized
by a specific color (see Fig. 5), the leader–follower sensing associa-
tion is fully automatic. More implementation details are discussed in
Section V-B.

C. Communication

The state estimation process and the control computation are central-
ized on the leader, which transmits to the follower the control velocities
[vF ωF ]T needed to drive the formation. Due to the above assump-
tions, the inter-robot communication is made fast since the follower
only needs to transmit its view-angle η to the leader. We assume no
communication delays in the view-angle transmission.

From Fig. 1, it is evident that β can be computed as follows:

β = −ξ + η + π. (3)

To simplify the discussion, we will henceforth refer only to β, implicitly
assuming the transmission of η. To summarize, the leader can measure
a 2-D output vector

y
�
= [y1 y2 ]T = [ψ β]T . (4)

As a concluding remark, it is worth emphasizing here the two pecu-
liar features that differentiate this paper from [13]. First of all, we do
not assume a full knowledge of camera calibration parameters. In fact,
only the image center C is needed to compute the view-angles and, in
many practical cases, C simply coincides with the central black hole
in the panoramic image (see Fig. 2). Second, and the most important
feature, we assume that the leader–follower relative distance ρ in (2) is
unknown. The problem of range estimation from angular measurements
is discussed in the next section.

III. VISION-BASED OBSERVABILITY OF

LEADER–FOLLOWER FORMATIONS

This section reviews some basic facts on the observability of non-
linear systems [20], [21] and presents, in Proposition 3, a new general
condition that will be used to study the observability of leader–follower
formations.

In Section III-C, we propose an interesting geometrical interpreta-
tion of our observability condition. Finally, in Section III-D, we discuss
to what extent this condition is also necessary.

A. Observability of Nonlinear Systems

Consider a generic nonlinear system Σ of the form

Σ :

{
ṡ(t) = f (s(t),u(t)) , s(0) ≡ s0

y(t) = h(s(t)) = [h1 h2 · · · hm ]T
(5)

where s(t)= [s1 (t) s2 (t) . . . sn (t)]T ∈S is the state, y(t)∈Y the
measurements vector, and u(t) ∈ U the input vector. S, Y , and U
are differential manifolds of dimensions n, m, and p, respectively.

Let y(t, s0 ,u)
�
= h(s(t, s0 ,u)) denote the output of Σ at time t,

for input u and initial state s0 . Two states s1 and s2 ∈ S are said to
be indistinguishable (denoted s1Is2 ) for Σ if for every admissible
input function u, the output function y(t, s1 ,u), t ≥ 0 of the system
for initial state s1 and the output function y(t, s2 ,u), t ≥ 0 of the
system for initial state s2 are identical on their common domain of
definition [26] (if, in addition, the trajectories of the system originating
from s1 and s2 lie in a subset M of S, then s1 and s2 are said
to be M-indistinguishable and denoted by s1IMs2 ). Note that the
indistinguishability is an equivalence relation on S. The notions of
observability and indistinguishability are tightly connected, as shown
in the next definition [18].

Definition 1 (Observability): System Σ in (5) is said to be observable
at s0 ∈ S if I(s0 ) = {s0}.

For a generic nonlinear system, as the one in (5), global or complete
observability cannot be usually expected and the more specific notion
of local weak observability has been introduced in [18]. This notion
also has the advantage of lending itself to a simple algebraic test of
observability.

Definition 2 (Local Weak Observability): Σ is said to be locally
weakly observable at s0 ∈ S if there exists an open neighborhood M
of s0 ∈ S such that, for every open neighborhood V of s0 contained in
M, IV(s0 ) = {s0}.

Intuitively, Σ is locally weakly observable at s0 if one can instanta-
neously distinguish s0 from its neighbors.

Before we proceed any further, let us introduce two differential
operators that will be useful in the next derivations.

Given a scalar-valued function λ(s) : IRn → IR, the gradient of λ
is defined as follows:

dλ(s)
�
=

∂λ(s)
∂s

=

[
∂λ(s)
∂s1

∂λ(s)
∂s2

· · · ∂λ(s)
∂sn

]
.
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The Lie derivative of a scalar-valued function h(s) along a vector
field g : IRn → IRn is a real-valued function, which is defined as

Lg h(s)
�
= dh g . The Lie derivative can be recursively repeated as

Lk
g h(s)

�
= Lg

[
Lk−1

g h(s)
]
, ∀ k ≥ 1

being L0
g h(s)

�
= h(s).

A sufficient condition for the local weak observability of Σ has been
first introduced in [18] and is reported here for the reader’s convenience.

Proposition 2 (Observability Rank Condition): System Σ in (5) is
locally weakly observable at a point s0 ∈ S, if there exists an open
neighborhood M of s0 and positive integers j1 , j2 , . . . , jm satisfying
j1 + j2 + · · · + jm = n such that, for arbitrary s ∈ M, the observ-
ability matrix O defined as the matrix with rows

O �
= {Lj−1

f dhi (s) | i = 1, . . . , m; j = 1, . . . , jm } (6)

is full rank.
An equivalent and more intuitive formulation of Proposition 2, that

relies on the EOJ [11], is presented in the next proposition.
Proposition 3 (EOJ Observability Rank Condition [24]): System

Σ is locally weakly observable at a point s0 ∈ S, if there exists an
open neighborhood M of s0 such that, for arbitrary s ∈ M, the EOJ
J ∈ IRm n×n defined as the matrix with rows

J
�
= {dh

(j−1)
i (s) | i = 1, . . . , m ; j = 1, . . . , n} (7)

is full rank. The superscript j refers to the order of time differentiation
of the functions hi (s).

Proof: The proof is constructive. Computing the Lie derivatives in
(6), it turns out that for i = 1, . . . , m

(j = 1) L0
f dhi (s) =

∂hi (s)
∂s

= dh
(0)
i (s) (8)

(j = 2) L1
f dhi (s) =

∂

∂s

[
L0

f dhi (s)
]
f (s)

= d

[
∂hi

∂s
f (s)

]
= d

[
∂hi

∂s
∂s
∂t

]
= dh

(1)
i (s) (9)

(j = 3) L2
f dhi (s) = d

[
∂

∂s

[
L1

f hi

]
f (s)

]

= d

[
∂h

(1)
i

∂s
ṡ

]
= d

[
∂
(

∂ h i
∂ t

)
∂s

∂s
∂t

]
=dh

(2)
i (s) (10)

...
...

(j = n) Ln−1
f dhi (s) = dh

(n−1)
i (s) (11)

and by stacking the vectors (8)–(11) in a matrix, from Proposition 2,
we obtain the thesis. �

Remark 1: Proposition 3 states that the observability of Σ can be
tested by checking the rank of the EOJ J, which is made of the state
partial derivatives of the output vector and of all its n − 1 time deriva-
tives. In particular, Σ is locally weakly observable also when at least
one n × n submatrix of J is full rank.

B. Observability of Leader–Follower Formations

Proposition 3 is used here to determine an observability condition
for the leader–follower system described in Section II. From this propo-
sition, the observability of (2) with output in (4) is guaranteed when at

Fig. 3. Geometrical interpretation of the EOJ singularity.

least one 3 × 3 submatrix of the whole 6 × 3 EOJ is nonsingular. Let
us consider, e.g., the submatrix J

J =




∂y1

∂ρ

∂y1

∂ψ

∂y1

∂β

∂ẏ1

∂ρ

∂ẏ1

∂ψ

∂ẏ1

∂β

∂y2

∂ρ

∂y2

∂ψ

∂y2

∂β


 =




0 1 0
∂ψ̇

∂ρ

∂ψ̇

∂ψ

∂ψ̇

∂β

0 0 1


 (12)

whose determinant is

det(J) = −∂ψ̇

∂ρ
=

1
ρ

[
ψ̇ + ωL

]
. (13)

Therefore, if ψ̇ + ωL 
= 0, the system is observable.
In the case of q > 1 followers, the observability condition is a simple

extension of (13) (see [24]).

C. Geometrical Interpretation of the EOJ Singularity

In Fig. 3, we provide a simple example to give some geometri-
cal insight into the condition found in the previous section. A leader
and two followers are considered at two different time instants: t = 0
and t = 1. All the robots move with the same translational velocity and
zero angular velocity.

We first note that ψ2 (1) 
= ψ2 (0) (and thus ψ̇2 
= 0) due to the dif-
ferent initial orientation between 〈L〉 and 〈F2 〉. Then, from (13), it
turns out that the state s2 is observable. This is intuitively correct, since
the visual information varies in time and it is then expected to improve
the localizability. This also leads to the intuition that curvilinear tra-
jectories have a favorable effect on observability, since a change in the
output signal (4) occurs there.

From an inspection of Fig. 3, it is also evident that there is not
any improvement in the localization between 〈L〉 and 〈F1 〉, since their
relative motion is zero from t = 0 to t = 1 (and then, ψ̇1 = 0). At this
point, one could guess that the state s1 is not observable. To confirm this
intuition, we should verify to what extent the condition of Proposition 3
is also necessary. This point is discussed in full detail in the next section.

D. Necessary Condition of Observability: Discussion

Proposition 2 provides a sufficient condition for the local weak ob-
servability of Σ. However, as pointed out in [18, Th. 3.11], the converse
implication is “almost” true. This means that if Σ is locally weakly ob-
servable, then the observability rank condition is satisfied generically.

“Generically” means that the observability matrix O in (6), and
equivalently J in (7), must be full rank everywhere, except possibly
within a subset of the domain of s [8]. Algebraically, the check for
observability can be done by testing that J is not full rank for all values
of s, which will then imply that Σ is not locally weakly observable.
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In the case of a single follower, the general expression for J ∈ IR6×3

is

JT =




∂y1

∂ρ

∂ẏ1

∂ρ

∂ÿ1

∂ρ

∂y2

∂ρ

∂ẏ2

∂ρ

∂ÿ2

∂ρ

∂y1

∂ψ

∂ẏ1

∂ψ

∂ÿ1

∂ψ

∂y2

∂ψ

∂ẏ2

∂ψ

∂ÿ2

∂ψ

∂y1

∂β

∂ẏ1

∂β

∂ÿ1

∂β

∂y2

∂β

∂ẏ2

∂β

∂ÿ2

∂β


 . (14)

As also shown in Fig. 3, if, 〈L〉 and 〈F1 〉 move along straight trajecto-
ries, then y is constant; hence ẏ = ÿ = 0. From (14), this implies that
J has only two nonzero rows, i.e., its rank can never be 3. Therefore,
the state s1 of the system is not locally weakly observable exactly when
the robots move along straight trajectories.

For a system not to be observable means that the output does not
convey an information rich enough to allow the observer to provide
a correct estimate of the state, thus negatively affecting the control
action.

Such an undesired effect on the control has been observed in both
the simulation and experimental results, as discussed in Section V-A
and B.

E. Observer Design

In order to control the formation, an estimate ŝ of the true state s is
required. An EKF has been designed to estimate the state s, given the
input vector u and the output y. We assume additive noise in both the
process and measurement equations

ṡ = G(s)u + z (15)

y = Cs + v (16)

where C is the output transition matrix, and z and v are zero mean
white Gaussian noises with covariance matrices Q and R, respectively.
s(0), z, and v are assumed to be uncorrelated. Equation (15) has been
discretized using the Euler forward method with sampling time Tc

s(k + 1) = Γ (s(k),u(k)) + Tc z

where Γ(s(k),u(k))
�
= Tc G(s)u + s(k), and k ∈ IN .

IV. INPUT-STATE FEEDBACK CONTROL

Consider the set of kinematic equations equivalent to (2)

ṡr = F(s)uL + H(s)uF (17)

β̇ = ωL − ωF (18)

where sr
�
= [ρ ψ]T is the reduced state-space vector. Matrices H and

F are the two upper-left and right 2 × 2 submatrices of G, respectively.
In the spirit of [13], we propose here an input-state feedback control

law for the robot formation. Let us consider the following control input:

uF
�
= [vF ωF ]T = H−1 (s)

(
p − F(s)uL

)
(19)

where
p = ṡdes

r − K (sr − sdes
r ) (20)

and K = diag{k1 , k2}, with k1 , k2 > 0. The superscript “des” refers
to the desired state. Equation (19) acts in (17) as a feedback linearizing
control, so that the closed-loop dynamics becomes

ṡr = ṡdes
r − K(sr − sdes

r ), β̇ = ωL − ωF . (21)

The following proposition states that it is sufficient to control sr toward
sdes

r using (19) to guarantee the local stability of the whole state-
space vector s. Due to the physical constraints of the robots, we will
reasonably assume that the angular velocity of the leader is bounded.

Proposition 4: Let us suppose that vL > 0, |ωL|< Wm ax , |β(0)|< π,
and ṡdes

r is bounded. Then the control law (19)–(20) stabilizes the
system dynamics (17)–(18).

Proof: Let us refer to [eρ eψ ]T = sr − sdes
r as the state tracking

error vector. From (23), it follows that [eρ eψ ]T is globally exponen-
tially stable. We now prove that the internal dynamics is stable, i.e.,
that |β| is bounded. Drawing ωF from (19), (18) can be rewritten as

β̇ = − sin γ

d

(
ρ̇des − k1 eρ

)
− ρ cos γ

d

(
ψ̇des − k2 eψ

)
−vL

d
sin β − ωL

(
ρ

d
cos γ − 1

)
. (22)

Since ωL and ṡdes
r are bounded by hypothesis, (22) can be rewritten as

β̇ = −vL

d
sin β − B(t). (23)

Note that without the term B(t), a bounded persistent disturbance, (23)
is locally asymptotically stable for |β| < π. From the stability theory of
nonlinear systems with persistent disturbances [29], where |β(0)| < π
and B(t) are bounded, it follows that |β(t)| < ε, ∀ t > T , for finite
time T and ∀ ε > 0. �

Remark 2 (Distant Robots): Note that if the distance between the
leader and the follower is big, it is in general difficult to exactly locate
the marker P in the image (see Section II-B and Fig. 2). A possible
solution to this problem consists in detecting only the robot centroid,
which is equivalent to assuming that d = 0.

Note that this assumption does not affect the observability condition
presented in Section III-B and does not prevent us from using the EKF.

However, it has a negative effect on the control. In fact, H(s) be-
comes singular when d = 0 and the control in (19) is no longer ap-
plicable. In [23], we have proposed a feedback control via dynamic
extension that allows us to overcome this control issue.

V. SIMULATION AND EXPERIMENTAL RESULTS

A. Simulations

Simulations have been performed in order to test the validity of the
observability analysis in Section III. The following velocity input has
been assigned to the leader

vL (t)=0.3 m/s

ωL (t)=

{
0 rad/s, if t ∈

{
[0, 6], (14, 20], (28, 34]

}
π/8 rad/s, otherwise

which undergoes a piecewise rectilinear-circular trajectory that is par-
ticularly suited for checking the observability conditions discussed in
Section III-B and D.

The formation considered consists of two followers. We
set s(0) = [0.261 2.183 1.047 0.368 4.399 0.524]T and
sdes

r = [0.3 3π/4 0.3 5π/4]T , where distances are in meters and
angles in radians.

The gain matrix of the controller is K = 6 I4 , where
I4 denotes the 4 × 4 identity matrix. The EKF was initial-
ized with ŝ(0| − 1) =[ 3

2 ρ1 (0) ψ1 (0) β1 (0) 3
2 ρ2 (0) ψ2 (0) β2 (0)]T

corresponding to a 50% perturbation of the unknown dis-
tances to the leader and covariance matrix P(0| − 1) = 10−2 ×
diag{1, 1.1, 1.1, 1, 1.1, 1.1}. The other parameters are Tc =
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Fig. 4. Simulation results. (a) Trajectory of the robots. (b) Time history of
NEES and 95% bounds (15 trials). (c) Time history of det

(
J
)

.

10 ms, d = 0.1 m, Q = diag{3 × 10−5 , �, �, 3 × 10−5 , �, �}, and
R = � I4 , where � = 0.9187 × 10−4 rad2 . White Gaussian noise has
been injected into the measurements.

Fig. 4(a) shows the resulting trajectories of the three robots (the
vehicles are drawn every 2 s in order to have a temporal reference).
According to the results described in Section III-D, it is evident that
the followers miss the formation exactly along the rectilinear tracts of
the trajectory (e.g., in t ∈ (14, 20]), where, since visual data are not
changing sensibly, the system is not observable. On the other hand,
when the leader switches from the rectilinear to the curvilinear tracts
(e.g., in t ∈ (20, 28]), a change in the visual information occurs, thus
leading to an improvement of the localization: The desired formation
is, in fact, recovered soon after.

In order to validate the above observations on more trials, we
also studied the consistency of the EKF examining the time history
of normalized estimation error squared (NEES), which is a concise
representation of the estimation error (see the Appendix). Compar-
ing Fig. 4(a) with (b) (here, r1 = 4.38, r2 = 7.87, and N = 15), it
is evident that the NEES tends to leave the 95% bounds exactly in
correspondence of the rectilinear tracts of the leader trajectory (e.g.,
in t ∈ (14, 20]).

Fig. 4(c) reports the time history of det
(
J
)

, where J is here relative

to follower 1 (similar results are obtained with J relative to follower 2).
According to condition (13), we see that the state s1 (analogously s2 )
is observable along the curvilinear tracts of the trajectory, i.e., where
det
(
J
)

= 0. Moreover, det

(
J
)

is near zero exactly along the straight
tracts of the trajectory that also correspond to the time intervals in
which the NEES increases. This confirms the observability results of
Section III-D, for which the state s1 (analogously s2 ) is not observable.

B. Experiments

In order to validate the proposed formation control strategy in a
real scenario, some experiments have been carried out at the General
Robotics, Automation, Sensing, and Perception (GRASP) Laboratory,

Fig. 5. Experimental setup. The Scarab robots used in the experiments.

University of Pennsylvania, Philadelphia, PA. The experimental setup
consists of two Scarab robots acting as a leader and a follower (see
Fig. 5). Only one follower has been used in our experiments in order
to make the observability analysis as simple as possible. Actually, due
to the special communication protocol adopted (cf., Section II-C), we
experienced no significant performance change in the localization and
formation control when multiple followers were used.

The Scarab is a differential-driven robotic platform designed at
the GRASP Laboratory, measuring 20 × 13.5 × 22.2 cm3 . The leader
and the follower run identical modularized software with well-defined
interfaces connecting modules via the Player robot architecture system.
In order to provide a ground truth information of the actual robot pose,
a tracking system consisting of LED markers on the top of each robot
and eight overhead cameras are employed. More technical details on
Scarab robots and on the tracking system can be found in [25].

The robots are uniquely identified by colored markers and are
equipped with a panoramic camera, consisting of a hyperbolic remote
reality mirror (folded) screwed onto a Point Grey Firefly IEEE 1394
camera. The image resolution is 320 × 240 pixels. Only the image
principal point (u0 , v0 ) is known and is given by (159.48, 123.70)
pixels and (172.89, 126.53) pixels for the leader and the follower’s
camera, respectively. HSV color blob detection is run on each robot
using Intel’s OpenCV libraries. Even though more sophisticated visual
contour tracking algorithms are available in the literature [6], with our
blob detector, we experienced a good compromise between real-time
performances, robustness to changing in illumination, partial occlu-
sions, and tracking of far robots. The distance between the center of
the robot and the marker is d = 20 cm.

Note that, due to the presence of the LED markers on the top of each
robot, the position of the panoramic camera on the vehicles is different
from that shown in Fig. 1. However, a simple algebraic transformation
is sufficient to readapt the robots’ angle measurement to the model in
Fig. 1. This transformation has been implemented in the code running
on the robots without significantly affecting the performance and the
computational load.

For the experiment, we chose s(0) = ŝ(0| − 1) = [0.75 5/4π 0]T

and sdes
r = [0.5 5/4π]T . The control gains are k1 = k2 = 0.5

and Tc = 0.1 s. Moreover, P(0| − 1) = 10−2 × I3 , Q = 10−5 ×
diag{3, 9, 9}, and R = 10−5 × diag{9.1, 9.1}.

As in Section V-A, we selected an input vector [vL wL ]T that gives
rise to a rectilinear/circular trajectory. Other experiments have been
performed with different leader trajectories and desired formations, all
demonstrating a good robustness of the proposed formation control
strategy. However, due to a lack of space, they are not reported here.1

Fig. 6(a) shows the trajectory of the robots in the first experiment,
from which we can see that the robots are able to achieve the desired
formation. The time instants in which the leader switches form the

1A video with three trials is available as multimedia attachment on IEEE
Xplore.
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Fig. 6. Experimental results. (a) Trajectory of the leader and the follower. The
time instants in which the leader switches from the rectilinear to the circular
tracts, and vice versa, are highlighted. (b)–(e) Snapshots from the experiment.

Fig. 7. Experimental results. Time history of (a) observation error ρ − ρ̂,
(b) control error ρdes − ρ̂, and (c) det

(
J
)

.

linear to the curvilinear trajectory, and vice versa, have been highlighted
in the figure. A series of snapshots from the experiment is reported in
Fig. 6(b)–(e). The range estimation error ρ − ρ̂ and the range-tracking
error ρdes − ρ̂ are shown in Fig. 7(a) and (b), respectively. The errors
on ψ and β are not reported here because, differently from the distance
ρ, these components of the state vector are directly available in y and
are not critical to estimate. As expected, the estimation and tracking

errors in Fig. 6(b)–(e) decrease and remain close to zero approximately
in t ∈ [20, 55], corresponding to the circular tract of the trajectory.
The value of det(J) in Fig. 7(c) is close to zero approximately at the
same time instants in which both the tracking and estimation errors
increase (e.g., for t ∈ (55, 70]), that is, when the leader moves along
the rectilinear tracts. This again confirms the results on observability
presented in Section III-B and D.

VI. CONCLUSION AND FUTURE WORK

This paper studies the vision-based localization and control of a
leader–follower formation of nonholonomic mobile robots. Each robot
is equipped with a panoramic camera that only provides the view-angle
to the other vehicles. As an original contribution, we present a new ob-
servability condition based on the EOJ that is used to provide a sufficient
condition for the observability of the vision-based leader–follower sys-
tem. A discussion of the necessary condition of observability is also
given. This allows us to identify those robot motions that preserve the
observability and those that render the system nonobservable.

The state of the leader–follower system is estimated via the EKF,
and an input-state feedback control law is designed to stabilize the for-
mation. Simulations and real-data experiments performed with Scarab
robots illustrate the theory and show the effectiveness of the proposed
formation control.

Future research directions include the study of a decentralized
formation-control strategy and the integration of different sensor ty-
pologies, such as laser range finders and inertial measurement units.

APPENDIX

CONSISTENCY OF A STATE ESTIMATOR

Definition 3: A state estimator is said to be consistent [3] if its state-

estimation error s̃(k|k)
�
= ŝ(k) − s(k|k) is such that E [ s̃(k|k) ] = 0

and E [ s̃(k|k) s̃(k|k)T ] = P(k|k).
To practically evaluate the consistency of an estimator, the NEES is

defined as
ε(k)

�
= s̃(k|k)T P−1 (k|k) s̃(k|k).

Let us consider N Monte Carlo simulations that provide N samples
εi (k) of the random variable ε(k). Let ε̄(k) = 1/N

∑N

i=1 εi (k) be the
sample mean of ε(k). The hypothesis that the state estimation errors
are consistent with the estimator calculated covariances is not invali-
dated if ε̄(k) ∈ [r1 , r2 ], r1 , r2 ∈ IR. Under the Gaussian assumption
Nε̄(k) ∼ χ2

N 3q , where χ2
N 3q is an N 3q degrees of freedom chi-square

distribution. r1 , r2 can then be computed from a table providing the
points on the chi-square distribution for a given tail probability (see
e.g., [3, App. C]).

It is worth recalling that even if it is specifically designed for linear
systems, the consistency criterion based on the NEES is commonly
used in the nonlinear case as well.
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Defining Conditions for Nonsingular Transitions Between
Assembly Modes

Alfonso Hernandez, Oscar Altuzarra, Victor Petuya,
and Erik Macho

Abstract—It is known that there are parallel manipulators that can per-
form nonsingular transitions between different assembly modes. In par-
ticular, 3-degree-of-freedom (DOF) manipulators have received primary
attention related to this phenomenon. In this paper, the conditions for the
existence of special points in the projection of the direct-kinematic-problem-
singularity locus onto the joint space for one constant input are obtained.
From these conditions, the coordinates of all cusp points can be obtained
analytically. Encircling one of these cusp points, it is possible to make a
nonsingular transition between two assembly modes of a parallel manipu-
lator. Utilizing these conditions, the range for the existence of cusp points
of each input value can be also determined. An extension of the concept of
cusp points to the complete joint space is also performed. The procedure
is applied to an RPR–2-PRR parallel manipulator that can be solved
analytically. Its dimensional variables are parametrized as a 1-D function,
and all results are obtained in closed form, which is a benchmark example
for other procedures.

Index Terms—Assembly mode, cusp point, nonsingular transition,
reduced configuration space.

I. INTRODUCTION

The size and shape of the reachable area, which is the workspace,
is one of the main design criteria in robots. In the case of parallel
manipulators, its geometry is often complex and is divided by internal
singularities. Normally, these manipulators have multiple solutions of
the direct kinematic problem (DKP) and inverse kinematic problem
(IKP). Singularity locus are obtained by the analysis of the conditions
that make the Jacobian matrices singular. A common practice in the
design of parallel manipulators is to restrict their operational workspace
to one of the singularity-free regions.

The workspace boundaries are IKP singularities, where the deter-
minant of the inverse Jacobian |JIKP | is null. At these postures, the
control of the robot is not lost, but some manipulability restrictions
appear due to the dependency among output velocities. Besides, when
the determinant of the direct Jacobian |JDKP | is null, DKP singularities
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