Time Series Models

1 Introduction
Let’s start with our basic model:!
yt:-rtﬁ"i'eb t:1727"'7T (1)

On the whole, our sample sizes tend to be smaller in time series models than some of the other models that we
have looked at. It is important to remember that we still need to worry about all the things that we normally
worry about. However, we now need to worry about whether our disturbances are serially correlated.”? We
say that our errors are serially correlated if ¢, is not independent of €} i.e. E[e;,€;] # 0,4 # j. In practice,
we consider only certain ways in which our disturbances are correlated. Specifically, we consider (i) spatial
autocorrelation - correlation across cross-sectional units, and (ii) serial correlation across time. We will only
consider time series issues here.’

1.1 Old-Fashioned View

The old fashioned view is that serial correlation is a nuisance that causes the Gauss-Markov assumptions to
be violated and leads to the non-optimality of OLS. Basically, if you employ OLS and your disturbances
show evidence of serial correlation, then

e OLS standard errors are wrong, possibly very wrong
e OLS estimates are no longer efficient
e OLS estimates are still unbiased and consistent though.

The bottom line is that the OLS estimator is no longer BLUE. As a result, the usual ¢, F', and X2 statistics
may be wrong. It turns out that serial correlation is not ‘knife-edged’. In other words, small amounts of
serial correlation cause only small problems, whereas a large amount of serial correlation can cause big
problems.

1.2 Modern View

The more modern view is to model the correlation or dynamics as part of the model rather than treat it as an
estimation nuisance.* Let’s take a quick look at how this would work. Consider the following simple model.

Yt = 1+ €& ()
€ = per—1 + 1y where —1 < p < 1 3)

"Notes are based on Beck and Zorn.

>We will use the terms ‘serial correlation” and ‘autocorrelation’ interchangeably. This is the most common practice. However,
some authors prefer to distinguish the two terms, with autocorrelation referring to correlation between the disturbances from the
same series and serial correlation referring to correlation between the disturbances from two different series.

3For a useful introduction to spatial autocorrelation, see Beck, Gleditsch and Beardsley (2006).

“This is often referred to as the London School of Economics approach.
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where v is iid (independent and identically distributed) i.e. F[vy, ;1] = 0.> As we’ll learn in a moment,
the disturbances or errors in this model are said to follow a first order autoregressive (AR1) process. Thus,
the current error is part of the previous error plus some shock. We don’t usually think of the second equation
as being part of the model. We can obviously rewrite these two equations as

Yt = 2 + pe—1 + 1 4
We know that

Yt—1 = 10 + €11 (%)
and

€t—1 = Yt—1 — Tt—13 (6)

We can now substitute Eq. (6) into Eq. (4) to get the following model:

Y = T+ p(ye—1 — x—10) + 11
=20 + pyi—1 — pri—18 + 14 @)

The model in Eq. (6) looks like something that we’ll see a little later known as the ‘autoregressive distributed
lag’ (ADL) model:

Yo = T8+ pyi—1 +yxi—1 B8+ 1y (8)

This model is ‘autoregressive’ because it includes a lagged y and it is a ‘distributed lag’ model because it
includes a lagged z. The point to note here is that the model starts to look much more like a standard linear
problem where you can use OLS. The modern approach, then, is to model the dynamics directly rather than
treat autocorrelation as a nuisance.

2 Testing for Serial Correlation

2.1 Error Processes

When we test for serial correlation, we typically assume something about the error process. The usual
assumption is either that the errors follow a first-order autoregressive process (AR1) or a first order moving
average process (MA1).

2.1.1 ARI1 Error Process

ARIL: € = pe—1 + vy 9

3iid errors are often described as ‘white noise’.
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where 14 is iid. As I noted earlier, the current error is part of the previous error plus some shock. It is a first
order process because €; only depends on its immediate lagged value. It is relatively easy to see that this is
a model of exponential decay. For example,

€ = P€t—1 + V¢
= p(per—2 +vi—1) + 14
= pPer_o + pri—1 + 1
= P2(P€t—3 + Vi) + pri—1 + 1y
= plets + p Vg + pri—1 F 1t (10)
It is easy to see that the current error is just the error of all the previous shocks weighted by some coefficient

(p) that is exponentially declining. How fast the effect of these previous errors dies out depends on the value
of p.

e When p < 1, then we have what is called stationary time series. In this setup, the time series looks
jagged, it has structure, and it never wanders too far from the mean. The effect of the errors decay
and disappear (well, not quite) over time. Things that happened recently are relatively more important
than things that happened a long time ago.

Figure 1: Stationary Time Series with p = 0.3 and p = 0.9

Stationary Time Series: p=0.3 Stationary Time Series: p=0.9
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e When p > 1, then we have what is called non-stationary time series. In this setup, you get a
smoother time series that eventually explodes. Things that occurred a long time ago have a large
impact compared to things that occurred more recently.

Figure 2: Non-Stationary Time Series with p = 1.01

Non-Stationary Time Series: p=1.01
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e When p = 1, then we have a random walk i.e. y; = y;_1 + €. In this setup, the time series moves
up and down, but slowly. Things that happened in any period have an equal impact.

Figure 3: Random Walk Time Series with p = 1

Random Walk Time Series: p=1

“\M
IR W”M”f”mw

\y

[ 200 400 600 800 1000

We’ll discuss stationarity and non-stationarity in more detail next week. Suffice to say that a small change
in p from 0.9 say to 1 or to 1.01 can lead to huge changes. As you’ll already have noticed, things get weird
in time series when p ~ 1.

2.1.2 MAI1 Error Process

MAL: € = uvs—1 + 1y (11)

where the 1,5 are iid. Thus, the current error is really part of the error from the previous period plus the error
from this period. An MA process is just a linear combination of white noise or iid error terms. In contrast
to the ARI1 error process, the effect of the MA1 error process is short-lived and finite - it is affected by the
current and prior values of v only.

2.1.3 More Complicated Error Processes

So far, we have only looked at first order processes. It is quite easy to think of second (and higher) order
processes. Below are second order autoregressive and moving average processes.

AR2: € = pres—1 + p2et—2 + 14 (12)
MA2: € = pive 1 + pevio + 1 (13)

It is also possible to think of processes that combine autoregressive (AR) and moving average (MA) pro-
cesses. These are called ARMA processes. Depending on the order of these processes, we can talk of
ARMA(p, q) processes. For example, an ARMA(1,1) process would be

€ = pet—1 + P11 + 1y (14)

2.2 Testing for Serial Correlation

There are a variety of tests for serial correlation. We are going to focus on two: (i) Durbin-Watson d-test
and (ii) Breusch-Godfrey or Lagrange Multiplier (LM) test.
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2.2.1 Durbin-Watson d-Test

The Durbin-Watson statistic is

t=n s~ ~ 2
d— t=2 (Et - 6t—1)
- t=n 9
t=1 €t

5)

where € are the estimated residuals. It turns out that d ~ 2(1 — p). Thus, if 4 = 0 i.e. no serial correlation,
then d=2. If p = 1 i.e. perfect positive correlation, then d =~ 0. If p = —1 i.e. perfect negative correlation,
then d =~ 4. Thus, d ranges from 0 to 4 with no serial correlation (the null hypothesis) being d = 2. Durbin
and Watson were able to derive a lower bound dy, and an upper bound dg; such that if the computed d lies
outside these critical values, then a decision can be made regarding the presence of positive or negative serial
correlation. The precise values for dj, and di;, which depend on the number of independent variables, can
be found at the back of most textbooks such as Gujarati (2003). One drawback of the Durbin-Watson (DW)
test is that there are zones of indecision - zones in which it is not possible to conclude that (first order) serial
correlation does or does not exist. The decision rules to be used with the DW statistic are shown in Figure
4.

Figure 4: Durbin-Watson d Test: Decision Rules
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Hy: No positive autocorrelation
Hp : No negative autocorrelation

To use the DW test, we have to assume that (i) the regression model contains an intercept, (ii) the error
process is AR1 (the test says nothing about higher order autocorrelation), (iii) the error term is normally
distributed, (iv) there is no lagged dependent variable,® and (v) there are no missing observations in the data.
There are a number of different ways to get the DW statistic in STATA. One way is to type

Durbin did propose an h test for models that include a lagged dependent variable. However, this test is not as powerful as the
Breusch-Godfrey test we are about to see. You can find out more about the Durbin h test in Gujarati (2003, 503) or Johnston and
Dinardo (1997, 182-183).



e regress Y X1 X2 etc.
e estat dwatson
Alternatively, you could type the following and this would report the DW statistic.

e prais Y X1 X2 etc.

2.2.2 Breusch-Godfrey or Lagrange Multiplier Test

The second test for serial correlation is the Breusch-Godfrey (BG) or Lagrange Multiplier (LM) Test. The
BG test is useful in that it allows for (i) lagged dependent variables, (ii) higher order autoregressive processes
as well as single or higher order moving average processes. The basic idea is to regress the residuals from
the OLS regression on all of the independent variables and on the lagged values of the residuals. The steps
for conducting this test are the following:

1. Estimate your model by OLS and obtain the residuals, é;.

2. Regress the residuals, ¢;, on all of the independent variables included in the original model and as
many lags of the residuals as you think appropriate. For example, if you think that there is an AR(p)
process going on, then you want to include &1, €2, ..., &_p.

3. If the sample size is large, then the R? from this auxiliary regression will be distributed in the follow-
ing manner:

(n—p)R*~ x; (16)

where p (the degrees of freedom) is the order of the error process or the number of included lags. If
(n—p)R? exceeds the critical Xzzv at the chosen level of significance, then we reject the null hypothesis
of no serial correlation.

A drawback of the BG test is that the value of p i.e. the number of lags cannot be determined a priori. You
should probably experiment with this to some extent. To estimate the BG test in STATA for a second order
process we would type:

e regress Y X1 X2 etc.

e estat bgodfrey, lags(1/2)

2.2.3 Overview of Where Things Stand

If our tests find no serial correlation, then we are free to use OLS. The only issue becomes interpretation
and deciding how to model any lags. If our tests find serial correlation AND we have no lagged dependent
variables, then OLS is consistent but inefficient and the standard errors are wrong. As we’ll see, we can
solve this problem by employing generalized least squares (GLS-Prais Winsten) or the Cochrane-Orcutt
procedure. If our tests find serial correlation AND we have a lagged dependent variable, then we have
problems - we’ll take a look at this in a while.
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3 Generalized Least Squares

Let’s imagine we are in a world where we have serial correlation and no lagged dependent variable.
We’ll assume that we have an AR1 error process so that we have:

Y, = BoXi + e (17)
where
€ = Vi 1+ pet—1 (18)

If we knew p, we could use Generalized Least Squares. For example, if there were an AR1 error process
then

Yio1 =060+ 51 Xi—1 + €1 (19)
If we multiply both sides by p, we have
pYi—1 = pBo+ pb1 X1+ per1 (20)
Now if we subtract (116) from (121), then we have
(Y — pYi—1) = Bo(1 — p) + B1( Xy — pXe—1) + (€t — per—1) (21)
Since ¢; — pe;—1 = 1 from (18), we have
(Yy = pYi—1) = Bo(1 — p) + B1(Xe — pXi—1) + 11 (22)
This can be expressed as
Y* =G5+ BiX] + v (23)

Since 14 is iid, we can now use OLS on our transformed variables.

Of course, we will not know p. As a result, we have to use our estimate of p from the OLS regression.
This is referred to as Feasible Generalized Least Squares (FGLS). There are two procedures for doing this -
Cochrane-Orcutt (CO) and Prais-Winsten (PW).” As you’ll see, they are essentially identical except for how
they treat the first observation.

3.1 Cochrane-Orcutt

1. Estimate the model by OLS and get residuals.®

2. Regress residuals on lagged residuals i.e. €, = €1 + 1. The coefficient on the lagged residual is
your estimated p.

3. Use p to generate Y," = Y; — pY;—1 and X; = X; — pX;_1. Note that this means that we lose the
first observation.

7 Actually, only the Prais-Winsten method is really full FGLS.

8For the CO and PW procedures to work, it must be the case that OLS produces consistent estimates of 5. As we’ll see, this
is why including a lagged dependent variable causes problems - it leads to inconsistent estimates of /3 since the lagged dependent
variable is correlated with the error term if there is serial correlation.



4. Now regress Y;* on X/ . The constant in this regression will be Gy(1 — p). Generate new residuals
from this regression.

5. Regress new residuals on lagged new residuals to get a new p.

6. Go to step 3 and repeat until we get convergence.’

As I noted above, the Cochrane-Orcutt procedure means that we lose the first observation.'? To estimate the
CO procedure in STATA, type:

® praisy xj xz ..., COIC

3.2 Prais-Winsten

The Prais-Winsten procedure is essentially the same except that you keep the first observation and it does
not iterate. To keep the first observation, you have to use the following transformation: Yy = Yp(y/1 — p2)
and X, = Xo(y/1 — p?). The CO and the PW procedures are asymptotically identical.!! To estimate the
PW procedure in STATA, type:

e praisyxj T2 ...

While the PW procedure is obviously better in small samples where losing an observation can have a big
effect on the results, it has become the procedure of choice for samples of all sizes. As far as I can tell, the
implementation of these procedures in STATA requires assuming an AR1 error process.

3.3 Serial Correlation and a Lagged Dependent Variable

So far, we have looked at what happens when we do not have a lagged dependent variable. What happens
if there is a lagged dependent variable? If there is no serial correlation, the inclusion of a lagged dependent
variable will mean that OLS is biased but consistent (Keele & Kelly 2006). However, if there is serial
correlation, then the inclusion of a lagged dependent variable model will mean that OLS is both biased and
inconsistent. Note that you cannot solve this problem with the GLS procedure. Recall that for the GLS
procedure to work, the first round OLS estimates must be consistent. However, this will not be the case if
we include a lagged dependent variable since the lagged dependent variable will be correlated with the error
term when there is serial correlation. Thus, we cannot use GLS to solve the problem of serial correlation
when we have a lagged dependent variable.

Fortunately, in practice, models that do include a lagged dependent variable do not often show evidence
of serial correlation - thus, the problem should be relatively rare. People have made a big deal about lagged

? Asymptotic theory actually says that the first round results are as good as the results from iterating. However, people still
iterate.

!0There are also some issues with dummy variables. See Gujarati (2003, 487-488).

" An alternative to these GLS based procedures is to recognize that the estimates from OLS are unbiased and consistent; it is
just the standard errors that are wrong. We could simply correct these by using heteroskedasticity- and autocorrelation-consistent
(HAC) standard errors - these are an extension of White’s heteroskedasticty-consistent standard errors. These are often referred to
as Newey-West standard errors. As Gujarati (2003, 485) notes, FGLS and HAC procedures are more efficient than OLS but they
are asymptotic. It may be the case that OLS is better in really small samples. To estimate OLS with Newey-West standard errors
type

e neweyy xi x2 ..., lag(#)

where the lag number is the order of the autoregressive process.
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dependent variables in the context of serial correlation (Achen 2000). The reason is that may people seem
to think that disturbances are God-given i.e. that if God gives a process serial correlation, then it always
has serial correlation. However, in reality, adding a lagged dependent variable to a model that has serial
correlation does not necessarily mean that this new model also has serial correlation. In many (most?)
cases, the inclusion of a lagged dependent variable will clean up the serial correlation. A problem only
arises if there is still some serial correlation left over once you’ve included the lagged dependent variable.
It turns out that tests for serial correlation in models that include a lagged dependent variable do generally
indicate whether there is any serial correlation left over (Keele & Kelly 2006). This is good since it means
that we will know if we have a problem simply by testing for serial correlation - you should always conduct
a BG test.

If you have serial correlation left over, then you might consider adding additional lags of the dependent
variable or lags of the independent variables to clean it up. The other solution is to use instrumental variables.
However, as Beck notes, this cure is nearly almost certainly worse that the disease because our instruments
are usually pretty bad. Finally, we should note that OLS with a lagged dependent variable seems to do quite
well so long as any remaining serial correlation is not too high (Keele & Kelly 2006).

3.4 Old Fashioned World: Conclusion

What we have looked at so far is really the old fashioned view of the world as it comes to serial correlation
in stationary time series — serial correlation causes a technical violation of an OLS assumption, leading to
incorrect estimates of the standard errors. We then tried to find ways to deal with this ‘problem’. Here is an
overview of what we found:

1. Without lagged dependent variables

e No serial correlation i.e. p = 0: OLS is just fine.

e With serial correlation: OLS leads to unbiased and consistent estimates of 5. This is good.
However, the standard errors are wrong. Thus, the OLS estimates are not efficient. A small
amount of serial correlation only causes a small problem, but a large amount leads to large
problems.

o If there is serial correlation, you could use GLS (Prais-Winsten). Alternatively, you could decide
to simply use Newey-West standard errors.

e We need to be mindful that GLS and OLS with Newey-White standard errors can be quite biased
if the correct model should include a lagged dependent variable (2006).
2. With lagged dependent variables

e No serial correlation: OLS will be biased but consistent.

e With serial correlation: OLS estimates are not consistent and GLS fails because lagged de-
pendent variable is correlated with the error term. Fortunately, models with lagged dependent
variables do not often show serial correlation.

e OLS with lagged dependent variables still does relatively well when serial correlation is low.

e If serial correlation remains after the inclusion of a lagged dependent variable, one solution
would be to add additional lagged terms.

e An alternative solution would be to use instrumental variables - but . ..
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4 An Aside: ARCH/GARCH Models

Before we get to the more modern approach of dealing with serial correlation, I want to have a brief aside
on ARCH/GARCH models. Traditionally, we have been alert to the possibility of heteroskedasticity in
cross-sectional data and to autocorrelation in time series data. However, Engle (1982) suggested that het-
eroskedasticity might also be a problem in time series contexts — he had noticed that large and small errors
tended to occur in clusters in speculative financial markets such as exchange rates and stock market returns.
Engle proposed the ‘autoregressive conditional heteroskedasticity (ARCH)’ model to look at heteroskedas-
ticity in time series data. In other words, ARCH models help us when we are interested in the mean and
variance of time series. The ARCH model has been expanded in a number of different ways and has been
gradually adopted by some political scientists (Maestas & Preuhs 2000, Leblang & Bernhard 2006, Bern-
hard & Leblang 2006). These models can be useful if we are interested in understanding why a time series
is more or less volatile.

4.1 ARCH Models

Consider the following model.

Yi=pYi1+XB+e (24)

We typically treat the variance of ¢, = o2 as a constant. However, we might think to allow the variance of

the disturbance to change over time i.e. the conditional disturbance variance would be oZ. Engle postulated
that the conditional disturbance variance should be modeled as:

ol =g+ o€l |+ ...+ apef_p (25)

The lagged €? terms are called ARCH terms and you can see why this is an ‘autoregressive’ or AR process.
The Eq. (25) specifies an ARCH model of order p i.e. an ARCH(p) model. The conditional disturbance
variance is the variance of ¢;, conditional on information available at time t-1 i.e.

of = var(e|e—1,...,€—p)
= E(e|e1—1,---,€t—p)
= E;_1(€2) (26)

where F;_; indicates taking an expectation conditional on all information up to the end of period t-1. It
is now easy to see that recent disturbances influence the variance of the current disturbance - the ARCH
terms can be interpreted as news about volatility (or volatility shocks) from prior periods. A conditional
disturbance variance like that shown in Eq. (25) can be obtained if the disturbance is defined as

€t — Zﬁg\/O’t2 (27)

where 1, is distributed as a standard normal (mean-zero, variance-one) white noise process and 0752 is the
conditional disturbance variance shown above.
This model is often simply written as

Y, =pYio 4+ XB+e
e ~ (0,07) (28)

10



where

O‘t2 =aqap + ale?_l +.+ ape%_p (29)
We can test for ARCH effects fairly simply.
1. Run a regression of Y on X. Obtain the residuals é;.
2. Compute the OLS regression: €7 = &g + G162 | + ...+ @péf_p

3. Test the join significance of &1, do, a3 etc.

4.1.1 ARCH(1) Models

The simplest model is an ARCH(1) model. In other words, the conditional disturbance variance i.e. var(es|e;—1)
is

o? = ag + ajel | (30)

Yi = Yoo+ XP 4 vy fao +one 31)

Ele] =FE |:Vm/a0 + alefl]
= En]FE [1 [ o + 0416,52_1:| =0 (32)

since E[v;] = 0. It also follows that E[Y;] = X 3. As a result, it is easy to see that this setup is a classical
regression model.
While the unconditional disturbance variance (long-run variance) is constant i.e.l?

and hence our model is

It follows that

Qo
var(€;) = 33
() = = (33)
we already know that the conditional disturbance variance (short-run variance) varies over time i.e.
2 2
var(e|ei—1) = ap + an€e;_; = of (34)

In other words, the disturbance ¢, is conditionally heteroskedastic with respect to €;_.
The ARCH(1) model gets us the following features

e The short-run (conditional) variance (volatility) of the series is a function of the immediate past values
of the (square of the) error term.

e This means that the effect of each new shock ¢; depends, in part, on the size of the shock in the
previous period: A large shock in period t, increases the effect on Y of shocks in periods t+1, t+2 etc.

e This means that large shocks cluster together and the series goes through periods of large volatility
and periods of low volatility.

"2To see where this comes from, see Greene (2003, 238-239). This equation requires that we impose the constraints that ccy > 0
and that 0 < a1 < 1 in order to keep the variance of the €. positive (and stationary).
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4.2 GARCH Models

As I noted above, it is possible to model higher order ARCH models. However, it turns out that these models
are difficult to estimate since they often produce negative estimates of the a:s. To solve this problem, people
have turned to the GARCH model (Bollerslev 1986). Essentially, the GARCH model turns the AR process
of the ARCH model into an ARMA process by adding in a moving average process. In the GARCH model,
the conditional disturbance variance is now

2 2 2 2 2 2
Op =00+ o161+ ...+ Qp€_,, +710;_1 + 7204 o+ ...+ Y0y

P q
=ap+ Z ozjef_j + Z%of_k (35)
j=1 k=1

It is now easy to see that the value of the conditional disturbance variance depends on both the past values
of the shocks and on the past values of itself. The simplest GARCH model is the GARCH(1,1) model i.e.

af =aqp + alef_l + 7103_1 36)

Successive substitution into the RHS of Eq. (36) leads to

2 2 2
oy = ot 1€y + 710

=g+ 0416?—1 +71(a0 + 0416?-2 + 710752—2)

2 2 2 9
=g+ a1 + 7100 + Y11€_o +Vi0F_9)

ap
— +an(g g+ e +ie g ) (37)

Thus, the current variance can be seen to depend on all previous squared disturbances; however, the effect
of these disturbances declines exponentially over time. As in the ARCH model, we need to impose some
parameter restrictions to ensure that the series is variance-stationary: in the GARCH(1,1) case, we require
ap > 0,a1,v > 0,and a3 +v1 < 1.

The nice thing about both the ARCH and GARCH setups is that they allow the conditional variance to
be influenced by exogenous variables i.e. independent variables that we might be interested in. For example,
we might be interested in how political events affect exchange rate volatility (Leblang & Bernhard 2006). If

these exogenous variables are Iy, then the conditional variance in a GARCH(1,1) model is
o} = ag + i€l + ot + 51, (38)

This allows us to look at how independent variables affect the volatility of time series data.

4.3 Extensions

There are many, many extensions to these basic models. Two are shown below:
e ARCH-in-mean (ARCH-M)

Basically, this model allows the ARCH effects to appear in the mean of Y as well as its variance.
Thus, the model would be

Y = BX; + 60 + e (39)

12



This sort of model might be appropriate where, say, returns to investment depend on risk as reflected
in volatility.

e Exponential ARCH/GARCH (E-(G)ARCH)

The ARCH/GARCH models treat errors as symmetric i.e. positive and negative shocks affect the
conditional variance in the same way. However, you might think that actors respond to news asym-
metrically i.e. bad news (negative shocks) might lead to greater volatility than good news (positive
shocks). The E-(G)ARCH model allows shocks to have an asymmetric effect on the conditional vari-
ance.

There are a bunch of other models i.e. [-GARCH and FI-GARCH (Leblang & Bernhard 2006) and
others.

5 Modern View of Serial Correlation

Rather than see serial correlation as a technical violation of an OLS assumption, the modern view is to
think of time series data in the context of political dynamics. Instead of mechanistically worrying about the
residuals, we try to develop theories and use specifications that capture the dynamic processes in question.
From this perspective, we view serial correlation as a potential sign of improper theoretical specification
rather than a technical violation of an OLS assumption. This view of serial correlation leads us to look at
‘dynamic’ regression models where ‘dynamic’ refers to the inclusion of lagged (dependent and independent)
variables.

5.1 Lag Operator

Before we start looking at the various dynamic models, I want to introduce the lag operator. This will help
us manipulate lagged variables. Some general rules are:

Lyt = y1—
Ly = yi—o
(40)
We can thus write lag structures in terms of lag polynomials i.e.
(1+BiL+ Bl + . )y = ye + Prye—1 + Bay—2 + . .. 41
We could transform the following model
Yt = pyt—1 + Bry + 0z1-1 + € (42)
in lag polynomial terms as
(1—pL)ys = (B+0L)x; + & (43)
which can be solved as
o (ffjﬁ)nfﬁ (44)
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where

=14 pL + p*L* + p3L3 ... (45)

1—pL

With this in hand, we’re now going to look at a number of different models. We are going to pay special
attention to the (i) impulse response function and (ii) unit response function associated with these models.
As Greene (2003, 560) notes, looking at the impulse and unit response functions in time series models is
the counterpart of looking at marginal effects in the cross-sectional setting. Imagine that our models are in
equilibrium. An impulse response function is when the independent variable goes up one unit in one period
and then back down to zero in the next period. The unit response function is when the independent variable
goes up one unit and remains up one unit for all remaining periods.

5.2 Static OLS Model with iid Errors

Let’s start by looking at a static OLS model with iid errors. The simple static model with i.i.d errors is
Y = 6o Xt + 1 (46)

where v; is an i.i.d. or white noise error process.!*> This model cannot be written with lag operators since
there are obviously no lagged terms. The impulse and unit response functions for this model are shown in
Table 5.2. At time t=0, we are in equilibrium. At time t=1, we can think that there is a shock (X; goes up
by one unit for one period) - the impulse response is just 3y for one period. In other words, the equilibrium
goes up by (3 for one period and then back down. One can think of an impulse response as an exogenous
shock that occurs for one period but disappears i.e. winning the lottery. Alternatively, at time t=1, we can
think that there is a shock (X; goes up by one unit permanently) - the unit response is g for all periods. In
other words, the equilibrium goes up permanently by 5. One can think of a unit response as a level change
that occurs for all subsequent periods i.e. a wage increase.

Table 1: Impulse and Unit Response Function for OLS
Horizon | Impulse Response \ Unit Response

0 0 0 0 0
1 1 Bo 1 Bo
2 0 0 1 Bo
3 0 0 1 Bo

Note: The shock occurs in period 1

Imagine that 3y was 0.07. Figure 5 indicates the impulse and unit response functions. As you can see,
the impulse only has an effect of 0.07 (31) in the period in which it occurs, and zero effect in subsequent
periods. The unit response leads to a level change where the equilibrium increases by 0.07 units and remains
0.07 units higher than it was originally.

B Throughout, iid errors will be denoted by v.
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Figure 5: Impulse and Unit Response Function for OLS
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5.3 Static OLS model with AR(1) error process
Now consider a model with serial correlation but where the errors follow an AR1 process.

Y: = Bo Xt + e 47)
where

€t = UVt + per—1

Recall that scholars often assume that their serial correlation takes this form and this leads them to use the
Prais-Winsten or Cochrane-Orcutt procedure (or the Newey-White standard errors). This is the approach
taken when we treat serial correlation just as a nuisance. However, we should really think about what this
model means in terms of the dynamics of political processes. To see this more clearly, it helps to write the
model in lag operator form.'*Let’s start with the error term:

€t = V¢ + pe€s—1

€ — P€&—1 =

(1—pL)er =1y
147
€+ =
T pL
“The static OLS model with an MA(1) error process is:
Y: = Bo Xt + v+ pria (48)
In lag operator terms this is:
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Substituting back into (47), we have:

vt

Y: = 6o X,
t= Do t+1_pL

(30

This is a short-hand for
Y = Bo Xt + vt + pri—1 + P2+ pPuis .. (51

Written in this way, it becomes obvious that shocks in unmeasured variables have a (long-term) impact on
Y; that decline geometrically over time but that the actual measured variables X; only have an instantaneous
one period impact on Y;. If you opt for this model, you are essentially saying that the effect of unmeasured
variables persist (at a declining rate) over time but that the effect of measured variables do not. You have
to ask yourself whether this makes sense. This is all easy to see once we examine the impulse and unit
response functions. These are illustrated in Table 5.3 and in Figure 6.

Table 2: Impulse and Unit Response Function for AR(1) error process
Horizon | Impulse Response ‘ Unit Response

0 0 0 0 0
1 1 Bo 1 Bo
2 0 0 1 Bo
3 0 0 1 Bo

Note: The shock occurs in period 1

Figure 6: Impulse and Unit Response Function for OLS with AR1 Error Process
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The important thing to note is that this is exactly the same as for the OLS model examined earlier. An
impulse increases Y for one period only, whereas a unit impact leads to a level change in the equilibrium.
OLS and OLS with ARI error process do differ, but not in terms of how the measured variables affect the
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equilibrium level of the dependent variable. Unmeasured variables in the OLS with AR1 error model have
an impact that declines geometrically over multiple periods; the unmeasured variables in the normal OLS
model with i.i.d. errors only have a one period impact. Thus, the OLS model and the OLS with AR1 error
process differ in terms of the impact of the unmeasured variables but not the measured variables.

5.4 Distributed Lag Models

We might not like the way in which measured and unmeasured variables are treated differently in the static
OLS model with AR1 error process. As a result, we might turn to dynamic models - but which one should
we choose? There are two types of dynamic models: (i) distributed lag models and (ii) autoregressive
models. Distributed lag models include lagged values of the independent variables, whereas autoregressive
models include lagged values of the dependent variable. Let’s start by looking at distributed lag models.
One issue is whether to use a model with finite or infinite distributed lags.

5.4.1 Finite Distributed Lag Models

A finite distributed lag (FDL) model might be appropriate if we think that the impact of the measured (inde-
pendent) variables lasts over a finite number of periods (and then stops) but that the impact of unmeasured
variables do not. Below is an FDL model where the impact of the measured variables is thought to last two
periods. Note that we are assuming iid errors - this would need to be tested with a Durbin-Watson statistic
or a BG test.

Y = BoXi + B1 X1 + v (52)

The impulse and unit response function for the FDL model are shown in Table 5.4.1. In this example, we

Table 3: Impulse and Unit Response Function for FDL model
Horizon | Impulse Response ‘ Unit Response

0 0 0 0 0
1 1 Bo 1 Bo
2 0 B 1 Bo+1
3 0 0 1 Bo+01
4 0 0 1 ,80+ﬁ1

Note: The shock occurs in period 1

assumed that the appropriate lag length was 2. However, it is rare that we ever actually know the right lag
length or have a strong enough theory to inform us about it. This often means that we fall back on choosing
in terms of what is most convenient. Other problems may arise with an FDL model. For example, (i) time
series are often short and so the inclusion of the lagged variables may eat up a lot of degrees of freedom and
(ii) the fact that the lagged Xs are likely to be highly correlated is likely to lead to severe multicollinearity.
The FDL model also has the slightly unappealing feature that the finite nature of the lags mean that the
effects of the measured variables cutoff sharply i.e. after two periods in the example above.
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5.4.2 Infinite Distributed Lag Models
An infinitely distributed lag model is:
Yi = 00Xt + 51 Xe1 + 5o Xta+ .o+ B Xe—k + Vi (53)

We have already noted some problems with such a model - multicollinearity, hard to know the appropriate
lag length etc. Two slightly modified models have been proposed to help with these problems.

Koyck Model

The Koyck Model is
Y = a+ fXe+ X1 + BN Xz + .+ BN X g + 1 (54)

with the restriction that 0 < A < 1. This model assumes that the influence of X on Y remains positive or
negative over time and declines geometrically as k increases. We still don’t know what the ‘correct’ lag
length is. However, we can rewrite the model in the following way. First, lag both sides of the equation and
multiple both sides by A.

AYi1 = ad + BAX o1+ BN Xya + o+ BN X g + A (55)
Now subtract Eq. 55 from Eq. 54.
Y, — Ao = a(l = \) 4+ X, + (v — Mv_q) (56)

Now add A\Y;_; to both sides
Vi=a(l-A)+pXi+ A1+ & (57)

where ¢, = vy — Ay—1. This transformation converts the Koyck model into a more standard AR1 model.
Although we have limited the number of parameters to three «, 5, A, we can still get estimates of all the
parameters in Eq. 54.

There are a number of problems with this model, though. The main problem is that we now have a
lagged dependent variable with serial correlation - the problem we identified earlier. Thus, the model would
produce biased and inconsistent results. If we were to estimate this model, we would have to use instrumen-
tal variables. Specifically, we would have to create an instrument for Y;_; which is highly correlated with
Y;_1 but uncorrelated with €¢;. One option might be to substitute X;_; for Y;_;. This model is not used that
often in political science because we tend to have bad instruments.

Almon Model

The Almon model is more flexible than the Koyck model in that it allows the effect of X on Y to change
over time. We can start with a general finite distributed lag model.

k
Yi=a+) GiXiitn (58)
=1
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where ¢ indexes the k lags. We might write:
Bi = ap+ ari + i’ + ...+ ami™ (59)

so that 3; is now an m" order polynomial. We need to restrict the model such that m<k. We can stick Eq.
59 into Eq. 58 to get

k
Yi=a+ ag Z(ao + aqt + a2i2 + ...+ Ocmim)Xt_Z‘ + 1y

i=1
k k k
:CH-OéoZXt—i+a12iXt—i+---+OémZith—i+Vt (60)
i=1 i=1 i=1
Next, write
k
Zot = Zthi
i=1
k
Zi = Z'L’thz
i=1
k
Loy = Z’iQXt—z
i=1
3
th == Zith—z
i=1
(61)
This allows us to write
Yi=a+ aZo + 121t + aaZoy + ...+ amZmt + 4 (62)

This can be estimated with OLS. This model is nice in that it is very flexible with respect to how lags of X
affect Y and it can be estimated with OLS since there’s no autoregressive component. One disadvantage is
that you have to specify k, the lag length, and the polynomial degree, m. The model can also be sensitive to
specification. This model is not canned in STATA. The hardest part of doing this yourself is in creating the
Zs. See Gujarati (2003) and notes by Zorn on how to do this.

5.5 Autoregressive Models

Having looked at distributed lag models, we now turn to autoregressive models. Recall that these models
are ones that include lag(s) of the dependent variable.
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5.5.1 Lagged Dependent Variable Model

The effect of a shock in the FDL model only lasts as many periods as there are lags of that independent
variable. We might think that the effect of a shock lasts for many periods and declines at a geometric rate.
As I mentioned earlier, it would be difficult to put in multiple lags of the independent variable because this
would lead to high levels of multicollinearity etc. However, we can solve this problem by including a lagged
dependent variable. The model is:

Y = BoXe + pYio1 + 1 (63)
In lag operator terms this is:

BoXi +vy =Y — pYiq
=(1-pL)Y; (64)

This is solved as:

ﬁo Vi
Y, = X,
f (1_pL t 1oL (65)

It is now easy to see that the impact of both measured and unmeasured variables persists over time but at a
geometrically declining rate. Again, note that the lagged dependent variable model outlined here assumes
that the errors are iid - you should check this as before. The impulse and unit response functions for the
lagged dependent variable model are shown in Table 5.5.1.

Table 4: Impulse and Unit Response Function for LDV model

Horizon ‘ Impulse Response ‘ Unit Response
0 0 0 0 0
1 1 Bo 1 Bo
2 0 pBo 1 Bo + pBo
3 0 p%Bo 1 Bo + pBo + p*Bo
4 [ ) P L Bo+pPo+p*Po+ 9P

Note: The shock occurs in period 1

The effect of the impulse is to increase Y by [y in the first period. The effect of the impulse persists
into all future periods but declines at a geometric rate determined by p. Eventually, the effect of the impulse
(shock) will disappear and we will return to our original equilibrium. If there is a unit response or level
change, Y will initially go up by [y in period 1, then by 3y + pfo in period 2, and then by 5y + p(5o + p5o)
in period 3 etc. The new equilibrium will be lﬁfop higher than the original equilibrium.

5.6 Autoregressive Distributed Lag Model

We have now looked at the two distinct types of dynamic models: (i) distributed lag models and (ii) autore-
gressive models. It is possible to combine these two models in a single model called the autoregressive
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distributed lag (ADL) model. An ADL(1,1) model is shown below: "
Yi = 60Xt + b1 Xe—1 + pYeo1 + 1 (67)
As before, this setup assumes iid errors - as always, you should test this. In lag operator form this is:
(1= pL)Y; = (Bo+ /L)Xt + 1y

Solved, this is:

Bo + 1L v
y, = (B0 T
t (1—pL t+1_pL (68)

The impulse and unit response functions from an ADL(1,1) model is given in Table 5.6. In many ways, the
ADL model is similar to the FDL model. The effect of an impulse is to increase Y by 3y in the first period.
In the FDL model, the effect of the impulse in the second period is just 1. However, the second period
effect in the ADL model is 31 + pBp. In other words, the effect of having a lagged dependent variable is
to make the effect from the previous period persist. Eventually, the effect of the impulse will disappear and
we will return to our original equilibrium as in the FDL model. If we have a unit level change, then we
initially increase Y by g in the first period. In the next period, we increase Y by Gy + 81 + pBg. The FDL
model eventually led to a new equilibrium in two periods at 3y + 1. The ADL model is different because
we reach a new equilibrium that is slightly higher than 3y + ;. This is again because the inclusion of a
lagged dependent variable means that the effect of the unit level change from the previous period persists
and is added to the unit level change in the current period.'®

SObviously, you can think of a more general ADL mode:

4 n q
Y = a0+ Z iYi—; + Z Z BipXjt—i + vt (66)
i—1

j=114=0

where v; is a white noise error process and | > 7_, o] is stationary. This is an ADL(p,q,n) model where p refers to the number of
lags of Y3, ¢ the number of lags of X, and n the number of exogenous variables. Despite this more general model, the ADL(1,1)
model has become the work horse for most modern time series analysis (for the reasons about to be explained).

!6The ADL model can be generalized to allow each independent variable to have different speeds of adjustment. Belwo is a
model with different speeds of adjustment on X; and Z;.

é
ﬂ Xt —+ Zt + Vi (69)

Rl ey R G

This can be written as an ADL model in the following way. First, multiply each side by (1 — pL)(1 — rL):

Y:(1—pL)(1—rL) =BXe(1 —rL)+6Z:(1 — pL) + (1 — pL)(1 — rL)
Yi(1 = pL —rL+ prL?) = BX; — 76X4—1 + 02y — 6pZi—1 +vi(1 — (p+ )L + prL?)
Yi—(p+7r)Yic1+prYio = 8Xe —rfBXe 1 + 02 — 0pZi—1 +ve — (p+71)Vt1 + pre—s

Yi =X — 18Xt 1+0Z: —6pZs 1+ (p+7)Yei1 +prYe ot v — (p+1)ve1 + priveo (70)

Thus, you can estimate this as an ADL model. When you estimate it, you will automatically recover § and §; how-
ever, you cannot get p and r directly. This approach can be generalized to more independent variables. For ex-
ample, let n=number of independent variables. You will need n lags of Y and the error term, as well as n-1 lags
of each independent variable. For example, if there were three independent variables then you would regress Y: on
Yior, Yico, Yios, v, i1, i, s, Xi, Xioq, Xio, X7, Xioy, XP0, X7, X0, X7 s,
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Table 5: Impulse and Unit Response Function for ADL model

Horizon | Impulse Response ‘ Unit Response
0 0 0 0 0
1 1 Bo 1 Bo
2 0 B1+ pBo 1 Bo + 51+ pbo
3 0 p(Br+pBo) | 1 Bo + B1 + p(Bo + B1 + pbo)
4 0 P*(Br+pBo) | 1 Lo+ B+ p(Bo+ B+ p(Bo+ B+ pbo))

Note: The shock occurs in period 1

5.7 Error Correction Model

Another model is the error correction model (ECM).!” While we will look at it in more detail next week when
we deal with non-stationary time series, it is important to recognize that the ECM is perfectly appropriate
for stationary time series.'® In fact, we’ll see in a moment that it is exactly equivalent to an ADL model
but written slightly differently (Keele & DeBoeuf 2005). The term ‘error correction models’ applies to any
model that directly estimates the rate at which changes in Y; return to equilibrium after a change in X;. The
EC model has a nice behavioral justification in that it implies that the behavior of Y; is tied to X} in the long
run and that short run changes in Y; respond to deviations from that long run equilibrium. Below is an ECM:

AY; = BoAXy + v Vi1 — B3 Xi—1] + (71)

where A refers to a first difference i.e. AY; = Y; —Y;_1. As you can see, the model uses differences in both
the dependent variables and the independent variables. The inclusion of the second term Y; 1 — O3 X;_1 is
the explicit formulation of the fact that we assume that X and Y have a long-term equilibrium relationship.'”
More specifically, we know that any change in Y; is a sum of two effects: (i) the short-run impact of the
change in X; on Y; and (ii) the long-run impact of the deviation from the equilibrium value in period t
adjusted at each period at the rate . Thus,

e [y captures the short-run relationship between X and Y. It indicates how Y and AY immediately
change if X goes up one period. In other words, if X goes up by one unit in period 5, then Y and AY
go up fy units in period 5.

e -y gives the rate at which the model re-equilibrates i.e. the speed at which it returns to its equilibrium
level. Formally, ~y tells us the proportion of the disequilibrium which is corrected with each passing
period. This coefficient should be negative and less than the absolute value of one indicating its

This model is sometimes referred to as a DHSY model after Davidson, Hendry, Srba and Yeo (1978).

8Many people think that the ECM is only appropriate for non-stationary time series models that are characterized by cointegra-
tion. However, this is wrong (Keele & DeBoeuf 2005).

Lots of people estimate the following model:

AY; = BoAX, (72)

However, this is problematic since there is nothing that keeps X and Y in equilibrium i.e. there is no long-run relationship between
X and Y. This is why the ECM model incorporates the second term Y:—; — B3 X:_1. Note that if there is no long-run relationship,
then v = 0.
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re-equilibrating properties. If v = 0, then the process never re-equilibrates and if v = —1, then

re-equilibration occurs in one period.
5.7.1 ECM Equivalence with ADL(1,1) Model
It is easy to see that we can get an ECM by starting with an ADL(1,1) model.
Y = Bo Xy + 1 Xio1 + oY1 + 1y

Subtract Y;_1 from both sides.

AY; = BoXe + B1Xe—1 + (p— D)Yier + 11
Let (p—1) =~ie.
AYy = BoXi + 51 X1 + Y1 + 1
AXy = Xy — Xy_1. Thus, Xy = AX; + X;_1. Substitute this in for X; gives

AY; = BoAXy + BoXi—1 + 1 Xi—1 + Y1 + 1
= BoAX: + (Bo + 1) Xe—1 +7Yio1 + 1

Let 82 = By + (1. This gives:
AY: = BoAXy + fo X1 +7Yi1 +1n
We want a situation in which we have a Y;_; — X;_1, so rearrange (118) so that we have:
AYi= A+ Vi + 22X
Thus, the error correction model can be written as:
AY: = BoAXt + v [Yio1 — B3 Xe—1] + 11
where (33 = =B M and v = p — 1. In other words, the following ADL(1,1) model

il

Y, = BoXi + 1 Xi—1 + pYi1 + 11

can be rewritten as the following error correction model

AY; = BoAX: + (p—1) |Yie1 — <—(i0_+1ﬁ1)> Xt—l] +

=00AX: + (p—1) |V + (ﬂzifl> Xt—l] + 1y
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5.7.2 ECM in Lag Operator Form

We can write the error correction model in lag operator form as well. Start with (9).

AY; = BoAX + v [Yie1 — B3 X—1] + 1
i = Y1 = BoXt — BoXi—1 + Y1 — VB3 Xi—1 + 1y
Yi = Y1 — Y1 = Bo Xy — BoXi—1 + B3 Xi—1 + 1y

Yi(1 = (1 +7)L) = (Bo — (Bo +vB3) L) Xy + 1y

Sincey=p—1, (3 = %ﬁZ and B2 = By + (1 , this can be rewritten as:

Yi(1—(1+p-1)L) = (ﬁo— <50+7<_5[{Y_&>)L) X + vy

Yil—pL) = (Bo+/L)Xi+n
([ Bot L Vi
s <1—pL>Xt+(1—pL) ®2

Note that this is exactly the same as the ADL model written in lag operator form shown in Eq. (68). This is
as one would expect given that we have just seen that the ADL model and error correction model are exactly
equivalent.

5.7.3 Estimating an ECM Model

There are two ways to estimate an ECM model.

1. Engle-Granger Two Step Procedure

o Estimate the following regression: Y; = o + vX; + €. In STATA, type
regress Y X

e From these estimates, generate the residuals i.e. e, = Y; — a — v X;. This is how much the
system is out of equilibrium. In STATA, type

predict e, resid

e Now include the lag of the residuals from the initial regression, so that we have AY; = Gy +
O1AX;—1 4 e;—1. In STATA, type

regress d.Y L.d.X L.e
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2. One Step Procedure

e Simply estimate the following model:

AY; = Fo+ BiAXs + 7 [Yie1 —a —yX—1] +ug
= (B0 — po) + BL1AXy + pYi—1 — pyXi—1 +wy (83)

In STATA, type
regress d.Y d.X L.Y L.X

o In this setup, the coefficient on the lagged dependent variable (p) is the coefficient on the error
correction mechanism and [3; is the short-run effect of X; on Y;.

e Thus, you can estimate the ECM as a single equation, where changes in Y; are a function of
changes in X, the one period lagged value of X, and the one period lagged value of Y. Note
that when we estimate this model we will be unable to determine what Sy is or what « is since all
we will get is the constant 3y — pa. This is not a problem if we simply want to look at impulse
and unit response functions.

These two procedures are asymptotically equivalent and will be useful when we discuss issues of cointegra-
tion next week.

5.7.4 Impulse and Unit Response Functions

As with the other models, we might be interested in looking at the short-run and long-run effects of the
independent variables as seen through the impulse and unit response functions. In the case of the ECM
model, we might be interested in these response functions for both Y; and AY;. These are shown in Tables
5.7.4 and 5.7 4.

Table 6: Impulse Response Function for ECM Model

Horizon X; AX,; Y; AY;
1 0 0 0 0
2 1 1 B B
3 0 -1 pBL — py =B+ pBr — py
4 0 0 (+p)(pB—p7) p(pBr — p)
5 0 0 (L+p2pBi—py) p+p)(pB—p7)
6 0 0  (1+p3p8—py) p(L+p)2(ps —pv)

Note: The shock occurs in period 2

In terms of the impulse response functions, the initial shock in X; that causes Y; and AY; to change is
gradually eroded over time back to the original equilibrium.
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Table 7: Unit Response Function for ECM Model

Horizon X; AX; Y; AY;
1 0 0 0 0
2 1 1 B B1
3 1 0 B1+ pbr — py pB1L — Py
4 L0 (1+p)(Bi+pbr—py)—py p(B1 + pB1L — py) — pv
5 L0 (A+p2Br+pbr—py)—py plA+p)(Br+pB—py)— ] —py
6 L0 (A+p)PBitpbr—py)—py  pl(L+p)*(Br+pbr—py) —p] — Py

Note: The shock occurs in period 2

In terms of the unit response function, the initial shock in presidential approval causes AY; to change.
It then gradually approaches its new equilibrium where AY; is changing by a given amount each period. A
similar story can be told with the unit response function on Y;.

5.8 Comparing Models: Tests of Nested Model Specifications

The models that we have considered differ in (i) their inclusion/exclusion of lagged values of the dependent
and independent variables, and (ii) their assumptions about the error process. Table 8 gives an overview.
The nice thing here is that all of the models outlined in the table are a subset of an ADL model with AR1
errors i.e.

Yi = 00Xt + 51 Xe—1+ pYi1 + e (34)
where
€ = Per—1 + 1t (85)
For example, we have already seen that the ECM can be derived from the ADL model. The lagged dependent
variable model is simply the ADL model with 31 = 0. The same is true for the simple static model if 3; = 0
and p = 0. The models with iid error processes are a subset of ADL with AR1 error process because they
occur if ¢ = 0.

Table 8: Connection between Models

Model X Xi_1 Y1 Error Process
OLS Yes ii.d.
ARI1 error process Yes ARI1
Finite distributed lag Yes Yes ii.d.
Lagged dependent variable  Yes Yes ii.d.
Error correction Yes Yes Yes iid.
ADL Yes Yes Yes iid.

One question you might have is which model to use. Obviously, theory should be our guide. However,
we rarely have a strong enough theory to distinguish between the different models. As a result, Keele and
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DeBoeuf (2005), along with many others, argue that you should start with a general model like the ADL
(or ECM) and test down to a more specific model. Since the models are all ‘nested’ in the ADL model, this
is quite easy. For example, if one wanted to see whether the ADL model shown in Eq. 84 reduces to an
LDV model, you could do a simply test whether 31 = 0. Similarly, you could test whether the ADL model
reduces to an FDL model by testing whether p = 0 or not. When considering which model to choose, you
should also take account of whether you have remaining serial correlation with the tests outlined earlier.

5.9 Interpretation Issues

In cross-sectional analysis, all estimated effects are necessarily contemporaneous and, therefore, static. In
contrast, we can have two types of effects in time series models.

e An exogenous variable may have only short term effects on the outcome variable. These may occur
at any lag, but the effect does not persist into the future. Here the effect of X; on Y; has ‘no memory’.

e An exogenous variable may have both short and long run effects. In this case, the changes in X;_g
affect Y; but that effect is distributed across several future time periods. Often this occurs because
the adjustment process necessary to maintain long run equilibrium is distributed over some number of
time points.

Dynamic specifications like the ones that we have looked at allow us to estimate and test for both short and
long run effects and to compute a variety of quantities of interest. Short run effects are readily available in
both the ADL and ECM models.

5.9.1 Long Run Effects

The long-run equilibrium defines the state to which the time series converges to over time. Consider the
ADL(1,1) model:

Yi=a0+a1Yi—1 + BoXe + S1Xe—1 + 14 (86)

The long run equilibrium for this model is:

yr_ %0 +ﬁo+ﬁlX*
1—Oé1 1—0&1
=ko+ k1 X" 87)

where kg = lf‘gl and k1 = ﬁf’%fll and k; gives the ‘long-run multiplier effect’ of X; with respect to Y;. We
can think of the long run multiplier as the total effect X; has on Y; distributed over future time periods. The
connection between the long run equilibrium and multiplier with the response functions we looked at earlier
should be obvious. Graphing these response functions can be a useful way of showing how the effect of
X, is distributed over time. In some cases, the long run equilibria and the long run multiplier are of greater
interest than short run effects.

When the equilibrium relationship between Y; and X is disturbed at some point in time, then Y* —
(ko + k1X™) # 0. In this case, we would expect Y; to start moving back towards equilibrium in the next
period. Interest in the rate of return to equilibrium (the error correction process) is often motivated by the

desire to understand just how responsive a process is. The ADL(1,1) model provides us with information
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about the speed of the error correction. Based on Eq. 86, the speed of adjustment is given by (1 — aq).
Obviously, increases in o1 produces slower rates of error correction.
Assume that we have the following ECM:

AY; =ap+aiYio1 + B5AX + 7 Xi—1 + (88)

In an ECM, we directly estimate the error correction rate, o, the short run effect of X;, and their standard
errors. The long run multiplier, k; is also more readily calculated in the ECM than in the ADL:

_ B1 _ B+ Bo (89)

k1
—aj 11—

Neither the ECM or ADL model provide a direct estimate of the standard error for the long run multiplier.
However, since the long run multiplier is the ratio of two coefficients in the ECM %, the standard error can
1
be derived from the ECM. This can be derived from the following equation:

a (a> L ar( )+a2 ar(b) Q(G)co (a,b) (90)

var | — ) = < var(a) + <V —2(—=)cov(a

b b2 b4 b3 ’
In addition to knowing the magnitude of the total effect of a shock as measured by the long run multiplier,
we might also want to know how many periods it takes for some portion of the total effect of a shock to
dissipate. The median lag length tells us the first lag, r, at which at least half of the adjustment toward long
run equilibrium has occurred following a shock in X;. It is calculated by listing the effect of a unit change

in X, at each successive lag, standardizing it as a portion of the cumulative effect, and then noting at which
lag the sum of these individual effects exceed half of the long run effect.

5.9.2 Example

Let’s look at an example from Keele and DeBoeuf (2005) where they use an ECM and ADL model on the
same (simulated) data. The results are shown in Table 9.

Table 9: ADL and ECM Estimates

Model ADL ECM

Y1 0.75 -0.25

(0.02)
Xy 0.53
(0.06)
X1 025  0.77
(0.07)
AX,y 0.53
AY;
k1 3.12  3.08
N 249 249
R? 094 045
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First, you might be interested in the short run effects of X; on Y;. For the ADL model, these are given
explicitly by the estimated coefficients Bo and Bl - the coefficients on X; and X; 1. These are 0.53 and
0.25. Thus, an increase in X leads to an increase in Y; of 0.53 in the same period as the increase and a
further 0.25 in the next period. For the ECM, the coefficient on A X} i.e Bi‘ should equal BO- For the second
short run effect in the ECM model, things are slightly less clear. In the ADL model, Bl; in the ECM model,
we use Bf — [35 = 0.77—0.53 = 0.24.2° Second, you might be interested in the long-run multiplier, ;. For
the ADL model, the long run multiplier is 331925 — 3 12 For the ECM model, the long run multiplier is

R 0.75
b — —(%-725) = 3.08. You could calculate the standard error around these long run multipliers using the

—&F
forrlnula given in Eq. 90. Third, we can interpret the error correction rate - this is given directly in the ECM
model i.e. & = —0.25. It can be obtained from the (1 — ;) = 0.25. Thus, the relationship between X

and Y;, following the shock to X}, will return to equilibrium at a rate of 25% each period. Fourth, we could
calculate the median lag length. The easiest way to do this is to look at the ADL model and assume that we
are in equilibrium except for a shock in X;. Thus, in the first period, we would have:

Y, = 0.53X; oD

Normalizing as a proportion of the estimated long run effect, we have 0.53/3.12=0.17 or 17%. The effect of
the shock one period later is

= 0.75(0.53) 4 0.25 = 0.648 (92)

Normalizing as a proportion of the estimated long run effect, we have 0.648/3.12=0.208 or 20.8%. We are
now up to 37.8% of the total effect. In the next period, we have

Yit2 = 0.75Y,
= 0.75(0.648) = 0.486 (93)

Normalizing as a proportion of the estimated long run effect, we have 0.486/3.12=0.156 or 15.6%. We have
now exceeded one half of the long run effect i.e. 17%+20.8%+15.6%=53.4%. Thus, the median lag length
is 2 i.e. it takes two periods after the initial shock in time t for half the long run effect to be done.

Note that virtually all of these quantities of interest are captured to some extent in a graphical repre-
sentation of the impulse and unit response functions. These figures can be a good way of showing how the
effect of an increase in X; feeds through on Y;.

D Differences in these estimates occur due to rounding - they will be the same.
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6 Stationarity

Stationarity is essentially a restriction on the data generating process over time. More specifically, station-
arity means that the fundamental form of the data generating process remains the same over time.?' This is
indicated in the moments of the process. For example, mean stationarity means that the expected value of
the process is constant over time i.e.

EY,]=pnVt (94)

Variance stationarity means that the variance is temporally stable:
var[V;] = E[(Y; — p)} = 0% V't (95)
and covariance stationarity is the same i.e.
cov[Ys, Yios] = E[(Y: — 1) (Yies — )] = 75 V' s (96)

In this last case, this means that the serial correlation of two observations { Y%, Y;_s} depends only on the lag
s and not on ‘where’ in the series they fall. What I have described is called weak stationarity (stationarity in
the moments). A stricter form of stationarity requires that the joint probability distribution (all the moments)
of series of observations {Y7,Ys,...,Y;} is the same as that for {Y14s, Yots,...,Yys} forall t and s. In
general, we tend to be only interested in weak stationarity.

6.1 Integrated Processes

Time series can be categorized according to the nature of the data generating process that underlies them.
There are three general characteristics: autoregressive series, moving average series, and integrated series.
You can also get combinations of these series i.e. ARIMA series. We have already seen autoregressive and
moving average (ARMA) series earlier. Now, I’ll describe an integrated series. An integrated series is one
in which the value of Y; is simply the sum of random ‘shocks’.

6.1.1 I(1) Series
An example is the integrated of order one (I(1)) series:
Yi=Y1+uw o7

where v; is a white noise (i.i.d.) error process as before. As you’ll recall, this is equivalent to the more
general model
Yi=pYi1 + 11 98)

2I'Notes based on Zorn and other readings.
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where p = 1. This is the random walk model from earlier. By recursively substituting Y; 1 for Y;_j, we
can see that

Yi=Yio+rvi1+1
=Y 3ty ot a1ty

T
~Yu (99)
t=0

In other words, the random walk process is simply a sum of all past random shocks. This means that the
effect of any one shock persists — a large increase or decrease in Y at some point ¢ will cause the series to
shift up or down until a countervailing shock comes along. As a result of this persistence, integrated series
tend to drift — this explains the slow up and down movements in Figure 3 we saw earlier. This figure makes
it look as if the series is trending — in fact it isn’t, it is just that the persistence in this series makes it look
that way. In reality, we say that this type of series is drifting and that it can drift away from its mean for long
periods of time. It is this tendency to drift that means that I(1) series are non-stationary. In particular, the
variance of an I(1) process is equal to

var[V;] = E[(Y;)?] = to? (100)

and the covariance is
cov[Y;, Y] = |t — s|o? (101)

As you can see, these equations are different from Equations 95 and 96. It is easy to see that both values
depend on ¢, which is why the I(1) series is non-stationary.

Because an I(1) series is simply the sum of all previous shocks, it is easy to model it — difference it. In
other words, we can rearrange Equation 97

Yi =Y =1 =AY, (102)

As you can see, the differenced series is just a white noise process v;. If you plot the differenced series, it
will look like the earlier figure of our stationary series.

In general, the order of integration can be thought of as the number of differencings a series requires
to be made stationary. For example, a non-stationary I(1) series, once it is differenced once, is stationary.
Similarly, an I(d) series is one which, when differenced d times becomes stationary. For example, an 1(2)
series is

Y;g = l/t—|-2Vt_1 +3I/t_2—|—... (103)

If we difference this equation we have

AY; = [Vt + 20 1+ 30+ .. } — [Z/t,1 + 2o+ 3143.. ]

T
— Z Vij (104)
§=0
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If we difference this again, we have

AYy = (Y= Y1) = (Yier —Yio) =i+ v + .. — 1 v + .. ]
=y (105)

which is stationary.
Another kind of series that produces a higher-order integrated process is one with a polynomial trend.
Consider the following model.
Y, = t? (106)

Differencing this gets
AY; =12 — (t—1)2

=2 +2-1
=2t -1 (107)

and further differencing gives
A?Y; = (2t —1)— (2t —3) =2 (108)

As Zorn notes, there are not many practical applications involving orders of integration higher than I(1).

6.2 Different Types of Non-Stationarity
Typically, when we want to look at the stationarity of a series we might have the following equation
Y = pYio1 + v (109)

As we saw at the very beginning of these notes, Y; is stationary if p < 1 and non-stationary if p > 1.
However, it turns out that there are many reasons why, or ways in which, a series may be non-stationary. For
example, recall the random walk model from earlier

Yi=Yia+uw (110)

This is an example of a non-stationary series that can be made stationary by first differencing. As a result,
it is called a first-order non-stationary series or an integrated series of order one i.e. I(1). It is an I(1) series
since first differencing produces a series that is I(0) i.e.

Yi =Y =1 =AY, (111)

since v is stationary.
Another model that is non-stationary is shown below

Y = ft + v (112)
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where ¢ is a time counter. It is easy to see that this model is non-stationary since Y is increasing over time.
This series is also an I(1) series since first differencing produces a series that is I(0):

AY, =YY, 1 =0t+vi — (Bt — 1)+ 1v4_1)
=0t+uv—Bt+ 06—
=y —v_1+p (113)

because v; — 141 + (3 is stationary.
One problem with these two models is that the differencing by itself does not tell you why the initial
series of non-stationary. We could address this problem by examining

Yi=pYi 1 +08t+uy (114)

and test for Hy : B=O.

e If we cannot reject B = 0, then this is evidence in favor of a series being a random walk without a
trend.

o If we can reject 3 = 0, then this suggests that the series has a deterministic time trend.

The bottom line is that non-stationarity can be caused by several different things.

6.3 Testing for Non-Stationarity

So, how do we test for non-stationarity? Let’s start with the following model.
Yi=pYi1+u (115)

If you recall from earlier, we have the following three possibilities.

L. |p| >1
Series is non-stationary and explosive. Past shocks have a greater impact than current ones. These
situations are uncommon and we have not looked at how to deal with them.

2. pl <1
Series is stationary and the effects of shocks die out exponentially according to p. The series reverts
to its mean. We have already seen what to do with these.

3. |pl =1
Series is non-stationary, shocks persist at full force, and the series is not mean-reverting. This is the
random walk model and as we saw, the variance increases with ¢ and so we have the infinite variance
problem.

Typically, we are interested in determining between the last two scenarios i.e. |p| < 1 or |[p| = 1. The
question is whether we have a unit root or not (also known as a random walk) i.e. is [p| = 1?

6.3.1 Dickey-Fuller Test

You might think that it would be easy to test for stationarity by simply looking to see whether p=1. However,

things are not quite so simple. The problem is that the distribution of p is not standard. Although p is
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a consistent estimate of p, it does not follow a standard t-distribution. This is where the Dickey-Fuller
distribution comes in. This distribution is right-skewed meaning that t-statistics will tend to be large and
negative. It also means that we will tend to over-reject the null hypothesis of non-stationarity i.e. p = 1. In
other words, we may conclude that our series is stationary when it really isn’t if we use a t-test. In effect, the
Dickey-Fuller test for a unit root amounts to estimating p and doing a standard-looking t-test for Hy : p = 1
but using a non-standard set of critical values.

e The null hypothesis is that the series has a unit root.
e If ¢ is greater than the critical values, then the series is stationary (no unit root).
e If ¢ is less than the critical values, then the series is non-stationary (unit root)

An important point to note when using the Dickey-Fuller test is that the errors are assumed to be white noise.

Another way of estimating the Dickey-Fuller test is by doing the following:

AY,=(p—1)Yi1 +w
=0Y;_1 + uy (116)

where we now need to test to see if § = 0. If § = 0, we have non-stationarity. If § # 0 then we have
stationarity. Note that this is exactly how STATA does its Dickey-Fuller test. So, the important thing to note
is that you are testing to see if & = 0 and not whether p = 1 when using STATA. This transformation is nice
because it means that we do not have to calculate the test statistic pU;pl

If you recall, there are different sources of non-stationarity. To test for these different sources, you can
estimate slightly different D-F tests.

1. NO CONSTANT (NO DRIFT, NO TREND)

If we estimate a model without a constant, we are assuming that there is no drift or deterministic time
trend. Such a model is shown below. This allows us to test for a unit root.

Yi = pYi1 + 1 (117)
You can estimate this D-F test using STATA by typing
e dfuller Y, noconstant
You can also do the D-F test manually by typing:
e regress D.Y L.Y, noconstant

where D.Y means the change in Y (AY) and L.Y is the lag of Y (Y;_1).
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2. CONSTANT (DRIFT, NO TREND)

As I said earlier, we may believe that there is non-stationarity for other reasons than a unit root. One
reason is that there may be drift. It is possible to test for both a unit root and drift with the following model.

Yi=a+pYi1+u (118)

Note the introduction of a constant now («). It turns out that this model can be rewritten (see Equation 99)

as
T

Vi=Yo+at+> u (119)
t=1
It is now easy to see that the series has a drift which manifests itself as the trend at; over time the drift
will come to dominate the series. Note that the presence of drift makes the series non-stationary on its own
irrespective of whether there is a unit root. This means that if we think there might be drift and are worried
about non-stationarity, we need to test both p = 1 and & = 0. We might also want to do a joint test. Note
that the critical values for testing this model are different to the critical values used to test the model with no
constant shown earlier.
As before, we can rewrite (118) as

AYi=a+(p—1)Yi1 +w
=a+ 01+ u (120)

You can estimate this version of the D-F test using STATA by typing:
e dfuller Y, regress

You can also do it manually by typing

e regress D.Y L.Y??

3. CONSTANT AND TIME TREND

Instead of there being a drift, we may have a series with a deterministic trend. Such a model is shown
below
Yi=a+ Bt +pYi1 +w (121)

Now « really is just a constant. The deterministic time trend is captured by Gt. Again, the deterministic time
trend can lead to non-stationarity on its own. Thus, to test for non-stationarity we need to test both p = 1
and 3 = 0. We can do a joint F-test as well. Again, we need to use a slightly different set of critical values
to those used in the models with drift and the no constant.

As before we can reformulate (121) as

AY;=a+ft+(p—1)Yio1 +w
=a+ [Bt+0Ys 1+ uy (122)

A 2Note again that we could just as easily type ‘regress prezapproval L.prezapproval’ etc. and test that 5 = 1 rather than that
0=0.
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You can estimate this model in STATA by typing
e dfuller Y L.Y, trend regress

Or you can do it manually by typing:
e generate trend = _n
e regress D.Y L.Y trend

Zorn notes that it is quite common to check for time trends and that it is worse to omit a trend from a model
when the data generating process has one than to include one when it does not. In practice, people nearly
always include a constant and they often include a trend.

CRITICAL VALUES

The critical values for rejecting the null hypotheses with the D-F test depend on whether we have a no
constant model, a drift model, or a trend model. Below is a summary of the critical values for each model.

Table 10: Critical Values for Dickey-Fuller Tests

Model p-values Critical Value
No Constant p<0.05 -1.939
p<0.01 -2.566
Drift, No Trend p<0.05 -2.862
p<0.01 -3.434
Trend p<0.05 -3.413
p<0.01 -3.964

t-statistics in parentheses.

6.3.2 Augmented Dickey-Fuller and Phillips-Perron Test

As I stated earlier, the Dickey-Fuller test requires that the errors be uncorrelated i.e. no serial correlation.
Why is serial correlation a problem? Well imagine that we had a model where the first difference of Y is a
stationary AR(p) process:

P
AYy =) dilYi i+ (123)
i=1
This model says that the model for Y; is

p
AY, =Y+ ) dilNYii + v (124)
=1

If this is really our model and we estimate a standard D-F test i.e.

Yi=pYia+uw (125)
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then the term Y ©_, d; AY;_; gets put in the error term v;. This induces an AR(p) structure in the vs and the
standard D-F statistic will be wrong.
So, what can we do? Well, we have two possibilities.

AUGMENTED DICKEY-FULLER TEST

Instead of estimating

Yi= Vi1 4w (126)
we estimate ,
AY, =Y +aiy AYi+u (127)
i=1

As before, we will test whether § = 0 to see if we have a unit root.2In effect, we are changing the model
that we use in the test with the augmented D-F test. We can estimate this test in STATA by typing

e dfuller Y, noconstant lags(1)

Just as with the standard D-F test, we can still include a constant/trend term i.e.

p
AY;=a+pt+0Yi 1+ Y AV i+ v (128)
i=1

The test that I have shown is assuming that we have an AR(1) process. Essentially what we have done is to
include a lag of §Y;_1 so as to ensure that the vs are white noise. However, one lag may not be enough i.e.
we may not have an AR(1) process. This will require adding in additional lags of 6Y;_1. There are some
decisions to make when determining how many lags to put in. If you don’t put enough lags in then there will
be serial correlation in the errors and the test will not work or you can put too many lags in and the power of
the test statistic goes down. Zorn suggests that you start with a large value of p i.e. include a lot of lags and
reduce it if the values of & are insignificant. An alternative strategy is to estimate the model with different
values of p and then use an AIC/BIC/F-test to determine which is the best option.

PHILLIPS-PERRON TEST

The Phillips-Perron test does not change the model that it uses in the test. In other words, it keeps the
model we used originally:

Ay =a+pYi1 + 1y (129)

Without going into any detail, the P-P test adjusts the original D-F test statistic so that it more closely
conforms to the ‘standard’ D-F distribution. If you wanted to estimate a P-P test in STATA, you would type
one of the following depending on what you think the model is:

e pperron Y, lags(1)

ZRemember that this is the same as having Y; = pY;_1 + d; P, Yi_i + vt and testing to see if p=1.
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e pperron Y, lags(1) trend

Note that the ‘lags’ don’t refer to lags of §Y;_; any more. As before, though, you will need to play around
with how many lags to include.

TBA

Granger Causality

Spurious Regression

Cointegration

Error Correction Models again
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