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Egapuoouévn Maxpo-otxovouetpia

Areuxpivnoelg Okun

1 Paper Owyang & Sekhposyan, undoetypo 7

"BEotw

Auy = o+ BAY + BiAyi—1 + B2Ayi—o
+71Aui1 + Y2 Aup_o + Midy + Xodi Ay + €4 (1)

To undderypa (1) avtiotoyel oto (7) tou dedpou Twv Owyang & Sekhposyan.
Ynuelwon: v otdoeg dwodiooieg oylet ... = E(zi1) = E(zy) = E(zi41) = . ..

Omndre, 10 undderypa unovoel (avopevéuevn uéon petafolf TocooTtol avepyiog:
E(Au) = E(Au) yo x&le t)

E(Au) = a+ BE(Ay)+ /E(Ay) + BE(Ay)
+71 E(Au) + v E(Au) + A\dy + Aedi E(Au) (2)

Eotw (1) =1 =7 — v xaw 5(1) = B+ f1 + Po, 161

_ o pA)
B(dw) = —o5 + 25 Bl

Ye neptodoug peyeduvong (d; = 0)

/\1 )\2
mdt + mth(Ay)

Ay) +
E(Aul|d; =0) = — + ﬁ—E(Ay)

eV oe epddoug Leong (dy = 1)

E(Auld, = 1) = 0 +6(17)($)\2E(Ay)

"Apat 1) SLapopd TN P€on) HETUBOAY| TOU TOGOGTOU aveRYiag UETOUEY UPECEWY XOlL UEYEV-
YOoewv (recessions-expansions) diveton ond

A1 Ao
S Ay

xou avegdeTnTa Tou Péoou putuol ueyéduvane E(Ay), n napomdve dtopopd diveton
’ L 7 ’ 8E(A’u,) e e . , , ﬁ
and - H &c/xcpopoz oTny evanonoia 9E(Ay (sensitivity) &vsrou/ omé -
Kou o7Tic 000 TepInTtoel, ol GUVTEAEGTES Aq, Ag OLAPOPOTIOLOUY TO ATOTENECUAL.

E(Auld; = 1) — E(Auld; = 0) =
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[Mo mopddeLypa EXTIMVTAC TO
dtdy = dt*dy
smpl ; 2019:4
ARDL22 <- ols du const dy dy(-1) dy(-2) du(-1) du(-2) dt dtdy
TOEVOUNE TOl TUEAUXATL ATOTEAECUATAL

ARDL22: OLS, using observations 1948:4-2019:4 (T = 2895)
Dependent variable: du

coefficient std. error t-ratio p-value
const 0.105046 0.0276206 3.803 0.0002 * Ak
dy —0.128920 0.0177660 —-7.257 4.00e-012 **=*
dy 1 -0.0511379 0.0180850 —2.828 0.0050 *h*
dy 2 -0.0267582 0.0182876 —-1.463 0.144¢6
du 1 0.270958 0.0568313 4.768 3.0le-06 ***
du 2 —-0.0591979 0.0490016 —-1.208 0.2280
dt 0.331648 0.0480786 6.898 3.58e-011 ***
dtdy —-0.0882357 0.0409176 -2.156 0.0319 *

Ewova 1. Extiunon urodeiyuatog 1 pe dedopéva H.ILA

Ondte, 1 u€on petoforr) Tou T060GTOV AVERYiUG DLUPEPEL OTIC UPECELS XAUTA
0.331648/(1 — 0.270958 + 0.0591979) = 0.420745

(Onhadh ebvon 0.42 TocooTiades Yovédeg peyolbteen!).

AvtioTorya, 1 evarcdnola tne avepyloag dmwe Yetpléton omd T0 YUECO ATOTEAE-
opa etvor -0.12892 oe mepLodoug peyéduvorng, xou -0.12892-0.082357=-0.211277
o€ TepLodoug Ugeomng. ‘Apa ula ueTtaolrr| Tou puiUoy peyéduvong xatd pla Tocoo Tk
Hovéda (Eotw pelwo?| Tov) vtodnimver adEnom e avepylug xotd 0.1289 toco-
oTialeg YovadeS U€oa oTo Telunvo 6Tay BeV €YOUUE UQEST] EVEK UTOONAGVEL adENoT TNG
avepyiog 0.2112 mocootialeg povddes 6tav €youue Dpeon (ula adEnan Tou cLVTEAEG TN
e t8Ene Tou (0.2112/0.1289)-1=0.6384 | 64% mepinov).

Eneldr| oe meplddoug yeyéduvong €youue avgnon tou mpaypotixol AE.IT xou Yeti-
%6 péco pudud peyéduvong, Utopolue Vo OXEPTOUUE (XUhDTERX) TO EXTUNUEVO GUECO
amoteheoya -0. 12892 oe neptddoug peyeduvong we ‘uia avEnon oo pviud peyédur-
ons katd 1 mooootiaia jovdda emipépel Melwon oTn Uéon HETaPOAT) TOU TOTO0TOU
avepyiag katd 0.12892 nooootiateg povddes’

2JUVOAXO ATOTEAECUAL.

Moaxpoyeovia, uio adinon tou puiduol yeyéduvone (o€ meptddoug KeyeDuv-
ong) xatd pio mocooTioda Lovada empépel GuUVOAXT peTaBoln (uelwon) oty uéon
ueTOBoAY) Tou TOGOGTOU avepYlaC:

(1
(1)

=

= (—0.12892 — 0.0511379 — 0.0267582) /(1 — 0.270958 + 0.0591979) = —0.2623

>



0.2623 mocooTiolec HOVAdES

Moaxpoyeovia, ula ToU pLiOL peyéduvorng (oe mepLdBoug LYeoTNg)
xotd plor tocoo Tiador Lovado ETLPEREL GUVORXT) UETABO0AY 6TNY UEoT METAOAT) Tou To-
coaTol avepyiag ( )

((—0.12892—0.0511379—0.0267582)—0.0882357) /(1—0.270958+0.0591979) = —0.3743

0.375 mocooTileC HOVAOES.

2 Distributed lags

The more modern view is to model the correlation or dynamics as part of the model
rather than treat it as an estimation nuisance. The modern approach, then, is to
model the dynamics directly rather than treat autocorrelation as a nuisance.

A distributed-lag model is a dynamic model in which the effect of a regressor x
on y occurs over time rather than all at once. The individual coefficients 3’s are
called lag weights and the collectively comprise the lag distribution. They define -
along with the autoregressive part if present - the pattern of how x affects y over
time. ARDL(p,q):

O(L)yy = o+ B(L)xy + uy (3)

with
O(L)=1—¢L— Y Fa— opLP

and
B(L) = Bo+ BiL+ BoL? + ... + B, L1

Avoiding inconsistency requires that we make sure that the error term w; is not
serially correlated. Because the OLS estimators are inconsistent, so are all test
statistics and estimators based on the OLS residuals.

We are going to pay special attention to the (i) impulse response function and (ii)
the unit or cumulative impulse response function associated with these models. As
Greene (2003, 560) notes, looking at the impulse and unit response functions in time
series models is the counterpart of looking at marginal effects in the cross-sectional
setting. Imagine that our models are in equilibrium. An impulse response function is
when the independent variable goes up one unit in one period and then back down
to zero in the next period. The unit response function is when the independent
variable goes up one unit and remains up one unit for all remaining periods.

The dynamic marginal effects

OYith
—_— 4
s (4)

If, as is usually the case, the lag weights 1, decline exponentially to zero from
an initial value, the long-run cumulative effect of x on y is well defined and

B(1
given by % = W(1). The long-run equilibrium defines the state to which the
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time series converges to over time (apply the expectation operator to get rid of time
and disturbances).
The long run equilibrium for this model is:
a B(1)

“om Tem”

One difficulty that is common to all distributed-lag models is choice of lag length,
whether this be choosing the point ¢ at which to truncate a finite lag distribution
or choosing how many lagged dependent variables to include.

2.1 Choosing the lag length

e In all of the models we have studied, we must specify the length of the lag
prior to estimation. Economic theory rarely gives us information about the
lag length, so this must usually be determined empirically. Several methods
are available to econometricians to gain information about the appropriate lag
length, though they do not always give the same answer.

e There is no “right way” to identify the length of a lag. We are usually forced
to make a judgment after looking at the evidence from several methods.

e The methods we discuss for choosing lag length can apply either to the lagged
x terms on the right-hand side - the lag length that we have been calling ¢ - or
to the number of lagged dependent variables to include in an autoregressive-lag
or ARDL model - what we have called p.

e However, most of these methods cannot be applied in a straightforward way to
determining the length of restricted lag models such as the linearly-declining
lag or the polynomial distributed lag.

2.2 Determining lag length by statistical significance

e (general to specific) An obvious way to choose the length of a lag is to start
with a long lag test the statistical significance of the coefficient at the longest
lag—the “trailing lag” - and shorten the lag by one period it if we cannot reject
the null hypothesis that the effect at the longest lag is zero. We continue
shortening the lag until the trailing lag coefficient is statistically significant.

e Although this method (general to specific) has appeal, there are dangers as
well. Remember that an insignificant ¢ statistic on the trailing lag only fails to
reject the hypothesis of a zero coefficient; it does not prove that the coefficient
is zero! It is therefore quite possible that this procedure will choose a lag
length that is too short.

e (specific to general) An alternative that also relies on statistical tests of si-
gnificance is to start with a very short lag and successively add lag terms,
continuing to add lags that are statistically significant and stopping when the

4
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2.3

marginal lag coeflicient is not. This method is similar to the one above and
often, though not necessarily always, leads to a similar choice of lag length.

To see why they are not identical, consider what would happen if the first,
second, and fourth lags were (always) statistically significant but the third lag
and all lags longer than four are not. Starting from a long lag and working
downward you would stop at four lags, eliminating the insignificant fifth lag
but retaining the third lag by convention. Starting from a short lag length
and working upward you would stop at two lags; you would never discover the
significant fourth lag.

Determining lag length by information criteria

Information criteria are designed to measure the amount of information about
the de-pendent variable contained in a set of regressors. They are goodness-
of-fit measures of the same type as R? or R?, but without the convenient
interpretation as share of variance ex-plained that we give to R2 in an OLS
regression with an intercept term. The most commonly used criteria are the
Akaike information criterion (AIC) the corrected AIC (AICc), the Schwartz or
Bayesian information criterion (BIC or SIC or SBIC) and the Hannan-Quinn
criterion (HQ).

The “main ingredient” in those information criteria is the sum of squared
residuals, which we want to make as small as possible. Thus, we want to
minimize the criteria and choose the model with the smallest AIC or AICc
or BIC or HQ value.

Thus, we want to minimize the criteria and choose the model with the smallest
criterion value. When using the information criteria to choose lag length,
we must be very careful to make sure that all candidate models among which
we are choosing are estimated over exactly the same sample period. This
requires particular caution in lag models because there will usually be more
observations available for models with shorter lags (because with fewer lags we
“lose” fewer observations at the beginning of the sample). Passively allowing
the software (without knowing exactly what it is doing) to set the sample
by using all available observations will result in samples with different 7" for
models with lags of different length, thus the information criteria calculated
from them cannot be compared. You should always keep the sample the same
across regressions being compared with information criteria, then verify that
all of the observations being compared have identical sample lengths.

The BIC criterion penalizes additional parameters more strongly than the
AIC (assuming, plausibly, that InT > 2). Thus, the BIC always chooses a lag
length that is shorter than (or the same length as) the one that minimizes the
AIC. Neither is “better”, so one might consider the AIC as a lower bound and
the SBIC as an upper bound for the appropriate lag length. In the case that
they happen to agree, the choice is clear.
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2.4 Determining lag length by residual autocorrelation

e As discussed above, adding lags of x and/or y to the right-hand side of a
distributed-lag regression usually lessens the degree of autocorrelation in the
error term. Estimators of some models (especially those with lagged dependent
variables) are sensitive to autocorrelated errors, so another criterion that is
sometimes used for choosing lag length is the elimination of autocorrelation in
the residuals.

e When using residual autocorrelation to determine lag length, one adds lags
until the residuals appear to be white noise. After running the distributed-
lag regression, one extracts the residuals and uses a Breusch-Godfrey LM
test or a Box-Ljung Q test to test the null hypothesis that the residuals
are white noise. Rejecting the white-noise null hypothesis means that more
lags should be added to the regression according to this criterion. If you have
serial correlation left over, then you might consider adding additional lags of
the dependent variable or lags of the independent variables to clean it up



