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Preface 

Except for this preface, this study is completely self-contained. It 
is intended to serve both as an introduction to Quantification Theory 
and as an exposition of new results and techniques in "analytic" or 
"cut-free" methods. We use the term "analytic" to apply to any proof 
procedure which obeys the subformula principle (we think of such a 
procedure as "analysing" the formula into its successive components). 
Gentzen cut-free systems are perhaps the best known example of ana­
lytic proof procedures. Natural deduction systems, though not usually 
analytic, can be made so (as we demonstrated in [3]). In this study, we 
emphasize the tableau point of view, since we are struck by its simplicity 
and mathematical elegance. 

Chapter I is completely introductory. We begin with preliminary 
material on trees (necessary for the tableau method), and then treat the 
basic syntactic and semantic fundamentals of propositional logic. We 
use the term "Boolean valuation" to mean any assignment of truth 
values to all formulas which satisfies the usual truth-table conditions 
for the logical connectives. Given an assignment of truth-values to all 
propositional variables, the truth-values of all other formulas under this 
assignment is usually defined by an inductive procedure. We indicate 
in Chapter I how this inductive definition can be made explicit-to this 
end we find useful the notion of a formation tree (which we discuss 
earlier). 

In Chapter II we give a detailed presentation of our version of the 
tableau method for propositional logic. Our tableaux-which we term 
analytic tableaux--combine certain features of the semantic tableaux 
of Beth with the tableaux of Hintikka. Our tableaux, unlike those of 
Beth, use only one tree instead of two. Hintikka's tableau method also 
uses only one tree, but each point of the tree is a finite set of formulas, 
whereas in ours, each point consists of a single formula. The resulting 
combination has many advantages-indeed we venture to say that if 
this combination had been hit on earlier, the tableau method would by 
now have achieved the popularity it so richly deserves. 

Chapter III is devoted exclusively to the Compactness Theorem for 
propositional logic-namely that a denumerable set offormulas is (simul­
taneously) satisfiable providing all its finite subsets are satisfiable. We 
discuss several different proofs because they are analogues of different 
completeness proofs for First-Order Logic. 
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Chapter IV consists of purely introductory material for First-Order 
Logic. Chapter V treats tableaux for First-Order Logic. There we give 
proofs of the well known completeness theorem, compactness theorem 
(for First-Order Logic) and the Skolem-Lowenheim theorem. 

Chapter VI is devoted to the unifying principle which we sketched 
in [2]. Some of the applications of the principle are treated in subsequent 
chapters. 

Chapter VII is devoted to one theorem which should be far more 
widely known and appreciated than it appears to be. We refer to this 
as the Fundamental Theorem of Quantification Theory. It easily yields 
the Completeness Theorem and far more! It is difficult to credit this 
theorem to anyone author. It is Herbrand-like in character, but it also 
incorporates many ideas due to Henkin, Hasenjaeger and Beth. 

In Chapter VIII we show how our earlier completeness results can 
be used to etablish the completeness of the more usual Hilbert-type 
axiom systems for First-Order Logic. We start with a system Ql which 
is much like a standard system., though it incorporates some new fea­
tures-viz avoidance of worry about collision of quantifiers. We then 
consider several other systems, each of which is ostensibly (but not 
really) weaker than the preceeding, ending with a system Qi of partic­
ular interest. The rules of Qi are alII-premise rules, and it is not imme­
diately obvious that the set of theorems of Q~ is closed under modus 
ponens. The completeness of Qi might come as somewhat of a shock 
to those not already familiar with the Fundamental Theorem, but the 
completeness of Qi is really just about tantamount to the Fundamental 
Theorem. The system Qi, though a Hilbert-type system, has features 
reminiscent of Gentzen's Extended Hauptsatz. It obeys something rather 
close to the subformula principle, and the only way a sentence can 
possibly be proved in this system is by starting with a tautology and 
then applying purely quantificational rules. A modification of Qi is 
given later in this book which yields a new proof of the Craig Inter­
polation Lemma, reducing it to the propositional case without appeal 
to prenex normal form. 

In Chapter IX we consider a modernized version of the Henkin­
Hasenjaeger completeness proof, using an idea due to Beth, with a 
touch of pepper and salt thrown in by the author. It proceeds in a 
slightly more direct manner than any other version we have seen, as 
does also the proof there of the Skolem-Lowenheim theorem. 

The material of Chapter X will, we hope, prove of expository value 
even to the experts. There we try to gain some insight into the essential 
differences and similarities between completeness proofs along the 
Lindenbaum-Henkin lines and completeness proofs of cut-free systems. 
We conclude the chapter with a new completeness proof, incorporating 



Preface IX 

an idea suggested verbally by Henkin to the author, and modified so as 
to be applicable to cut-free systems. 

In Chapter XI we study Gentzen systems for propositional logic 
and quantification theory. Using our unified "IX, {3, y, <5" notation, we 
are able to formulate these systems in a uniform manner-i. e. in such 
a way that the logical connectives and quantifiers do not appear explic­
itly in any of the postulates. This allows of a particularly attractive 
treatment of the metatheory, since 12 cases can then be collapsed into 4. 

Chapter XII consists of Gentzen's Hauptsatz and related results. 
Our unified notation pays off further in simplifying the proofs. 

Chapter XIII treats the tableau method for prenex formulas. For 
prenex formulas, the tableaux need no branching! The resulting com­
pleteness proof is substantially that of Dreben-Quine (cf. appendix to 
Quine [1 ])--Or of Patton [1]. This is very closely related to Gentzen's 
Extended Hauptsatz (as we see in the next chapter). In concluding 
Chapter XIII, we sketch an interesting alternative completeness proof 
which avoids appeal to any systematic construction of the tree, but 
rather utilizes the Henkin-Hasenjaeger principle in a somewhat different 
context. [In general, we strive throughout this study to consider various 
inter-relationships between the ideas of many authors.] 

Chapter XIV contains new material on Gentzen systems. After first 
relating Gentzen's Extended Hauptsatz to the Dreben-Quine complete­
ness proof, we then consider a new version of the Extended Hauptsatz 
which does not require appeal to prenex normal form. Then we con­
sider a Gentzen-type system which satisfies a principle stronger than the 
usual subformula principle-i. e. the system is such that if any sequent 
U2 ---> V2 is used in a proof of a sequent U ---> V, then every term of U2 is 
a subformula of some term of U and every term of V2 is a subformula 
of some term of V. This feature is crucial for applications in the re­
maining three chapters. 

In Chapter XV we use this new Gentzen-type system to obtain a 
very easy proof of the Craig Interpolation Lemma. For the benefit of 
the non-experts, this chapter concludes with the usual derivation of the 
Beth definability theorem as a consequence of Craig's lemma. 

In Chapter XVI we consider new and stronger versions of the com­
pleteness theorem which we call "symmetric completeness theorems". 
These occured to the author as a consequence not of Craig's Interpolation 
Lemma itself, but rather of certain ideas used in some proofs of the 
Interpolation Lemma. 

OUf final chapter contains new systems of Linear Reasoning. We con­
sider 3 such systems-each of which is related to one of the 3 "symmetric" 
completeness theorems of the preceding chapter. The first system (which 
we express in greater detail than the others) does not require appeal to 
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prenex normal form, and uses the idea of "configurations" introduced 
by the author in [2]. Our second system comes somewhat closer to the 
original system of Craig (and does appeal to prenex normal form). The 
third system uses neither prenex normal form nor configurations, and 
is closely related to the Fundamental Theorem proved in the preceding 
chapter. 

The author wishes to express his warmest thanks to Sue Ann Walker, 
Robert Cowen, Melvin Fitting and Edwin and Steven Rosenberg for 
much valuable help in the preparation of this manuscript. 
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Propositional Logic from the Viewpoint of Analytic Tableaux 



Chapter I 

Preliminaries 

§ O. Foreword on Trees 

Trees shall play an important role throughout this work, so we 
shall commence with some pertinent definitions: 

By an unordered tree, !T, we shall mean a collection of the following 
items: 

(1) A set S of elements called points. 
(2) A function, t, which assigns to each point x a positive integer 

t(x) called the level of x. 
(3) A relation xRy defined in S, which we read "x is a predecessor 

of y" or "y is successor of x". This relation must obey the following 
conditions: 

C1 : There is a unique point a1 oflevel1. This point we call the origin 
of the tree. 

C2 : Every point other than the origin has a unique predecessor. 
C3 : For any points x, y, if y is a successor of x, then t(y)=t(x)+ 1. 
We shall call a point x an end point if it has no successors; a simple 

point if it has exactly one successor, and a junction point if it has more 
than one successor. By a path we mean any finite or denumerable se­
quence of points, beginning with the origin, which is such that each term 
of the sequence (except the last, if there is one) is the predecessor of the 
next. By a maximal path or branch we shall mean a path whose last 
term is an end point of the tree, or a path which is infinite. 

It follows at once from C 1, C 2, C 3 that for any point x, there exists a 
unique path Px whose last term is x. If y lies on Px , then we shall say that 
y dominates x, or that x is dominated by y. If x dominates y and x -:f- y, 
then we shall say that x is (or lies) above y, or that y lies below x. We 
shall say that x is comparable with y if x dominates y or y dominates x. 
We shall say that y is between x and z if y is above one of the pair {x, z} 
and below the other. 

By an ordered tree, !T, we shall mean an unordered tree together with 
a function 8 which assigns to each junction point z a sequence 8(z) which 
contains no repetitions, and whose set of terms consists of all the succes­
sors of z. Thus, if z is a junction point of an ordered tree, we can speak 
of the 1st, 2nd, ... , nth, ... successors of z (for any n up to the number of 
successors of z) meaning, of course, the PI, 2nd, ... , nth, ... terms of 8(z). 
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For a simple point x, we shall also speak of the successor of x as the 
sole successor of x. 

We shall usually display ordered trees by placing the origin at the 
top and the successor(s) of each point x below x, and in the order, from 
left to right, in which they are ordered in the tree. And we draw a line 
segment from x to Y to signify that Y is a successor of x. 

We shall have occasion to speak of adding "new" points as successors 
of an end point x of a given tree fl. By this we mean more precisely the 
following: For any element Y outside fI, by the adjunction of Y as the 
sole successor of x, we mean the tree obtained by adding Y to the set S, 
and adding the ordered pair <x,y) to the relation R (looked at as a set 
of ordered pairs), and extending the function t> by defining t>(y) =t>(x) + 1. 
For any distinct elements Yl' ... , Yn, each outside S, by the adjunction of 
Yl, ... ,Yn as respective l't,2nd, .•• , nth successors of x, we mean the tree 
obtained by adding the Yi to S, adding the pairs <x,y) to R and extending 
t> by setting t>(Yl) = ... =t>(Yn) =t>(x) + 1, and extending the function 8 
by defining 8(x) to be the sequence (Yl' ... , Yn). [It is obvious that the 
extended structure obtained is really a tree]. 

A tree is called finitely generated if each point has only finitely many 
successors. A tree, fI, is called finite if fI has only finitely many points, 
otherwise the tree is called infinite. Obviously, a finitely generated tree 
may be infinite. 

We shall be mainly concerned with ordered trees in which each 
junction point has at most 2 successors. Such trees are called-dyadic trees. 
For such trees we refer to the first successor of a junction point as the 
left successor, and the second successor as the right successor. 

[Exercise: In a dyadic tree, define x to be to the left of y if there is a 
junction point whose left successor dominates x and whose right successor 
dominates y. Prove that if x is to the left of y and y is to the left of z, 
then x is to the left of z ]. 

§ 1. Formulas of Propositional Logic 

We shall use for our undefined logical connectives the following 4 
symbols: 

(1) '" [read "not"], 
(3) v [read "or"], 

(2) A [read "and"], 
(4) ~ [read "implies"]. 

These symbols are respectively called the negation, conjunction, dis­
junction, and implication symbols. The last 3 are collectively called binary 
connectives, the first ( '" ) the unary connective. 
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Other symbols shall be: 
(i) A denumerable set Pi,P2' ... , Pn' ... of symbols called propositional 

variables. 
(ii) The two symbols (,), respectively called the left parenthesis and 

the right parenthesis (they are used for purposes of punctuation). Until 
we come to First-Order Logic, we shall use the word "variable" to mean 
propositional variable. 

We shall use the letters "p", "q", "r", "s" to stand for any of the variables 
Pi' P2' ... , Pn' .... The notion of formula is given by the following recursive 
rules, which enable us to obtain new formulas from those already con­
structed: 

F 0: Every propositional variable is a formula. 
F i : If A is a formula so is ~A. 
F 2,F 3,F 4: If A, B are formulas so are (A /\ B), (A v B), (A :::> B). 
This recursive definition of "formula" can be made explicit as follows. 

Bya formation sequence we shall mean any finite sequence such that each 
term of the sequence is either a propositional variable or is of the form 
~ A, where A is an earlier term of the sequence, or is of one of the forms 
(A /\ B), (A v B), (A:::> B), where A, B are earlier terms of the sequence. 
Now we can define A to be a formula ifthere exists a formation sequence 
whose last term is A. And such a sequence is also called a formation 
sequence for A. 

For any formula A, by the negation of A we mean ~ A. It will some­
times prove notationally convenient to write At in place of ~ A. For 
any 2 formulas A, B, we refer to (A /\ B), (A v B), (A :::> B) as the conjunction, 
disjunction, conditional of A, B respectively. In a conditional formula 
(A :::> B), we refer to A as the antecedent and B as the consequent. 

We shall use the letters "A", "B", "C", "X", "Y", "Z" to denote 
formulas. We shall use the symbol "b" to denote any of the binary 
connectives /\, v, :::> ; and when "b" respectively denotes /\, v, :::> then 
(X bY) shall respectively mean (X /\ y), (X v y), (X :::> Y). We can thus 
state the formation rules more succinctly as follows: 

F 0: Every propositional variable is a formula. 
F 1: If X is a formula so is ~ X. 
F 2: If X, Yare formulas, then for each of the binary connectives b, 

the expression (X bY) is a formula. 
In displaying formulas by themselves (i. e. not as parts of other 

formulas), we shall omit outermost parentheses (since no ambiguity can 
result). Also, for visual perspicuity, we use square brackets [ ] inter­
changeably with parentheses, and likewise braces { }. Usually we shall 
use square brackets as exterior to parentheses, and braces as exterior to 
square brackets. 
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Example. Consider the following formula: 

It is easier to read if displayed as follows: 

Biconditional-we use "X +-+ Y" asan abbreviation for (X => Y) 1\ (Y=> X). 
The formula X +-+ Y is called the biconditional of X, Y. It is read "X if and 
only if Y" or "X is equivalent to Y". 

Uniqueness of Decomposition. It can be proved that every formula 
can be formed in only one way-i. e. for every formula X, one and only 
one of the following conditions holds: 

(1) X is a propositional variable. 
(2) There is a unique formula Y such that X = Y'. 
(3) There is a unique pair Xl, X 2 and a unique binary connective b 

such that X = (Xl bX2 ). 

Thus no conjunction can also be a disjunction, or a conditional; no 
disjunction can also be a conditional. Also none of these can also be a 
negation. And, e. g., (Xl 1\ X 2) can be identical with (Y11\ Y2 ) only if 
Xl = Y1 and X 2 = Y2 (and similarly with the other binary connectives). 
We shall not prove this here; perfectly good proofs can be found, e. g. in 
CHURCH [1] or KLEENE [1J. 

In our discussion below, we shall consider a more abstract approach 
in which this combinatorial lemma can be circumvented. 

*Discussion. First we wish to mention that some authors prefer the 
following formation rules for formulas: 

F~: Same as Fo. 
F~: If X is a formula, so is "'(X). 
F~: If X, Yare formulas, so is (X)b(Y). 

This second set of rules has the advantage of eliminating, at the outset, 
outermost parentheses, but has the disadvantage of needlessly putting 
parentheses around variables. 

It seems to us that the following set of formation rules, though a bit 
more complicated to state, combines the advantages of the two preceeding 
formulations, and involves using neither more nor less parentheses than 
is necessary to prevent ambiguity: 

F~: Same as before. 
F'{: If X is a formula but not a propositional variable and p is a 

propositional variable, '" (X) and '" p are formulas. 
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F~: If X, Yare both formulas, but neither X nor Y is a propositional 
variable, and if p, q are propositional variables, then the following 
expressions are all formulas: 

(a) (X)b(Y), 
(b) (X)bq, 
(c) pb(Y), 
(d) pbq. 

In all the above 3 approaches, one needs to prove the uniqueness 
decomposition lemma for many subsequent results. Now let us consider 
yet another scheme (of a radically different sort) which avoids this. 

First of all, we delete the parentheses from our basic symbols. We 
now define the negation of X, not as the symbol '" followed by the first 
symbol of X, followed by the second symbol of X, etc. but simply as the 
ordered pair whose first term is ""," and whose second term is X. And 
we define the conjunction of X, Y as the ordered triple whose first term 
is X, whose second term is " 1\ " and whose third term is Y. [In contrast, 
the conjunction of X and Y, as previously defined, is a sequence of 
n + m + 3 terms, where n, m are the respective number of terms of X, Y. 
The "3" additional terms are due to the left parenthesis, right parenthesis 
and" 1\ "]. Similarly we define the disjunction (conditional) of X, Y as 
the ordered triple (X,b, Y) where b is the binary connective in question. 

Under this plan, a formula is either a (propositional) variable, an 
ordered pair (if it is a negation) or an ordered triple. Now, no ordered 
pair can also be an ordered triple, and neither one can be a single symbol. 
Furthermore, an ordered pair uniquely determines its first and second 
elements, and an ordered triple uniquely determines its first, second and 
third elements. Thus the fact that a formula can be formed in "only one 
way" is now immediate. 

We remark that with this plan, we can (and will) still use parentheses 
to describe formulas, but the parentheses are not parts of the formula. 
For example, we write X 1\ (Yv Z) to denote the ordered triple whose 
first term is X, whose second term is " 1\ ", and whose third term is itself 
the ordered triple whose first, second and third terms are respectively, 
Y, v, Z. But (under this plan) the parentheses themselves do not belong 
to the object language!) but only to our metalanguage!). 

The reader can choose for himself his preferred notion of "formula", 
since subsequent development will not depend upon the choice. 

1) The term object language is used to denote the language talked about (in this case 
the set of formal expressions of propositional logic), and the term metalanguage is used to 
denote the language in which we are talking about the object language (in the present case 
English augmented by various common mathematical symbols). 
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Subformulas. The notion of immediate subformula is given explicitly 
by the conditions: 

10: Propositional variables have no immediate subformulas. 
II: ~ X has X as an immediate subformula and no others. 
12 - 14: The formulas X /\ Y, X V Y, X -::J Y have X, Yas immediate 

subformulas and no· others. 
We shall sometimes refer to X, Y respectively as the left immediate sub­
formula, right immediate subformula of X /\ Y, X V Y, X -::J Y. 

The notion of subformula is implicitly defined by the rules: 
Sl: If X is an immediate subformula of Y, or if X is identical with Y, 

then X is a subformula of Y. 
S 2: If X is a subformula of Yand Y is a subformula of Z, then X is 

a subformula of Z. 
The above implicit definition can be made explicit as follows: Y is 

a subformula of Z iff (i.e. if and only if) there exists a finite sequence 
starting with Z and ending with Y such that each term of the sequence 
except the first is an immediate subformula of the preceding term. 

The only formulas having no immediate subformulas are proposi­
tional variables. These are sometimes called atomic formulas. Other for­
mulas are called compound formulas. We say that a variable p occurs in 
a formula X, or that p is one of the variables of X, if p is a subformula 
of X. 

Degrees; Induction Principles. To facilitate proofs and definitions by 
induction, we define the degree of a formula as the number of occurrences 
of logical connectives. Thus: 

Do: A variable is of degree O. 
D1 : If X is of degree n, then ~ X is of degree n + 1. 
D2 -D4 : If X, Yare of degrees n1,n2 , then X /\ Y, Xv Y, X-::J Yare 

each of degree n1 + n2 + 1. 
Example. 
p /\ (q V ~ r) is of degree 3. 
p /\ (q V r) is of degree 2. 
We shall use the principle of mathematical induction (or of finite 

descent) in the following form. Let S be a set of formulas (S may be 
finite or infinite) and let P be a certain property of formulas which we 
wish to show holds for every element of S. To do this it suffices to show 
the following two conditions: 

(1) Every element of S of degree 0 has the property P. 
(2) If some element of S of degree > 0 fails to have the property P, 

then some element of S of lower degree also fails to have property P. 
Of course, we can also use (2) in the equivalent form: 
(2)' For every element X of S of positive degree, if all elements of S 

of degree less than that of X have property P, then X also has property P. 
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Formation Trees. It is sometimes useful to display all the subformulas 
of a given formula X in the form of a dyadic tree which we call a formation 
tree for X ... which completely shows the pedigree of X. We start the 
tree with the formula X at the origin, and each node of the tree which 
is not a propositional variable "branches" into its immediate subfor­
mulas. More precisely, a formation tree for X is an ordered dyadic 
tree !Y whose points are formulas (or rather occurrences of formulas, 
since the same formula may have several different occurrences on the 
tree) and whose origin is (an occurrence of) X, and such that the follow­
ing 3 conditions hold: 

(i) Each end point is (an occurrence of) a propositional variable. 
(ii) Each simple point is of the form '" Y and has (an occurrence 

of) Y as its sole successor. 
(iii) Each junction point is of the form X bY and has (occurrences 

of) X, Y as respective left and right successors. 
As an example the following is a formation tree for the formula 

[(p A q) ~ ('" p v '" '" q)] v (q ~ '" p): 

[(p A q) ~ ('" p v '" '" q)] v (q ~ '" p) 

~ 
(p A q) ~ ( '" p v '" '" q) q ~ ~ p 

~ /'( 
pAq "'pv '" "'q q "'p 

1\ ~ I 
p q "'p "''''q p 

I I 
p '" q 

I 
q 

We might remark that the subformulas of a given formula X are 
precisely those formulas which appear somewhere on the formation 
tree for X. 

§ 2. Boolean Valuations and Truth Sets 

Now we consider, in addition to the formulas of propositional logic, 
a set {t,f} of two distinct elements, t,J. We refer to t,J as truth-values. 
For any set S of formulas, by a valuation of S, we mean a function v 
from S into the set {t,J}-i.e. a mapping which assigns to every ele­
ment X of S one of the two values t, f. The value veX) of X under v is 
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called the truth value of X under v. We say that X is true under v if 
v(X) = t, and false under v if v(X) = f. 

Now we wish to consider valuations of the set E of all formulas of 
propositional logic. We are not really interested in all valuations of E, 
but only in those which are "faithful" to the usual "truth-table" rules 
for the logical connectives. This idea we make precise in the following 
definition. 

Definition 1. A valuation v of E is called a Boolean valuation if for 
every X, Y in E, the following conditions hold: 

B I: The formula '" X receives the value t if X receives the value f 
and f if X receives the value t. 

B2 : The formula X A Y receives the value t if X, Y both receive the 
value t, otherwise X A Y receives the value f 

B3: The formula X v Y receives the value t if at least one of X, Y 
receives the value t, otherwise X v Y receives the value f 

B4 : The formula X ~ Y receives the value f if X, Y receive the 
respective values t, J, otherwise X ~ Y receives the value t. 
This concludes our definition of a Boolean valuation. We say that two 
valuations agree on a formula X if X is either true in both valuations or 
false in both valuations. And we say that 2 valuations agree on a set S 
of formulas if they agree on every element of the set S. 

If S I is a subset of S2 and if VI' V2 are respective valuations of S 1, S2' 

then we say that v 2 is an extension of v I if v 2' V I agree on the smaller set S I . 
It is obvious that if 2 Boolean valuations agree on X then they agree 

on '" X (why?), and if they agree on both X, Y they must also agree on 
each X A Y, X V Y, X ~ Y (why?). By mathematical induction it follows 
that if 2 Boolean valuations of E agree on the set of all atomic elements 
of E (i. e., on all propositional variables) then they agree on all of E. 
Stated otherwise, a valuation Vo of the set of all atomic elements of E 
can be extended to at most one Boolean valuation of E. 

By an interpretation of a formula X is meant an assignment of truth 
values to all of the variables which occur in X. More generally, by an 
interpretation of a set W (of formulas) is meant an assignment of truth 
values to all the variables which occur in any of the elements of W. We 
can thus rephrase the last statement of the preceding paragraph by 
saying that any interpretation Vo of E can be extended to at most one 
Boolean valuation of E. That Vo can be extended to at least one Boolean 
valuation of E will be clear from the following considerations. 

Consider a single formula X and an interpretation Vo of X -or for 
that matter any assignment Vo of truth values to a set of propositional 
variables which include at least all variables of X (and possibly others). 
It is easily verified by induction on the degree of X that there exists one 
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and only one way of assigning truth values to all subformulas of X such 
that the atomic subformulas of X (which are propositional variables) 
are assigned the same truth values as under vo, and such that the truth 
value of each compound subformula Y of X is determined from the 
truth values of the immediate subformulas of Y by the truth-table rules 
Bl - B4 • [We might think of the situation as first constructing a formation 
tree for X, then assigning truth values to the end points in accordance 
with the interpretation Vo, and then working our way up the tree, succes­
sively assigning truth values to the junction and simple points, in terms 
of truth values already assigned to their successors, in accordance with 
the truth-table rules]. In particular, X being a subformula of itself 
receives a truth value under this assignment; if this value is t then we 
say that X is true under the interpretation Vo, otherwise false under Vo. 

Thus we have now defined what it means for a formula X to be true 
under an interpretation. 

Now consider an interpretation, vo, for the entire set E. Each element, 
X, of E has a definite truth value under Vo (in the manner we have just 
indicated); we let v be that valuation which assigns to each element of E 
its truth value under the interpretation Vo. The valuation v is on the 
entire set E, and it is easily verified that v is a Boolean valuation, and of 
course, v is an extension of Vo. Thus it is indeed the case that every inter­
pretation of E can be extended to one (and only one) Boolean valuation 
of E. 

Tautologies. The notion of tautology is perhaps the fundamental 
notion of propositional logic. 

Definition 2. X is a tautology iff X is true in all Boolean valuations 
of E. 

Equivalently, X is a tautology iff X is true under every interpretation 
of E. Now it is obvious that the truth value of X under an interpretation 
of E depends only on the truth values assigned to the variables which 
occur in X. Therefore, X is a tautology if and only if X is true under every 
interpretation of X. Letting n be the number of variables which occur 
in X, there are exactly 2n distinct interpretations of X. Thus the task of 
determining whether X is or is not a tautology is purely a finite and 
mechanical one-just evaluate its truth value under each of its 2n inter­
pretations (which is tantamount to the familiar truth-table analysis). 

Definition 3. A formula X is called (truth-functionally) satisfiable 
iff X is true in at least one Boolean valuation. A set S of formulas is said 
to be (simultaneously) truth-functionally satisfiable iff there exists at 
least one Boolean valuation in which every element of S is true. Such a 
valuation is said to satisfy S. 
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Definition 4. A set S truth1unctionally implies a formula X, or X is 
truth1unctionally implied by S, or is a truth1unctional consequence of S 
if X is true in every Boolean valuation which satisfies S. We also say 
that Y is truth-functionally implied by X if Y is truth functionally implied 
by the unit set {X} ... i. e. if Y is true in every Boolean valuation in which 
X is true. 

Definition 5. Two formulas X, Yare called truth functionally equi­
valent iff X, Yare true in the same Boolean valuations. [The reader 
should note that X truth-functionally implies Y iff X ~ Y is a tautology, 
and that X is truth-functionally equivalent to Y iff the formula X +-+ Y 
is a tautology J. 

Truth Sets. Let v be a Boolean valuation, and let S be the set of all 
formulas which are true under v. It is immediate from the definition of a 
Boolean valuation that the set S obeys the following conditions (for 
every X, Y): 

S 1: Exactly one of the pair (X, ~ X) belongs to S. Stated otherwise 
(~X)ES iff X¢S. 

S2: (X /\ Y) is in S iff X, Yare both in S. 
S3: (Xv Y) is in S iff XE S or YES. 
S4: (X~Y)isinSiffX¢Sor YES. 
A set S obeying the above conditions will be called saturated or 

will be said to be a truth set. Thus for any Boolean valuation, the set of 
all sentences true under the valuation is saturated. Indeed, if v is an 
arbitrary valuation, and if S is the set of all sentences which are true 
under v, then the following 2 conditions are equivalent: 

(1) v is a Boolean valuation, 
(2) S is saturated. 

Now suppose that we start with a set S, and we define Vs to be that 
valuation which assigns t to every member of S, and f to every formula 
outside S. [The function Vs is sometimes referred to as the characteristic 
function of the set S.] It is again obvious that S is saturated iff Vs is a 
Boolean valuation. 

Now the set of all sentences true under Vs is obviously S itself. Thus a 
set is saturated iff it is the set of all sentences true under some Boolean 
valuation. Thus a formula X is a tautology iff it is an element of every 
truth get; stated otherwise, the set of tautologies is the intersection of all 
truth sets and a formula X is satisfiable iff it is an element of some truth 
set. Stated otherwise, the set of satisfiable sentences is the union of all 
truth sets. Likewise a set S truth-functionally implies X iff X belongs to 
every truth set which includes S. 

We thus see that we really do not need to "import" these "foreign" 
elements t, f in order to define our basic semantic notions. In some 
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contexts it is technically more convenient to use t and f and Boolean 
valuations; in other it is simpler to use truth sets. 

Exercise 1 [Truth Functional Equivalence]. We shall use "~" in 
our metalanguage and write X ~ Y to mean that X is equivalent to Y­
i. e. that the formula X +-+ Y is a tautology. 

Now suppose that X 1 ~X 2' Prove the following equivalences: 

"'Xl~ ",X2 , 

Xl /\ Y~X2 /\ Y; 
Xl V Y~X2 V Y; 
Xl::) Y~X2::) Y; 

Y/\Xl~Y/\X2> 

Yv Xl~YV X 2 , 

Y::)Xl~Y::)X2' 

Using these facts, show that for any formula Z which contains Xl 
as a part, if we replace one or more occurrences of the part X 1 by X 2, 

the resulting formula is equivalent to Z. 
Exercise 2 - [Important for Ch. XV!]. In some formulations of 

propositional logic, one uses "t", ''I'' as symbols of the object language 
itself; these symbols are then called propositional constants. And a 
Boolean valuation is redefined by adding the condition that t must be 
given the value truth andf falsehood. [Thus, e. g. t by itself is a tautology; 
f is unsatisfiable; X ::) t is a tautology;f::) X is a tautology. Also, under 
any Boolean valuation t ::) Y has the same truth value as Y; X ::) f has 
the opposite value to X. Thus t::) Y is a tautology iff Y is a tautology; 
X::) f is a tautology iff X is unsatisfiable.] 

Prove the following equivalences: 

(1) X /\ t~X; X /\f~f, 
(2) X v t ~ t; X v f ~ X, 
(3) X::)t~t; t::)X~X, 

(4) X::)f~"'X; f::)X~t, 

(5) "'t~f; "'f~t, 
(6) X /\ Y ~ Y /\ X; X v Y ~ Y v X. 

Using these facts show that every formula X with propositional 
constants is either equivalent to a formula Y which contains no pro­
positional constants or else it is equivalent to t or to f 

Exercise 3. It is convenientto write a conjunction ( . . (X 1 /\ X 2) /\ ... /\ Xn) 
as X l /\X2 /\ .•. /\Xn, and the formulas X l ,X2 , ... ,Xn are called the 
components of the conjunction. [Similarly we treat disjunctions.] By a 
basic conjunction is meant a conjunction with no repetitions of compo­
nents such that each component is either a variable or the negation of a 
variable, but no variable and its negation are both components. [As an 
example, Pl /\ '" P2 /\ P3 is a basic conjunction-so is '" Pl /\ P2 /\ '" P3-
so is '" Pl /\ P2 /\ P3'] By a disjunctive normal formula is mean a formula 
Cl v ... V Ck> where each C i is a basic conjunction. [As an example the 
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formula (Pl/\ - P2 /\ P3) v (- P1/\ P2 /\ P3) v (-Pl /\ P2 /\ P3) is a disjunc­
tive normal formula.] A disjunctive normal formula is also sometimes 
referred to as a formula in disjunctive normal form. If we allow pro­
positional constants t, f into our formal language, then the formula f is 
also said to be a disjunctive normal formula. 

Prove that every formula can be put into disjunctive normal form­
i. e. is equivalent to some disjunctive normal formula. [Hint: Make a 
truth-table for the formula. Each line of the table which comes out "T" 
will yield one of the basic conjunctions of the disjunctive normal form.] 

Exercise 4. A binary connective C is said to be definable from connec­
tives C 1"'" Ck if there exists a formula in two variables p, q which uses 
just the connectives C 1 , ••• , Ck and which is equivalent to the formula 
pCq. 

As an example, v is definable from {-, /\}, because the formula 
-( - P /\ -q) is equivalent to P v q. 

Prove: /\ is definable from { -, v }, 
::::> is definable from { -, /\ }, 
::::> is definable from { -, v}, 
/\ is definable from { -, ::::> }, 

v is definable from { -, ::::> }. 

Exercise 5. Let us introduce Sheffer's stroke symbol "I" as a binary 
connective for propositional logic, and add the formation rule "If X, Y 
are formulas, so is (XIY)". [We read "XIY" as "X is incompatible with ¥" 
or "either X or Y is false".] A Boolean valuation is then re-defined by 
adding the conditions" Xl Y is true under v iff at least one of X, Y is false 
under v": 

(a) Show that I is definable from the other connectives. 
(b) Show that all the other connectives are definable from I (- is 

definable from I in the sense that there is a formula cp(P) involving just 
the stroke connective and one propositional variable P such that cp(p) 
is equivalent to - p). 

Do the same for the joint denial connective ! (where X! Y is read 
"both X, Yare false"). Show that all other connectives are definable 
from !. 

It can be shown that I, ! are the only binary connectives which suffice 
to define all other connectives. [This is not easy! The "virtuoso" reader 
might wish to try his hand at this as an exercise.] 



§ 1. The Method of Tableaux 

Chapter II 

Analytic Tableaux 

15 

We now describe an extremely elegant and efficient proof procedure 
for propositional logic which we will subsequently extend to first order 
logic, and which shall be basic to our entire study. This method, which 
we term analytic tableaux, is a variant of the "semantic tableaux" of 
Beth [1], or of methods of Hintikka [1]. (Cf. also Anderson and 
Belnap [1].) Our present formulation is virtually that which we intro­
duced in [1]. Ultimately, the whole idea derives from Gentzen [1], and 
we shall subsequently study the relation of analytic tableaux to the 
original methods of Gentzen. 

§ 1. The Method of Tableaux 

We begin by noting that under any interpretation the following eight 
facts hold (for any formulas X, y): 

1 ) a) If '" X is true, then X is false. 
b) If '" X is false, then X is true. 

2) a) If a conjunction X /\ Y is true, then X, Yare both true. 
b) If a conjunction X /\ Y is false, then either X is false or Y is false. 

3) a) If a disjunction X v Y is true, then either X is true or Y is true. 
b) If a disjunction X v Y is false, then both X, Yare false. 

4) a) If X ~ Y is true, then either X is false or Y is true. 
b) If X ~ Y is false, then X is true and Y is false. 

These eight facts provide the basis of the tableau method. 
Signed Formulas. At this stage it will prove useful to introduce the 

symbols "T', "F" to our object language, and define a signed formula as 
an expression TX or FX, where X is a (unsigned) formula. (Informally, 
we read "TX" as "X is true" and "F X" as "X is false".) 

Definition. Under any interpretation, a signed formula TX is called 
true if X is true, and false if X is false. And a signed formula F X is called 
true if X is false, and false if X is true. 

Thus the truth value of TX is the same as that of X; the truth value 
of F X is the same as that of '" X. 

By the conjugate of a signed formula we mean the result of changing 
"T' to "F" or "F" to "T" (thus the conjugate of TX is FX; the conjugate 
of FX is TX). 

Illustration of the Method of Tableaux. Before we state the eight rules 
for the construction of tableaux, we shall illustrate the construction 
with an example. 
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Suppose we wish to prove the formula [p v (q 1\ r)] ~ [(p v q) 1\ (p V r)J. 
The following is a tableau which does this; the explanation is given 
immediately following the tableau: 

(1) F[p v (q 1\ r)] ~ [(p v q) 1\ (p v r)] 
(2) Tpv(ql\r) 
(3) F(P v q) 1\ (p V r) 

(4) Tp (S) T(q 1\ r) 
(6) Tq 

(8) F(P v q) (9) F(P v r) (7) Tr 
(12) F P (14) Fp 
(13) F q (IS) Fr (10) F(P v q) (11) F(pvr) 

(16) Fp (18) Fp 
X X (17) F q (19) Fr 

X X 

Explanation. The tableau was constructed as follows. We see if we 
can derive a contradiction from the assumption that the formula 
[p v (q 1\ r)] ~ [(P v q) 1\ (p V r)] is false. So our first line consists of this 
formula preceded by the letter "F". Now, a formula of the form X ~ Y 
can be false only if X is true and Y is false. (Cf. condition B4 of a Boolean 
valuation.) Thus (in the language of tableaux) TX and FY are direct 
consequences of the (signed) formula F(X ~ Y). So we write the lines 
(2) and (3) as direct consequences of line (1). Now let us look at line (2); 
it is of the form T(X v Y) (where X = p, Y = (q 1\ r).) We can not draw any 
direct conclusion about the truth value of X nor about the truth value of 
Y; all we can infer is that either TX or TY. So the tableau branches into 
two columns; one for each possibility. Thus line (2) branches into lines (4) 
and (S). Line (S), viz. T(q 1\ r) immediately yields Tq and Tr as direct 
consequences; we thus have lines (6) and (7). Now look at (3). It is of the 
form F(X 1\ Y). This means that either F X or F Y. We also know that 
either (4) or (S) holds. So for each of the possibilities (4), (S) we have one 
of the two possibilities F X, F Y. There are hence now four possibilities. 
So each of the branches (4), (S) branches again into the possibilities F X, 
F Y. More specifically, (4) branches to (8), (9), and (S) branches to (10), (11) 
(which are respectively the same as (8), (9)). Lines (12), (13) are direct conse­
quences of (8); (14), (IS) are direct consequences of (9); (16), (17) of (lO); 
and (18), (19) of (11). 

We now look at the leftmost branch and we shall see that (U) is a 
direct contradiction of (4) (i. e. it is the conjugate of (4)), so we put a cross 
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after (13) to signify that this branch leads to a contradiction. Similarly, 
(14) contradicts (4), so we "close" the branch leading to (15)-i.e. we 
put a cross after (15). The next branch is closed by virtue of (17) and (6). 
Finally, the rightmost branch is closed by virtue of (19) and (7). Thus all 
branches lead to a contradiction, so line (1) is untenable. Thus 
[p v (q /\ r)] :::> [(p V q) /\ (p V r)] can never be false in any interpretation, 
so it is a tautology. 

Remarks. (i) The numbers put to the left of the lines were only for the 
purpose of identification in the above explanations; we do not need 
them for the actual construction. 

(ii) We could have closed some of our branches a bit earlier; lines 
(13), (15) are superfluous. In subsequent examples we shall close a branch 
as soon as a contradiction appears (a contradiction that is of the form of 
two formulas F X, TX). 

Rules for the Construction of Tableaux. We now state all the rules in 
schematic form; explanations immediately follow. For each logical 
connective there are two rules; one for a formula preceded by "T", the 
other for a formula preceded by "F": 

T~X F~X 
1) 

FX TX 

2) 
T(X /\ Y) F(X /\ Y) 

TX FXIFY 
TY 

3) 
T(Xv Y) F(Xv Y) 

TXITY FX 
FY 

4) 
T(X:::> Y) F(X:::> Y) 

FXITY TX 
FY 

Some Explanations. Rule 1) means that from T ~ X we can directly 
infer F X (in the sense that we can subjoin F X to any branch passing 
through T ~ X) and that from F ~ X we can directly infer T X. Rule 2) 
means that T(X /\ Y) directly yields both TX, TY, whereas F(X /\ Y) 
branches into F X, F Y. Rules 3) and 4) can now be understood analogously. 

Signed formulas, other than signed variables, are of two types; 
(A) those which have direct consequences (viz. F ~ X, T ~ X, T(X /\ Y), 
F(X v Y), F(X:::> Y»); (B) those which branch (viz. F(X /\ Y), T(X v Y), 
T(X:::> Y»). 
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It is practically desirable in constructing a tableau, that when a line 
of type (A) appears on the tableau, we simultaneously subjoin its con­
sequences to all branches which pass through that line. Then that line 
need never be used again. And in using a line of type (B), we divide all 
branches which pass through that line into sub-branches, and the line 
need never be used again. For example, in the above tableau, we use (1) 
to get (2) and (3), and (1) is never used again. From (2) we get (4) and (5), 
and (2) is never used again. Line (3) yields (8), (9), (10), (11) and (3) is 
never used again, etc. 

If we construct a tableau in the above manner, it is not difficult to 
see, that after a finite number of steps we must reach a point where 
.every line has been used (except of course, for signed variables, which 
are never used at all to create new lines). At this point our tableau is 
complete (in a precise sense which we will subsequently define). 

One way to complete a tableau is to work systematically down­
wards i.e. never to use a line until all lines above it (on the same branch) 
have been used. Instead of this procedure, however, it turns out to be 
more efficient to give priority to lines of type (A)---i.e. to use up all 
such lines at hand before using those of type (B). In this way, one will 
omit repeating the same formula on different branches; rather it will 
have only one occurrence above all those branch points. 

As an example of both procedures, let us prove the formula 
[p :::> (q :::> r)] :::> [(P :::> q) :::> (p :::> r)J. The first tableau works systemati­
cally downward; the second uses the second suggestion. For the con­
venience of the reader, we put to the right of each line the number of 
the line from which it was inferred. 

First Tableau 

(1) F [p :::> (q :::> r)] :::> [(p :::> q) :::> (p :::> r)] 

(2) Tp :::> (q :::> r) (1) 

(3) F (p :::> q) :::> (p :::> r) (1) 

(4) Fp(2) 

(6) T(P :::> q) (3) 

(7) F(P :::> r) (3) 

(10) Fp (6) (11) Tq (6) 

(12) Tp (7) (13) Tp (7) 

x X 

(5) T(q :::> r) (2) 

(8) T(P :::> q) (3) 

(9) F(P :::> r) (3) 

(14) F q (5) 

(16) Fp (8) (17)Tq(8) 

(20) Tp (9) X 

X 

(15) Tr (5) 

(18) Fp (8) (19) Tq (8) 
(21) Tp (9) (22) Tp (9) 

X (23) Fr (9) 

X 
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Second Tableau 

(1) F[p::::) (q::::) r)] ::::) [(p::::) q)::::) (p::::) r)] 
(2) Tp::::) (q ::::) r) (1) 

(3) F (p ::::) q) ::::) (p ::::) r) (1) 

(4) T(p::::) q) (3) 

(5) F(p::::)r) (3) 

(6) Tp (5) 

(7) Fr (5) 

(8) F p (2) I (9) T(q::::) r) (2) 

X (10) Fp (4) (11) Tq (4) 

X (12) F q (9) I (13) Tr (9) 

X X 
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It is apparent that Tableau (2) is quicker to construct than Tableau (1), 
involving only 13 rather than 23 lines. 

As another practical suggestion, one might put a check mark to the 
right of a line as soon as it has been used. This will subsequently aid 
tJ1e eye in hunting upward for lines which have not yet been used. (The 
check marks may be later erased, if the reader so desires.) 

The method of analytic tableaux can also be used to show that a 
given formula is a truth functional consequence of a given finite set of 
formulas. Suppose we wish to show that X::::) Z is a truth-functional 
consequence of the two formulas X::::) Y, Y::::) Z. We could, of course, 
simply show that [(X::::) Y) /\ (Y::::) Z)] ::::) (X ::::) Z) is a tautology. Alter­
natively, we can construct a tableau starting with 

T(X::::) Y), 

T(Y::::) Z), 

F(X::::) Z) 

and show that all branches close. 
In general, to show that Yis truth-functionally implied by X 1, ... ,Xn , 

we can construct either a closed analytic tableau starting with 
F(Xl /\ ... /\ Xn)::::) Y, or one starting with 
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Tableaux using unsigned formulas. Our use of the letters "T" and 
"F", though perhaps heuristically useful, is theoretically quite dispen­
sible-simply delete every "T" and substitute" "," for "F". (In which 
case, incidentally, the first half of Rule 1) becomes superfluous.) The 
rules then become: 

1) "''''x 
X 

2) X"Y '" (X " Y) 
X '" Xl '" Y 
Y 

3) 
XvY '" (X v Y) 
XIY ",X 

",Y 

4) 
X::::>Y '" (X::::> Y) 

'" XIY X 
",Y 

In working with tableaux which use unsigned formulas, "closing" 
a branch naturally means terminating the branch with a cross, as soon 
as two formulas appear, one of which is the negation of the other. A 
tableau is called closed if every branch is closed. 

By a tableau for a formula X, we mean a tableau which starts with X. 
If we wish to prove a formula X to be a tautology, we construct a tableau 
not for the formula X, but for its negation '" X. 

A Unifying Notation. It will save us considerable repetition of essen­
tially the same arguments in our subsequent development if we use the 
following unified notation which we introduced in [2]. 

We use the letter "IY.." to stand for any signed formula of type A-i.e. 
of one of the five forms T(X" Y), F(X v Y), F(X::::> Y), T", X, F '" X. 
For every such formula IY.., we define the two formulas 1Y..1 and IY..z as follows: 

If IY.. = T(X" Y), then 1Y..1 = TX and IY.. z = TY. 

If IY.. = F(X v Y), then 1Y..1 = F X and IY.. z = F Y. 

If IY.. = F(X::::> Y), then 1Y..1 = TX and IY..z = F Y. 

If IY.. = T", X, then 1Y..1 = F X and IY.. z = F X. 

then 1Y..1 = TX and IY..z = TX. 

For perspicuity, we summarize these definitions in the following 
table: 
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(X (Xl (X2 

T(X /\ Y) TX TY 

F(X V Y) FX FY 

F(X::::l Y) TX FY 

T~X FX FX 

F~X TX TX 

We note that in any interpretation, (X is true iff (Xl' (X2 are both true. 
Accordingly, we shall also refer to an (X as a formula of conjunctive type. 

We use "f3" to stand for any signed formula of type B-i.e. one of the 
three forms F(X /\ V), T(X v V), T(X::::l V). For every such formula f3, 
we define the two formulas f3l' f32 as in the following table: 

f3 f3l f32 

F(X /\ Y) FX FY 

T(X v Y) TX TY 

T(X::::l Y) FX TY 

In any interpretation, f3 is true iff at least one of the pair f3l' f32 is true. 
Accordingly, we shall refer to any f3-type formula as a formula of dis­
junctive type. 

We shall sometimes refer to (Xl as the first component of (X and (X2 as 
the second component of (X. Similarly, for f3. 

By the degree of a signed formula T X or F X we mean the degree 
of X. We note that (Xl' (X2 are each of lower degree than (x, and f3l' f32 are 
each of lower degree than f3. Signed variables, of course, are of degree O. 

We might also employ an (x, f3 classification of unsigned formulas 
in an analogous manner, simply delete all "T", and replace "F" by "~". 
The tables would be as follows: 

(X (Xl (X2 f3 f3l f32 
X/\Y X Y ~(X /\ Y) ~X ",Y 

~(X v Y) ~X ~Y XvY X Y 

~(X::::l Y) X ~Y X::::lY ",X Y 

~~X X X 
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Let us now note that whether we work with signed or unsigned for­
mulas, all our tableaux rules can be succinctly lumped into the follow­
ing two 

Rule A - rx Rule B - f3 
f3l I f32 

N. B. In working with signed formulas, there arise situations in which 
it is better to regard signed formulas of the form T", X or F '" X as of 
both the rx-type and the f3-type. If we agree to let f3 be such a formula, 
it still remains true that under any interpretation, f3 is true iff at least 
one of f3l, f32 is true (for in such a case, f3l and f32 are identical expres­
sions). Under this extended use of "f3", Rule B when applied to an ex­
pression T", X or F '" X would yield two identical branches. So in 
practice, we need consider only one. Indeed, in practice we need con­
sider only one branch even in other cases when f3l and f32 are identical­
e.g. if f3 = T(X v X) it would be pointless to divide the tableau into two 
branches, T X and T X! 

Some Properties of Conjugation. One reason for the desirability of 
using "f3" in the extended manner which we just discussed, is that our 
operation of conjugation obeys the following pleasant symmetric laws: 

J 0: (a) ..t is distinct from X; 
(b) X =X. 

J 1: (a) The conjugate of any rx is some f3. 
(b) The conjugate of any f3 is some rx. 

J2 : (a) (a)l =al ; (ah=a2; 
(b) (P)l = Pl; (Ph = P2· 

Law J l - (a) would fail under the original definition of f3. 
Law J2 says that if we take any signed formula X other than a signed 

variable, if we first conjugate X and then take the first (second) com­
ponent of this conjugate, we obtain the same result as if we first take the 
first (respectively second) component of X and then conjugate it. (For ex­
ample, suppose rx = F(X ::;) Y). Then iX = T(X ::;) Y), (iX)l = F X, (iXh = TY. 
On the other hand, rxl = TX, rx2 = F Y, so iXl = F X, iX2 = TY). The reader 
can verify the remaining four cases for rx and similarly the cases for f3. 

We note that J2 can be equivalently stated as follows: If rx is the 
conjugate of f3, then rxl is the conjugate of f3l and rx2 is the conjugate of f32. 

Truth Sets re-visited. For the moment let us work with unsigned for­
mulas (interpreting "rx" and "f3" accordingly). Let S be a set of unsigned 
formulas. We leave it to the reader to verify that S is a truth set (as defined 
in Chapter I) if and only if S has the following three properties (for 
every X, rx, f3): 
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(0) Exactly one of X, ~ X belongs to S. 
(A) IX belongs to S if and only if 1X1, 1X2 both belong to S. 
(B) /3 belongs to S if and only if at least one of /31' /32 belong to S. 
We shall also refer to a set S of signed formulas as a valuation set 

or truth set if it obeys conditions (A), (B) above and in place of (0), the 
condition "exactly one of TX, F X belongs to S". We shall also refer to 
valuation sets of signed formulas as saturated sets. 

Exercise. Show that if a set S of unsigned formulas satisfies (A), (B) 
above and in place of (0) the weaker condition "for every propositional 
variable p, exactly one of p, ~ p lies in S" then it follows that for every 
formula X, exactly one of X, ~ X lies in S-i.e. that S is then a truth 
set. State and prove an analogous result for signed formulas. 

We have defined a set S of signed formulas to be a truth set if it 
satisfies the laws: 

(0) For any X, exactly one of X, X belongs to S. 
(a) IXES iff 1X1 ES and 1X2ES. 
(b) /3ES iff /31 ES or /32ES. 
We wish to point out that (b) is superfluous in the presence of (0) 

and (a) and also that (a) is superfluous in the presence of (0) and (b). Let 
us prove that (b) follows from (0) and (a)-in doing this it will shorten 
our work to use our laws J 0 - J 2 on conjugation. Assume now that S 
satisfies conditions (0), (a). We must show that /3 belongs to S iff /31 
belongs to S or /32 belongs to S. Suppose that /3ES. If neither /31 nor /32 
belonged to S, then P1 and P2 would belong to S (since by (0) at least 
one of /31' P 1 belongs to S and at least one of /32' P 2 belongs to S). Now 
we use the fact that P is some IX, and P 1 = IX 1 , P 2 = 1X2· So IX 1 , 1X2 both belong 
to S. Then by (a), IX belongs to S-i. e. P belongs to S. This would mean 
that /3, P both belong to S, contrary to condition (0). This proves the 
first half. Conversely, suppose at least one of /31, /32 belongs to S-let 
us say /31 (a perfectly analogous argument works for /32)' If /3 failed to 
belong to S, then P belongs to S. But P is some IX, hence by (a), (P)l and 
(Ph belong to S-hence (by J 3) P 1 belongs to S. This implies /31 and P 1 
both belong to S, contrary to condition (0). This concludes the proof. 

We leave it to the reader to verify that it is likewise possible to obtain 
(a) from (0) and (b). We also remark that the same result holds for truth 
sets of unsigned formulas (but the verification can not be carried out as 
elegantly, since we have no conjugation operation satisfying J0 ,11,12; 
the proof must be ground out by considering all cases separately.) 

Exercise. Call a set downward closed if for every IX and /3, (1) if IX is 
in S, then IXbIX2 are both in S; (2) if /3 is in S, then at least one of /31,/32 
is in S. Call a set upward closed if the converse conditions hold-Leo (1) 
if IXl ,1X2 are both in S, so is IX; (2) if either /31 or /32 is in S, so is /3. Show that 
any downward closed set satisfying condition (0) (viz. that for every X, 
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exactly one of X,X is in S) is a truth set. Show that any upward closed 
set satisfying (0) is a truth set. 

Precise Definition of Tableaux. We have deliberately waited until 
the introduction of our unified notation in order to give a precise defini­
tion of an analytic tableau, since the definition can now be given more 
compactly. 

Definition. An analytic tableau for X is an ordered dyadic tree, whose 
points are (occurrences of) formulas, which is constructed as follows. 
We start by placing X at the origin. Now suppose f!J is a tableau for X 
which has already been constructed; let Y be an end point. Then we 
may extend f!J by either of the following two operations. 

(A) If some a occurs on the path P y, then we may adjoin either a l 

or a2 as the sole successor of Y. (In practice, we usually successively 
adjoin a l and then a2 .) 

(B) If some P occurs on the path P y , then we may simultaneously 
adjoin PI as the left successor of Yand P2 as the right successor of Y. 

The above inductive definition of tableau for X can be made explicit 
as follows. Given two ordered dyadic trees f!J I and f!J 2, whose points 
are occurrences of fQrmulas, we call f!J 2 a direct extension of f!J I if f!J 2 

can be obtained from f!J I by one application of the operation (A) or (B) 
above. Then f!J is a tableau for X iff there exists a finite sequence 
(f!J I, f!J 2, ... , f!J n = f!J) such that f!J I is a i-point tree whose origin is X 
and such that for each i<n,f!Ji+1 is a direct extension of f!Ji. 

To repeat some earlier definitions (more or less informally stated) 
a branch () of a tableau for signed (unsigned) formulas is closed if it 
contains some signed formula and its conjugate (or some unsigned for­
mula and its negation, if we are working with unsigned formulas.) And f!J 
is called closed if every branch of f!J is closed. By a proof of (an unsigned 
formula) X is meant a closed tableau for F X (or for '" X, if we work with 
unsigned formulas.) 

Exercise. By the tableau method, prove the following tautologies: 

(1) q ~ (p ~ q) 

(2) ((p ~ q) t\ (q ~ r)) ~ (p ~ r) 

(3) ((p ~ q) t\ (p ~ r)) ~ (p ~ (q t\ r)) 

(4) [((p ~ r) t\ (q ~ r)) t\ (p V q)] ~ r 

(5) '" (p t\ q) ~ ( '" p v '" q) 

(6) '" (p v q) ~ ( '" P t\ '" q) 

(7) ('" p v "'q) ~ "'(p t\ q) 

(8) (p v (q t\ r)) ~ ((p v q) t\ (p v r)) 



§ 2. Consistency and Completeness of the System 25 

§ 2. Consistency and Completeness of the System 

Consistency. It is intuitively rather obvious that any formula provable 
by the tableau method must be a tautology--equivalently, given any 
closed tableau, the origin must be unsatisfiable. This intuitive conviction 
can be justified by the following argument. 

Consider a tableau f/ and an interpretation Vo whose domain 
includes at least all the variables which occur in any point of f/. Let us 
call a branch (J of f/ true under Vo if every term of (J is true under Vo. 
And we shall say that the tableau f/ (as a whole) is true under Vo iff at 
least one branch of f/ is true under Vo. 

The next step is to note that if a tableau f/ 2 is an immediate extension 
of f/ 1, then f/ 2 must be true in every interpretation in which f/ 1 is true. 
For if f/ 1 is true, it must contain at least one true branch (J. Now f/ 2 

was obtained from f/ 1 by adding one or two successors to the end point 
of some branch (Jl of f/ 1; if (Jl is distinct from (J, then (J is still a branch 
of f/ 2, hence f/ 2 contains the true branch (J, so f/ 2 is true. On the other 
hand, suppose (J is identical with (J I-i. e. suppose (J is the branch of f/ 1 

which was extended in f/ 2. If (J was extended by operation (A), then 
some rx appears as a term in (J, and (J has been extended either to ((Jl,rx 1) 

or to ((Jl,rx2), so either ((Jl,rxd or ((Jl,rx2) is a branch of f/2. But rx1,rx2 
are both true since rx is, hence f/ 2 contains the true branch ((Jl,rxd or 
((Jl,rx2). If (J was extended by operation (B), then some 13 occurs in (J and 
both ((Jl,f31) and ((Jl,f32) are branches of f/2. But since 13 is true, then at 
least one of 131,132 is true, hence one of the branches ((Jl,f31) or ((Jl,f32) 

of f/ 2 is true, so again f/ 2 is true. 
We have thus shown that any immediate extension of a tableau which 

is true (under a given interpretation) is again true (under the given inter­
pretation). From this it follows by mathematical induction that for any 
tableau f/, if the origin is true under a given interpretation vo, then f/ 
must be true under Vo. Now a closed tableau f/ obviously cannot be 
true under any interpretation, hence the origin of a closed tableau cannot 
be true under any interpretation-i. e. the origin of any closed tableau 
must be unsatisfiable. From this it follows that every formula provable 
by the tableau method must be a tautology. It therefore further follows 
that the tableau method is consistent in the sense that no formula and its 
negation are both provable (since no formula and its negation can both 
be tautologies). 

Completeness. We now consider the more delicate converse situation: 
Is every tautology provable by the method of tableaux? Stated otherwise, 
if X is a tautology, can we be sure that there exists at least one closed 
tableau starting with F X? We might indeed ask the following bolder 
question: If X is a tautology, then will every complete tableau for F X 
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close? An affirmative answer to the second question would, of course, 
be even better than an affirmative answer to the first, since it would mean 
that any single completed tableau fT for F X would decide whether X 
is a tautology or not. 

Before the reader answers the question too hastily, we should consider 
the following. If we delete some of the rules for the construction of 
tableaux, it will still be true that a closed tableau for F X always indicates 
that X is a tautology. But if we delete too many of the rules, then we 
may not have left enough power to always derive a closed tableau for F X 
whenever X is a tautology. (For example, if we delete the first half of 
the conjunction rule, then it would be impossible to prove the tautology 
(p /\ q) ~ p, though it would still be possible to prove p ~ [q ~ (p /\ q)]. 
If we delete the second half but retain the first half, then we could prove 
the first tautology above, but not the second.) The question, therefore, is 
whether our present set of rules is sufficient to do this. Our present 
purpose is to show that they are sufficient. 

We shall give the proof for tableaux using signed formulas (the 
modifications for tableaux using unsigned formulas are obvious-or 
indeed the result for tableaux for unsigned formulas follows directly 
from the result for tableaux with signed formulas.) 

We are calling a branch e of a tableau complete if for every (1. which 
occurs in e, both (1.1 and (1.2 occur in e, and for every f3 which occurs in e, 
at least one of f3bf32 occurs in e. We call a tableau fT completed if every 
branch of fT is either closed or complete. We wish to show that if fT is 
any completed open tableau (open in the sense that at least one branch is 
open), then the origin of fT is satisfiable. More generally, we shall show 

Theorem 1. Any complete open branch of any tableau is (simultan­
eously) satisfiable. 

We shall actually prove something stronger. Suppose e is a complete 
open branch of a tableau fT; let S be the set of terms of e. Then the set S 
satisfies the following three conditions (for every (1., f3): 

Ho: No signed variable and its conjugate are both in Sl). 

HI: If (1.ES, then (1.1 ES and (1.2 ES. 

H 2: If f3ES, then f31 ES or f32 ES. 

Sets S-whether finite or infinite-obeying conditions H o,H1,H2 

are of fundamental importance-we shall call them Hintikka sets (after 
Hintikka who studied their properties explicitly). We shall also refer to 

1) Indeed no signed formula and its conjugate appear in S, but we do not need to involve 
this stronger fact. 
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Hintikka sets as sets which are saturated downwards. We shall also 
call any finite or denumerable sequence () a Hintikka sequence if its set of 
terms is a Hintikka set. 

Let us pause for a moment to compare the notion of downward 
saturation with that of saturation discussed earlier (cf. the preceding 
section on truth sets re-visited). The definition of a saturated set differs 
from that of a Hintikka set in that in H 1, H 2 "if' is replaced by "if and 
only if', and H 0 is strengthened to condition (0). So every saturated set is 
obviously also a Hintikka set. But a Hintikka set need not be saturated 
(e. g. any set of signed variables, which contains no signed variable and its 
conjugate, vacuously satisfies H 1 ,H 2' but such a set is certainly not 
saturated.) 

Theorem 1 is substantially to the effect that every finite Hintikka set 
S is satisfiable. The finiteness of S, however, is not needed in the proof 
(nor does it even simplify the proof), so we shall prove 

Hintikka's Lemma. Every downward saturated set S (whether finite 
or infinite) is satisfiable. 

We remark that Hintikka's lemma is equivalent to the statement that 
every Hintikka set can be extended to a (i. e. is a subset of some) saturated 
set. We remark that Hintikka's lemma also holds for sets of unsigned 
formulas (where by a Hintikka set of unsigned formulas we mean a 
set S satisfying H 1 ,H 2 and in place of H 0, the condition that no variable 
and its negation are both elements of S). 

Proof of Hintikka's Lemma. Let S be a Hintikka set. We wish to 
find an interpretation in which every element of S is true. Well, we 
assign to each variable p, which occurs in at least one element of S, a 
truth value as follows: 

(1) If TpES, give p the value true. 
(2) If F PES, give p the value false. 
(3)U neither Tp nor F p is an element of S, then give p the value true 

or false at will (for definiteness, let us suppose we give it the value true.) 
We note that the directions (1), (2) are compatible, since no Tp and 

F p both occur in S (by hypothesis H 0)' We now show that every element 
of S is true under this interpretation. We do this by induction on the 
degree of the elements. 

It is immediate that every signed variable which is an element of S 
is true under this interpretation (the interpretation was constructed to 
insure just this). Now consider an element X of S of degree greater than 0, 
and suppose all elements of S oflower degree than X are true. We wish 
to show that X must be true. Well, since X is of degree greater than zero, 
it must be either some IY. or some /3. 
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Case 1. Suppose it is an rx. Then rxl, rx2 must also be in S (by H 1)' 
But rx1,rx2 are of lower degree than rx. Hence by inductive hypothesis 
rx 1 and rx2 are both true. This implies that rx must be true. 

Case 2. Suppose X is some {3. Then at least one of {31,{32 is in S(by H2)' 
Whichever one is in S, being of lower degree than {3, must be true (by 
inductive hypothesis). Hence {3 must be true. This concludes the proof. 

Remark. If we hadn't used the unifying "rx, {3" notation, we would have 
had to analyze eight cases rather than two. 

Having proved Hintikka's lemma, we have, of course, also proved 
Theorem 1. This in turn implies 

Theorem 2. (Completeness Theorem for Tableaux) 
(a) If X is a tautology, then every completed tableau starting with 

F X must close. 
(b) Every tautology is provable by the tableau method. 
To derive statement (a) from Theorem 1, suppose fJ is a complete 

tableau starting with F X. If fJ is open, then F X is satisfiable (by Theo­
rem 1), hence X cannot be a tautology. Hence if X is a tautology then fJ 
must be closed. 

Let us note that for S, a finite Hintikka set, the proof of Hintikka's 
lemma effectively gives us an interpretation which satisfies S. Therefore, 
if X is not a tautology, then a completed tableau for F X provides us 
with a counterexample of X (i. e. an interpretation in which X is false). 

Example. Let X be the formula (p v q) :::J (p 1\ q). Let us construct a 
completed tableau for F X: 

(4) Tp (2) 
(6) ~p (3) I (7) F q (3) 

(1) F(p v q) :::J (p 1\ q) 
(2) T(P v q)(l) 
(3) F(p 1\ q) (1) 

(5) Tq (2) 

(8) F p (3) I (9) ~ q (3) 

This tableau has two open branches. Let us consider the branch 
whose end point is (7). Acording to the method of Hintikka's proof, 
if we declare p true and q false, we have an interpretation which satisfies 
all lines of this branch. (The reader can verify this by successively showing 
that (3), (2), (1) are true under this interpretation. Hence F(p v q) :::J (p 1\ q) 
is true under this interpretation, which means (p v q) :::J (p 1\ q) is false 
under this interpretation. Likewise the open branch terminating in (8) 
gives us another interpretation (viz. q is true, p is false) which is a counter­
example to X. 
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Tableaux for Finite Sets. If S is a finite set {X I, ... , X n}, by a tableau 
for S is meant a tableau starting with 

Xl 
X2 

Xn 

and then continued using Rules A, B. 
We leave it to the reader to modify our previous arguments for 

tableaux for single formulas, and prove 

Theorem. A finite set S is unsatisfiable iff there exists a closed tableau 
for S. 

We shall consider tableaux for infinite sets in a subsequent chapter. 
Exercise. There is another way of proving the completeness theorem 

which does not use Hintikka's lemma. 
Show (without use of the completeness theorem): (1) If there exists a 

closed tableau for S u {(Xl' (X2} then there exists a closed tableau for 
S u {(X}; (2) ifthere exist closed tableaux for S u {P d and for S u {P2}' 
then there exists a closed tableau for S u {P} ; (3) If all elements of S 
are of degree 0, and S is un satisfiable, then there exists a closed tableau 
for S (trivial !). 

Now define the degree of a finite set S to be the sum of the degrees of 
the elements of S. Using (1), (2), (3) above, show by induction on the 
degree of S that if Sis unsatisfiable, then there exists a closed tableau for S. 

Atomically Closed Tableaux. Let us call a tableau atomically closed 
if every branch contains some atomic element and its conjugate. [By 
an atomic element we mean a propositional variable, if we are working 
with unsigned formulas, and a signed propositional variable if we are 
working with signed formulas. If we are working with unsigned formulas, 
then by an atomically closed tableau we mean a tableau in which every 
branch contains some propositional variable and its negation.] 

Suppose we construct a completed tableau :Y for a set S, and declare 
a branch "closed" only ifit is atomically closed. Now suppose:Y contains 
an (atomically) open branch B. Then the set of elements of B is still a 
Hintikka set (because condition H 0 requires only that the set contain no 
atomic elements and its conjugate), hence is satisfiable (by Hintikka's 
lemma). We thus have: 

Theorem. If S is unsatisfiable, then there exists an atomically closed 
tableau for S. 

Corollary. If there exists a closed tableau for S, then there exists an 
atomically closed tableau for S. 
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We remark that the above corollary can be easily proved directly 
(i. e. without appeal to any completeness theorem}-cf. Ex. 1 below. 

Exercise 1. (a) Show directly by induction on the degree of X that 
there exists an atomically closed tableau for any set S which contains 
both X and its conjugate X. 

(b) Using (a), show that any closed tableau can be further extended 
to an atomically closed tableau. 

Exercise 2. Tableaux also provide a method of putting (unsigned) 
formulas into disjunctive normal form (cf. Ex. 3, end of Chapter I). 

Suppose fI is an open but completed tableau for (the unsigned for­
mula) X. Let B1 , ... , Bn be the open branches of fI, and for each i:s;;,n, 
let Ci be the conjunction of the variables which appear in Bi and those 
negations '" p (of variables) which appear in Bi (the order of the con­
junction is immaterial). Show that C i v .. , V Cn is a disjunctive normal 
form for X. 

Exercise 3. Suppose we take Sheffer's stroke symbol I as our sole 
connective for propositional logic (cf. Ex. 5 end of Chapter I). Show that 
the following tableau rules give a complete and correct system for pro­
positional logic. 

Rule 1: 
FXly 

TX 
TY 

Rule 2: TXI Y 
FXIFY 

What are the corresponding two rules if we use t instead of I (cf. Exercise 5 
at end of Chapter I)? 

Chapter III 

Compactness 

§ 1. Analytic Proofs of the Compactness Theorem 

Let us consider a finite or denumerable set S of formulas. We recall 
that a Boolean valuation v is said to satisfy S iff all the elements of S 
are true under v, and that S is satisfiable iff S is satisfied by at least one 
Boolean valuation. 

We now consider the following question. Suppose that S is a de­
numerably infinite set such that every finite subset of S is satisfiable. 
Does it necessarily follow that S is satisfiable? In other words, if for 
every finite subset So of S there is a Boolean valuation which satisfies So, 
does it follow that there is a Boolean valuation under which all the ele­
ments of S are simultaneously true? 
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We can pose the question in anoth~r way. Consider S arranged in 
some denumerable sequence X 1'X2 ' ••• ,Xn, .... To say that every finite 
subset of S is satisfiable is to say nothing more nor less than that for 
each n, the set {Xl' ... , Xn} is satisfiable. For clearly, if all finite subsets 
of S are satisfiable, then for any n, the finite set {Xl' ... , X n} is satisfiable. 
Conversely, suppose that for each n, the set {Xl"'" X n} is satisfiable. 
Then any finite subset So of S is a subset of {Xl' ... , Xn} for some n, 
and hence is satisfiable. 

We can thus look at the question as follows. Suppose that there is 
some Boolean valuation V1 in which Xl is true, and that there is a Boolean 
valutation V2 (but not necessarily the same as V1 !) in which Xl and X 2 

are both true, and for each n there is a Boolean valuation Vn in which 
the first n terms are true. Does there necessarily exist one Boolean 
valuation V in which all the Xi are simultaneously true? 

We shall call a set S consistent if every finite subset of S is satisfiable 
(this is equivalent to saying that no formal contradiction can be derived 
from S by the tableau method, i.e. there exists no finite number of elements 
Xl' ., . , X n such that there is a closed tableau for T( X 1 1\ X 2 1\ •.. 1\ X n). 
So the compactness question rephrased is whether a consistent infinite 
set is necessarily satisfiable-in other words, if it is impossible to derive 
a formal contradiction from S, is there necessarily an interpretation in 
which every element of S is true? We shall return to this problem shortly. 

Konig's Lemma. We first wish to consider a related problem, not 
about formulas of propositional logic, but about trees. Suppose f7 is a 
tree in which every branch is finite. Does it necessarily follow that f7 
contains a branch of maximal length? Stated otherwise, if there exists 
no finite branch of maximal length, must f7 necessarily contain an 
infinite branch? Stated yet another way, if for every finite n, there is at 
least one point of level n, does f7 necessarily contain an infinite branch? 

The answer for trees in general is "no", but for finitely generated 
trees (i.e. for trees in which each point has only finitely many successors) 
the answer is "yes". 

A simple example of an infinitely generated tree for which the answer 
is "no" is the following: 

ao 

a1 a2 a3 an 
I I I 

a22 a32 an2 
I I 

a33 an3 
I 

ann 
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In this tree, ao branches to infinitely many points ai' a2, ... , an, ... 
Every branch of this tree is finite, yet for each positive integer n, there 
is a branch of length greater than n (the branch going through an + i ). 

Now Konig's lemma is to the effect that for a finitely generated tree, 
if for each n there is at least one point of level n, then the tree must con­
tain at least one infinite branch. Let us first observe that for a finitely 
generated tree f7, the statement that for every n there is at least one point 
oflevel n is equivalent to the statement that f7 has infinitely many points. 
(The first statement obviously implies the second, and conversely if f7 
has infinitely many points, they must be scattered at infinitely many 
levels, since each level of a finitely generated tree contains only finitely 
many points.) We thus shall prove Konig's lemma in the following 
equivalent form. 

Konig's Lemma. Every finitely generated tree f7 with infinitely many 
points must contain at least one infinite branch. 

Many proofs of Konig's lemma exist in the literature. We shall give 
Konig's original proof, which is perhaps the shortest. 

Proof. Call a point of f7 good if it has infinitely many descendents 
(i.e. if it dominates infinitely many points) and bad if it has only finitely 
many descendents. By hypothesis there are infinitely many points on g; 
and they are all dominated by the origin; hence the origin is good. 

We next observe that if all successors of a point are bad, then the 
point must be bad (since by hypothesis it has only finitely many suc­
cessors). Thus a good point must have at least one good successor. Thus 
the origin ao has a good successor a1 , which in turn has a good suc­
cessor a2' which in turn has a good successor a3, etc. In this way we 
generate an infinite branch (ao, a1, a2' ... , an··.). 

Remarks.(l) For unordered trees, the axiom of choice is needed in 
the above proof, since at each stage we must choose a good successor. 
For ordered trees, the axiom of choice is not needed, since at each stage 
we can always choose the leftmost good successor. 

(2) The crucial place where we used the hypothesis that f7 is finitely 
generated was in the statement that a good point necessarily has a good 
successor. This statement fails in general for infinitely generated trees­
e. g. in the counterexample we considered a while back, the origin ao is 
good, but each of its successors a1 ,a2, ... , an, ... is bad. 

The Compactness Problem Resumed. The answer to the compactness 
question is "yes"-i.e. if all finite subsets of S are satisfiable, then S is 
satisfiable. 

This theorem shall be basic for our subsequent study of first order 
logic, and it will be profitable to consider several proofs of this result. 
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Roughly speaking, the proofs fall into two main lines. Suppose all finite 
subsets of S are satisfiable. The proofs along the first line show that S 
can then be extended to a Hintikka set, which in turn (by Hintikka's 
lemma) can be extended to a truth set. In the second type of proof (along 
the lines of Lindenbaum), we extend S directly to a truth set 1). 

We now consider a proof along the first line-in this proof we use 
analytic tableaux and Konig's lemma. 

Let S be arranged in some denumerable sequence Xl' X 2 , ... , Xn'''' 
and suppose that for each n, the set {Xl'"'' X n} is satisfiable. Run a 
complete analytic tableau for Xl' This tableau cannot close since Xl 
is satisfiable. Now "tack on" X 2 to the end of every open branch, and 
continue the tableau to completion. Again we must have at least one 
open branch, for otherwise {Xl' X 2 } would not be satisfiable. So tack 
on X 3 to the end of each open branch, and continue this process in­
definitely (successively tacking on X 4, X 5, etc.). At no stage can the 
tableau close, for otherwise for some finite n, the set {X b ... , X n} would 
not be satisfiable. We thus obtain an irifinite tree. Then by Konig's 
lemma, the tableau contains at least one infinite branch e, which clearly 
must be open. It is obvious that e contains all the Xi' and the set of 
terms of e is easily seen to be a Hintikka set. Then by Hintikka's lemma, 
this set is satisfiable, hence also the subset S. This concludes the proof. 

Discussion. The above construction has shown something about 
tableaux which is of interest on its own account. We have previously 
defined a tableau for a single formula X. Let us now define a tableau 
for a set S (whether finite or infinite) as a tree constructed as follows. 
We begin by placing any element of S at the origin. Then at any stage 
we may extend the tableau by Rule A or Rule B or we may add any 
element of S to the end of any open branch. This completes the defini­
tion of a tableau for S. Call a point of a tableau fulfilled if it is either of 
degree 0, or it is an a and ai' a2 both appear on every open branch 
passing through the point, or it is a /3 and every open branch passing 
through the point contains either /31 or /32' To say that a tableau is 
complete (as defined in Chapter II) is to say that every point is fulfilled. 
Our proof above provided a scheme for constructing a complete tableau 
for any denumerably infinite set S. 

Many such schemes could be given. Here is another one (which in­
cidentally comes closer to something we shall do in First Order Logic). 
Start the tableau with Xl' Then fulfill the origin, and then append X 2 

to every open branch. This concludes the first stage. Next fulfill all 

') The 2 proofs generalize to distinct theorems in a more abstract setting. We plan to 
discuss this and related topics in a sequel to this volume. 
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points of level 2, then append X 3 to every open branch. This concludes 
the second stage. Then fulfill all points of level 3, append X 4 to all open 
branches, etc. Obviously every point of this tableau gets fulfilled. 

We now wish to point out that although we used both analytic 
tableaux and Konig's lemma in our proof of the compactness theorem, 
neither are really essential, as the following construction will show. 

We employ the following notation. For any set S and formula X, 
by {S, X} we mean S u {X}-i.e. the set whose elements are X and those 
of S. By {S, X, Y} we mean S u {X, Y}-i.e. the set whose elements 
are X, Y and those of S. More generally we write {S, Xl' ... , Xn} to 
mean Su {Xl' ... , X n}. 

We have defined a set to be consistent if all its finite subsets are satis­
fiable. We say that S is inconsistent if S is not consistent-equivalently, 
if some finite subset of S is unsatisfiable. Obviously any extention 
(superset) of an inconsistent set is inconsistent; any subset of a consistent 
set is consistent. It is almost immediate that consistency satisfies the 
following conditions (for any set S and any 0(,13). 

Co: No set containing a propositional variable and its negation is 
consistent. 

C1 : If {S, O(} is consistent, so is {S, 0(1' 0(2}. 
C2: If {S,f3} is consistent, then at least one of the sets {S,f31} or 

{S, f32} is consistent. 
We can equivalently state Co, C1, C2 in the following forms. 

1o: Any set containing a propositional variable and its negation is 
inconsistent (i.e. not consistent). 

11 : If {S'0(1'0(2} is inconsistent, so is {S,O(}. 
12: If {S,f31} and {S,f32} are both inconsistent, so is {S,f3}. 
1o is immediate, since for any propositional variable p, the set 

{S,p, ~p} has the un satisfiable finite subset {p, ~p}. 
As for 11 , suppose {S, 0(1' 0(2} is inconsistent. Then there must be a 

finite subset Sl of S such that {Sl' 0(1' 0(2} is un satisfiable (because there 
is a finite subset So of {S, 0(1' 0(2} which is un satisfiable, hence {So, 0(1' 0(2} 
is un satisfiable, and we can take Sl to be the elements of So other than 
0(1,0(2' so that {Sl' 0(1' 0(2} is the same as {So, 0(1' 0(2} but Sl is a subset 
of S). Then {Sl' O(} is un satisfiable (because in any interpretation in 
which 0( is true, 0(1,0(2 must also be true). Furthermore {Sl'O(} is a finite 
subset of {S, O(} so {S,O(} is inconsistent. 

As for 12, suppose {S,f31} and {S,f32} are both inconsistent. Then 
there must be finite subsets Sl,S2 of S such that {Sl,f32} and {S2,f32} 
are both unsatisfiable. (Cf. second statement in the above proof of I d 
Let S3 be the union Sl uS2. Then {S3,f3d and {S3,f32} are both un­
satisfiable. Hence {S 3, f3} is unsatisfiable (why?), but S 3 is a finite subset 
of S, so {S3' f3} is a finite subset {S, f3}. Therefore {S,f3} is inconsistent. 
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Remark. Of course Co, CI , Cz are immediate consequences of the 
compactness theorem, since the compactness theorem implies that con­
sistency is the same as satisfiability (and obviously Co, CI , Cz hold re­
placing "consistent" by "satisfiable"). But we wish to use Co, CI , Cz to 
give an alternative proof of the compactness theorem. 

We remark that conditions Co, CI , C2 are the only properties of 
consistency which we shall need for our proof. That is to say, given 
any other definition of "consistency" satisfying Co, CI , C2 , it will still 
hold that any S which has this "consistency" property is satisfiable. 
(This fact will be of particular importance later on when we discuss an 
abstract treatment of consistency.) 

N ow for the construction. Let S be a consistent set arranged in some 
denumerable sequence X 1'X2 ' ••• ,Xn , •••• We wish to generate an in­
finite Hintikka sequence e whose terms include each Xi' At each stage 
of our construction, we will have generated a finite number k ~ n of 
terms YI , ••• , Yk such that Su{YI , ... , Yk } is consistent, and our next act 
will consist of adding 1, 2, or 3 more terms in such a manner that the 
union of the enlarged set of terms with S is still consistent. Specifically, 
our generation process is given by the following inductive scheme. 

We start the sequence by taking XI as the first term. This concludes 
the first stage. 

Now suppose that we have completed the nth stage, and have at 
hand a finite sequence X I' Y2 , .•• , Yn+ i (i ~ 0), which we will call en, such 
that en is consistent with S (in the sense that {S, Y I , Y2 , •.• , Yn+;} is 
consistent). Now we look at the nth term Yn , and our next act is as 
follows. 

(a) If Yn is an IX, then we take en + 1 to be the sequence (Y1 , Yz , ... , Yn + i , 

(XI' (Xz, X n+ l ) (in other words we adjoin both IXI and IX2 and also add the 
element X n + 1 from our set S). It follows readily from condition CI that 
en + I is again consistent with S. 

(b) If Yn is some f3 then it follows from C2 that either (en,f3I,Xn+ 1 
(i.e. (YI, Y2, ... , Yn+;, f31' X n+ l )) is consistent with S or (en, f32, X n+ l ) is 
consistent with S. We let en + 1 be the former, if consistent with S, or the 
latter otherwise. 

(c) If Yn is neither an (X nor a f3 (i.e. if it is either a propositional 
variable or its negation), then we merely adjoin X n+1 to en (i.e. en+1 

=(YI , Y2 , ... , Yn +;, X n + I ))· 

This concludes the scheme of our construction. Each X n is introduced 
during the nth stage, so every Xi appears in e. It is obvious that con­
ditions HI' H 2 of a Hintikka set are fulfilled (for each (X which appears 
as some nth term of (), lXI' (X2 are both added to () at stage n+ 1, and for 
each f3 which appears as some nth term, either f31 or f32 is added at 
stage n+ 1). It remains to verify condition H o. Well, since each en is 



36 III. Compactness 

consistent with S, then it follows from Co that no propositional variable 
and its negation both occur in On. Hence no propositional variable and 
its negation both appear in O. This concludes the proof. 

Discussion. The above proof nowhere uses Konig's lemma, nor does 
it explicitly appeal to analytic tableaux. However the above construc­
tion in effect generates the leftmost infinite branch of the complete tab­
leau for S obtained by the second of our earlier constructions. The point 
is that we can generate this branch without considering the other 
branches at all. 

Exercise. Suppose S is a set such that for any interpretation vo, there 
is always at least one element of S which is true under Vo' Show that 
there is a finite subset {Xl' ... , Xn} of S such that the disjunction 
(X 1 V ... v X n) is a tautology. (Hint: This can be shown as an almost 
immediate consequence of the compactness theorem. It is not necessary 
to duplicate (or rather "dualize") the construction we made in order to 
prove the compactness theorem.} 

§ 2. Maximal Consistency: Lindenbaum's Construction 

A set M (of formulas) is called maximally consistent if it is consistent 
and if no proper extension of M is consistent. (By a proper extension 
of a set S we mean a superset of S which contains at least one element 
not in S). Any truth set W is obviously consistent (since it, and hence 
each of its subsets, is satisfiable). And every element outside a truth set 
is false, hence cannot be adjoined to W without destroying consistency. 
So any truth set is maximally consistent. We now wish to show 

Lemma 1. Any maximally consistent set is a truth set. 

Our proof uses the following properties of consistency (which indeed 
are the only properties of consistency which we need): 

Lo: If S is consistent, then every finite subset of S is satisfiable. 
L 1 : If S is consistent, then for any formula X, at least one of the 

two sets {S, X}, {S, '" X} is consistent. 
Lo is immediate from the definition of consistency. As for L1, suppose 

that {S,X} and {S, "'X} are both inconsistent. Then there is a finite 
subset Sl of S such that {Sl' X} is unsatisfiable, and there is a finite 
subset S2 of S such that {S2' "'X} is unsatisfiable. Let S3=SlUS2' 
Then {S3' X} and {S3' '" X} are both un satisfiable, hence S3 is unsatisfi­
able, but S3 is a finite subset of S. Therefore S is inconsistent. 
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L, at once implies 
L, : If M is maximally consistent, then for any X either X E M or 

",XEM. 
Now we turn to the 

Proof of Lemma 1. Let M be maximally consistent. Since M is con­
sistent, then for any formula X, at least one of X, '" X lies outside M 
(by Lo). But by L" at least one of X, '" X lies in M. Thus our first con­
dition (0) of truth sets is satisfied (cf. Chapter II, the section called "truth 
sets revisited"). It remains to show that for any rJ., rJ. belongs to S iff rJ." rJ. 2 

both belong to S (for as we pointed out in Chapter II, it then follows 
from (0), (a) that /3 is in S iff at least one of /3" /32 is in S). Well, suppose 
rJ.EM. Then ("'rJ.1) is not in M (by Lo, since {rJ., "'rJ.d is not satisfiable). 
Hence rJ.1 EM (by L,). Similarly rJ. 2 EM. Conversely suppose rJ.1 EM, rJ. 2 EM. 
Then ("'rJ.)¢M (by Lo, since {rJ." rJ. 2 , "'rJ.} is not satisfiable). Hence rJ.EM 
(by Ll). This concludes the proof. 

Lindenbaum's Theorem. Every consistent set can be extended to a 
maximally consistent set. 

Before discussing Lindenbaum's proof, we note that the following 
properties of consistency are trivial. 

F,: A finite set is consistent iff it is satisfiable. 
F 2: A (possibly finite) set is consistent iff all its finite subsets are 

consistent. 
F 1 holds, because if a finite set is consistent, then (by definition) all 

its finite subsets, including itself, are satisfiable. Conversely, if all finite 
subsets of a finite set S are satisfiable, then by definition S is consistent. 
F 2 then follows immediately from F,. 

A property P of sets is said to be of finite character if for any set S, 
it has the property P iff all finite subsets of S have the property P. Con­
dition F 2 thus says that consistency is a property of finite character. 
The fact that consistency is of finite character is actually the only property 
of consistency used in Lindenbaum's proof. Indeed Lindenbaum's 
theorem can be looked at as a special case of Tukey's lemma, which we 
now discuss. 

Consider an arbitrary universe (set) U of objects (maybe finite, 
denumerable or non-denumerable). By "set" let us temporarily understand 
"subset of U". Consider now a property P of these sets. By a maximal 
set having property P is meant a set S having the property but such 
that no proper extension of S (still within U) has the property. Tukey's 
lemma says that if P is of finite character then any set having property P 
can be extended to a maximal set having property P. This lemma (for 
arbitrary universe U) is well known to be equivalent to the Axiom of 
Choice. Of course, for a denumerable universe U, the Axiom of Choice is 
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not needed. We shall therefore use what is essentially Lindenbaum's 
argument and show 

Theorem. (Tukey' s lemma for the denumerable case). For any denumer­
able universe U and any property P of subsets of U of finite character 
any set S (of elements of U) having property P can be extended to a 
maximal subset of U having property P. 

Proof. (After Lindenbaum). We first arrange all elements of U (not 
just those of S) in some denumerable sequence Y1 , Y2 , ••• , Y", .... Now we 
generate a denumerable sequence SO,Sl,S2' ... , Sn' '" of sets by the 
following inductive scheme. We set So=S. Now assume Sn has been 
defined. We then determine Sn + 1 as follows. If Sn U { Yn + I} has property P, 
we let Sn+ 1 =Sn U {Yn+ d. If not, then we let Sn+ 1 = Sn· 

It is obvious that we have So S;;; Sl S;;; S2 S;;; ••• S;;; Sn S;;; Sn+l S;;; ••• , and 
that each Si has property P. We now let M be the union of all the sets 
Si-i. e. an element X of U belongs to M iff X belongs to at least one Si' 
Obviously M is an extension of So, and we assert that M is a maximal 
set having property P. 

First we must show that M has property P. Well, let K be any finite 
subset of M. Then K, being finite, must be a subset of some Si (why?). 
Since Si has property P and P is of finite character, then K has property P. 
Thus every finite subset K of M has property P, therefore M has pro­
perty P (since P is of finite character). 

As to maximality, take any r; such that M u {r;} has property P. 
We must show that r; lies in M. Since M u {r;} has property P, so does 
the subset Si u {r;} (for any property P of finite character, if a set S has 
the property, so does any subset Sf, since all finite subsets of Sf are also 
subsets of S). Then r;ESi+ l' so r; belongs to M. This concludes the proof. 

Exercise. Call a set S complete if every formula or its negation is in S. 
We have already shown that every maximally consistent set is complete. 
Show that any consistent complete set must be maximally consistent 
(and thus a consistent set is maximally consistent if and only if it is 
complete). 

§ 3. An Analytic Modification of Lindenbaum's Proof 

We proved the compactness theorem in § 1 by showing how to 
extend a consistent set S to a Hintikka set. Furthermore, the elements of 
the Hintikka set of the construction were all subformulas of elements 
of S-or at worst negations of such subformulas. In this sense, we say 
that the methods of § 1 are analytic. (We use the term "analytic" in a 
way which rather corresponds to the use of the phrase "cut free" in 
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Gentzen's work; we will subsequently study the relationship quite 
closely.) By contrast, the maximally consistent set M obtained by 
Lindenbaum's construction contains every formula X or its negation 
(even if neither is a subformula of some element of S). 

Lindenbaum's construction is rather simpler than the construction 
of § 1, which involves a rather careful scheme for generating the infinite 
Hintikka branch e. We now wish to show how Lindenbaum's construc­
tion can be modified along analytic lines (which will have applications 
further on). 

We must first get out of the way a certain detail about subformulas 
and their negations. Define Y to be a direct descendent of X if either X is 
some rx and Y is rx l or rx2, or X is some /3 and Y is /31 or /32' And define 
Yto be a descendent of X if there exists a finite sequence beginning with X 
and ending with Y such that each term of the sequence (other than the 
first) is a direct descendent of the preceding term. It is easily verified 
that if Y is a descendent of X, then Y is either a subformula of X or the 
negation of a subformula of X (though it is not in general the case that 
the negation of a subformula of X is a descendent of X ---e. g. ~ X is the 
negation of a subformula of X /\ Y, but it is not a descendent of X /\ Y). 
We shall define SO to be the set of all descendents of elements of S. Our 
earlier remark that the constructions of § 1 use only subformulas of 
elements of S and their negations can really be sharpened to the fact that 
the constructions use only elements of So. 

Now suppose S is consistent. Since consistency is of finite character, 
we can extend S to a maximally consistent subset of SO~i. e. to a consistent 
subset of SO such that no proper extension contained within SO is consis­
tent. Now this maximally consistent subset of SO is in general not a 
truth set. But we show 

Theorem. Every maximally consistent subset of SO is a Hintikka set. 
The prooffollows directly from the properties Co, C 1, C2 of consistency 

which we used in § 1. Let M be a maximally consistent subset of So. 
Since M is consistent, then M contains no variable and its negation 
(by Co). This proves Ho. As to HI' suppose rxEM. Then Mu{rx}=M, 
so M u { rx} is consistent. Then, by C 1, M u { rx I} is consistent, hence 
rx l EM (by maximality, since rxIESO). Likewise rx2EM. As to H 2 , suppose 
/3EM. Then M =M u {/3}, and M u {/3} is consistent. Then by C2 , either 
M u {/3d or M u {/32} is consistent, so /31 (respectively /32) belongs to M 
(again since M is a maximal consistent subset of SO and /31,/32 certainly 
belong to SO). This completes the proof. 

Exercise. There is another proof of the compactness theorem, which 
is well known and probably the simplest of all. (We did not emphasize 
it because the principles involved will not be as useful to us in other 
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contexts as the principles of§ 1, § 2). Arrange all the propositional variables 
in a denumerable sequence Pl'P2' ... 'Pn' .... Define the sequence 
B1 ,B2, ... , Bn of sets by the following inductive scheme. If S u {pd is 
consistent, let Bl = {pd, otherwise let Bl = { '" pd· Suppose Bn is defined. 
Then let Bn+ 1 = Bn U {Pn+ d if S u Bn U {Pn+ d is consistent, otherwise let 
Bn+ 1 =Bn u { '" Pn+ d· Then let B be the union of B1 ,B2, ... ,Bn, .... Show 
that there is exactly one interpretation which satisfies B, and that all 
elements of S are true under this interpretation (and hence that S is 
satisfiable). 

§ 4. The Compactness Theorem for Deducibility 

We shall find the compactness theorem particularly useful in the 
following form. We shall say that X is deducible from a set S if there are 
finitely many elements Xl' ... ' X n of S such that the formula 
(X 1 /\ ... /\ X n) ~ X is a tautology. Equivalently, X is deducible from S 
if '" X is inconsistent with S (or equivalently with some finite subset of S). 

Compactness Theorem. (Second Form). If X is true in all Boolean 
valuations which satisfy S, then X is deducible from S. 

Proof. By hypothesis {S, '" X} is unsatisfiable. Then by the compact­
ness theorem, some finite subset So of {S, '" X} is unsatisfiable. Letting 
Xl' ... , X n be those elements of So other than '" X (if '" X happens to 
be in So), then {X 1, ..• , X n' '" X} is un satisfiable, so (X 1 /\ ... /\ X n) ~ X 
is a tautology. 

Exercise. A set is called deductively closed if every formula which 
is deducible from S lies in S. Prove Tarski's theorem: A consistent 
deductively closed set is the intersection of all its complete consistent 
extensions (complete in the sense that every formula or its negation 
belongs to the set). 
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First-Order Logic 



Chapter IV 

First-Order Logic. Preliminaries 

§ 1. Formulas of Quantification Theory 

For first order logic (quantification theory) we shall use the following 
symbols: 

(a) The symbols of propositional logic other than propositional 
variables. 

(b) 'r;f [read "for all"], 
3 [read "there exists"J. 

(cd A denumerable list of symbols called individual variables. 
(C2) A denumerable list of symbols (not in cd called individual para­

meters. 
(d) For each positive integer n, a denumerable list of symbols called 

n-ary predicates, or predicates of degree n. 
The symbols "'r;f" and "3" are respectively called universal and 

existential quantifiers. The term "variable" shall henceforth mean 
individual variable (they should not be confused with the propositional 
variables used earlier). We shall use small letters "x", "y", "z" to denote 
arbitrary individual variables. We shall use "a", "b", "c" with or without 
subscripts to denote individual parameters (henceforth called just 
"parameters"). We shall use capital letters "P", "Q", "R", with or without 
subscripts to denote predicates; their degree will always be clear from 
the context. We shall use the term "individual symbols" collectively for 
(individual) variables and parameters. 

Atomic Formulas. By an atomic formula (of quantification theory) 
we mean an (n + 1 )-tuple Pc 1, ... , cn , where P is any predicate of degree n 
and c1 , .•. , Cn are any individual symbols (variables or parameters). 

Formulas. Starting with the atomic formulas, we build the set of all 
formulas (of quantification theory) by the formation rules of propositional 
logic, together with the rule: 

(1) If A is a formula and x is a variable, then both ('r;fx)A and (3x)A 
are formulas; these are respectively called the universal quantification 
of A with respect to x and the existential quantification of A with respect 
to x. 

The above recursive definition of "formula" can be made explicit 
as follows: A is a formula iff there is a finite sequence of expressions which 
terminates with A and is such that each term is either an atomic formula 
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or is the negation, conjunction, disjunction or conditional of 1 or 2 
earlier terms, or is the existential or universal quantification of some 
earlier term with respect to some variable x. Such a sequence is again 
called a formation sequence for A. 

Pure Formulas. By a pure formula, we mean one with no parameters. 
Degrees. By the degree d(A) of a formula A we mean the number of 

occurrences of logical connectives and quantifiers. Thus 
(1) Every atomic formula is of degree O. 
(2) d(-A)=d(A)+l 

d(A /\ B) = d(A v B) = d(A => B) = d(A) + deB) + 1 
(3) d('I1x)A)=d(A) + 1 

d(3x)A)=d(A)+1 

Substitution. For every formula A, variable x, parameter a, we define 
the formula A: by the following inductive scheme: 

(1) If A is atomic, then A: is the result of substituting a for every 
occurrence of x in A. 

(2) [A /\ B]: = A~ /\ B: 
[A v B]:=A: v B: 
[ A => B]: = A~ => B: 

[-A]:= ~[A~] 
(3) [('11 x)A]~ =('11 x)A 

[(3x)A]:=(3x)A 

But for a variable y distinct from x 
[('11 x) A];;= ('11 x)[ A~] 
[( 3 x)A]~ =(3x)[ A~] 

Example. If A is the formula ('11 x) P x v "-' ( 3 y) Q x y, then 
A: = ('I1x)Px v ,,-,(3y)Q(a,y). 

We refer to A: as the result of substituting a for every free occurrence 
of x in A (cf. discussion below). 

By a closed formula or a sentence we mean a formula A such that 
for every variable x and every parameter a, A: = A. [This is equivalent 
to saying, in more usual terms, that no variable has a free occurrence in A 
-cf. following discussion.] 

Discussion. In the way we are treating quantification theory, it is 
not necessary to define the notions of "free occurrences" and "bound 
occurrences". But to make better contact with the more conventional 
treatments, some remarks are in order. An expression ('11 x), or (3x) we 
shall call a quantified variable. [It is more usually called a "quantifier", 
but we prefer the latter term for the symbols '11, 3 themselves.] 

In any formula A, by the scope of an occurrence of a quantified 
variable, is meant the smallest formula which follows that occurrence. 
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Examples. Consider the following 3 formulas: 
(a) ((V'x)Px) ~ [(V'x)Qxyv Rx] 
(b) (V'x)[Px~[(V'x)QxyvRx]] 
(c) (V'x)[Px~(V'x)(Qxy!\Rx)] 
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In each of these, there are 2 occurrences of "(V' x)"; let 01 be the first 
(leftmost) one, and O2 be the second occurrence. In (a), the scope of 01 

is Px. In (c) the scope of 01 is (Px~(V'x)(Qxy!\Rx»). The scope of O2 

in both (a) and (b) is Qx y; the scope of O2 in (c) is (Qx y v Rx). 
We define an occurrence of a variable x in a formula A to be bound 

if it is either within the scope of some occurrence of (V' x) or (3x), or 
else is itself immediately preceded by V' or 3. An occurrence of x in A 
is called free if it is not bound. Finally x is said to have a free occurrence 
in A if at least one occurrence of x in A is free. 

In the above examples, x has no free occurrence in either (b) or (c), 
and has only one free occurrence in (a). All occurrences of y in (a), (b), 
(c) are free. 

The seman tical significance of the notion offree and bound occurrences 
can be illustrated by the following example: 

Consider the expression 

(1) x=5y. 

The truth or falsity of (1) depends both on a choice of values for x and 
a choice for y. This reflects the purely syntactical fact that x and y each 
have a free occurrence in (1). 

Now consider: 

(2) (3y) [x= 5 y]. 

The truth or falsity of (2) depends on x, but not on any choice for y. 
Indeed, we could restate (2) in a form in which the variable y does not 
even occur; viz. "x is divisible by 5". And this reflects the fact that x has 
a free occurrence in (2) but y does not. 

We remark that A: is indeed the result of substituting a for every 
free occurrence of x in A-this can be verified by induction on the 
degree of A. 

We also remark that it is possible to define what it means for x to 
have a free occurrence in A without having to define the notion of 
"occurrence". Using our substitution operation, we can say that x has a 
free occurrence in A if for some parameter a (or equivalently for every 
parameter a) A: is distinct from A. Without using the substitution 
operation, we can alternatively characterize the notion "x has a free 
occurrence in A" by the following inductive rules: 

(1) x has a free occurrence in an atomic formula Pc 1 , ••• , Cn iff x is 
identical with one of the symbols c 1, ... , cn • 
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(2) For each of the binary connectives b, x has a free occurrence 
in A b B iff x has a free occurrence in at least one of A, B. And x has a free 
occurrence in '" A iff x has a free occurrence in A. 

(3) If y, x are distinct variables then y has a free occurrence in ('V x) A 
[and likewise (3 x) A] iff y has a free occurrence in A. And x does not 
have a free occurrence in ('Vx)A, nor in (3x)A. 

Subformulas and Formation Trees. "Formula" will henceforth mean 
"closed formula", unless specified to the contrary. The notion of immediate 
subformula (in the sense of quantification theory) is given explicitly by 
the rules: 

(1) A, B are immediate subformulas of A /\ B, A v B, A::> B, and A 
is an immediate subformula of '" A. 

(2) For any parameter a, variable x, formula A, A~ is an immediate 
subformula of ('V x) A and of (3 x) A. 

The definition of "subformula" is like that of Chapter I, but con­
struing "immediate subformula" in the above sense. 

By a formation tree (in the sense of first order logic) is meant a tree 
in which each end point is atomic, and such that for every other point 
one of the following conditions holds: 

(1) It is of the form AbB, and has A, B for its 1st, 2nd successors, 
and it has no other successors, or it is of the form '" A, and has A for its 
sole successor. 

(2) It is of the form ('V x)A or (3x)A and it has A~" A~2' ... , A~n' ... 
as its successors (say as the 1st, 2nd, ... nth ... respectively, though the 
order is not of any real significance). 

Since we have denumerably many parameters, formation trees for 
quantification theory are not finitely generated (they involve infinite 
branching) unlike the case for propositional logic. [However, it is 
obvious that all branches are finite-indeed the length of each branch 
is bounded by the degree of the formula at the origin.] 

Again we call :T a formation tree for A if:T is a formation tree with A 
at the origin. And again, the subformulas of A are precisely the formulas 
which occur in at least one place of the formation tree for A. 

§ 2. First-Order Valuations and Models 

Formulas with Constants in U. We let U be any non-empty set. We 
shall call U a universe of individuals-more briefly, a universe or a 
domain. We now wish to define the notions of formulas with constants 
in U-or more briefly "U-formulas". 

By an atomic U -formula, we shall mean an ordered (n + 1 )-tuple 
pel' ... , en (also written pel ... en), where P is an n-ary predicate, and 
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each lffi is either a variable or an element of U. [Note that we do not 
allow any lffi to be a parameter.] Having defined the atomic U-formulas, 
we can then define the set of all U-formulas by the formation rules given 
in § 1. Thus a U-formula is like a formula with parameters, except that it 
contains elements of U in place of parameters. This includes the "pure" 
formulas-i.e. those with no parameters, and no constants in U-as 
special cases. For any element kEU we define the formula F~ in exactly 
the same manner as we define F~, where a is a parameter. If F is a U-for­
mula, so is F~. We also define the notion of a U-subformula, analogous 
to that of "subformula", and "formation trees" for U-formulas in again 
an analogous manner [however we do not require any ordering of U, 
formation trees are not required to be ordered trees]. We let EU be the 
set of all closed U-formulas. By a first order valuation v of EU we mean an 
assignment of truth values to all elements of EU such that for every A 
in EU and every variable x, the following conditions hold: 

F 1: v is a Boolean valuation of EU 
F 2: (a) (V' x)A is true under v iff for every kE U, A~ is true under v. 

(b) (3x)A is true under v iff for at least one element kEU, A~ 
is true under v. 

By a first order truth set (with respect to the universe U) we mean a 
subset S of EU which satisfies all the conditions of a truth set as defined 
in propositional logic, as well as the conditions: 

(a) (V' x)A belongs to S iff for every kE U, A~ belongs to S. 
(b) (3x)A belongs to S iff for at least one kin U, Ak belongs to S. 
Again it is immediate that S is a first order truth set iff the characteristic 

function of S is a first order valuation. [By the characteristic function 
of S we mean, of course, relative to EU-i. e., the function which assigns 
t to every element of Sand f to every element of EU which is not in S.] 

Atomic Valuations. By an atomic valuation of EU we mean an assign­
ment of truth values to all atomic elements of EU. If two first order 
valuations agree on all atomic elements of EU, then they must agree on 
every element of A of EU (this is easily seen by induction on the degree 
of A). Thus an atomic valuation Vo of EU can be extended to at most one 
first order valuation v of EU, also Vo can always be extended to at least one 
first order valuation v of EU by the following considerations (which are 
obvious analogues of the propositional case). By a valuation tree for A 
(with respect to the universe U) is meant a formation tree for A together 
with an assignment of truth values to all points of!T such that the truth 
values of each point (other than an end point) is determined from the 
truth values of its successors by the conditions F 1,F 2' (Cf. definition of a 
first order valuation). One easily shows by induction on the degree of A 
that for any atomic valuation Vo there exists exactly one valuation tree 
for A whose end points receive the values given by Vo; in this valuation 
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tree, A receives a unique value. We define v(A) to be this value. Thus v 
is a valuation of the entire set EU, and it is easily seen to be a first-order 
valuation. N. B. Unlike the case for propositional logic, valuation trees 
do not provide any effective method for determining the truth value of a 
formula under a given atomic valuation, since (in general) some points 
of the tree have irifinitely many successors, so we can not in general 
actually know the truth value of such a point unless we know the truth­
values of its infinitely many successors. However, even though the 
valuation procedure is non-effective it is mathematically well defined. 
[To formalize the argument would require using a language stronger 
than first order logic; it can be done, e.g. in set theory, or in the language 
known as second-order arithmetic.] 

Interpretations. In propositional logic, we used the term "interpre­
tation" to mean an atomic valuation. In first order logic, the term "inter­
pretation" is traditionally used in the following different (but very closely 
related) sense. 

We let E be the set of all pure closed formulas of quantification theory. 
By an interpretation I of E in a universe U is meant a function which 
assigns to each n-ary predicate P an n-place relation P* of elements of U. 
An atomic U-sentence PC1' ... , Cn is called true under I if the n-tuple 
Cl , ... , Cn stands in the relation P*. In this manner, the interpretation I 
induces a unique atomic valuation Vo. And we say that an arbitrary 
element of EU (not necessarily atomic) is true under the interpretation I 
if it is true under the induced atomic valuation Vo. 

Conversely, if we start with an atomic valuation Vo on a universe U, 
we associate with it that interpretation which defines each P* as the 
set of all n-tuples C 1, ... , Cn such that PC1' ... , Cn is true under Vo' It is 
obvious that this interpretation I induces Vo back again, and is the only 
interpretation which induces Vo' 

Thus, there is no essential difference between the points of view of 
interpretations and of atomic valuations, and we shall use whichever 
notion is more convenient at the moment. 

Example. Let U be the domain of natural numbers. Consider the for­
mula ('v' x)( 3 y) P x y. It is meaningless to ask whether this formula is 
true or false before we are given an interpretation which tells us what 
P* is. Suppose we interpret P x, y to mean "x is less than y"-i. e., suppose 
we consider any interpretation in which P* is the relation <. Under 
such an interpretation the above formula is clearly true. On the other 
hand, if we interpret P to be the greater than relation, then the formula is 
false. 

We have so far been using the letter "E" to denote the set of formulas 
built from all predicates of quantification theory. We shall sometimes 
consider the case when E is rather the set of all formulas built from some 
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subset of the predicates, in which case the definitions of EU, atomic 
valuation of EU, first order valuation of EU and interpretation of E in U 
are the same as before (except that we take into consideration only those 
predicates which occur in at least one element of EU). 

Example. Let P be a predicate of degree 1 and Q be a predicate of 
degree 2. Let E be the set of all formulas containing no predicates other 
than P and Q. Let U be the finite universe {1,2,3}. The following is an 
example of an atomic valuation of EU : 

True False 

PI P2 
P3 Q 1,1 
Ql,2 Q2,2 
Q1,3 Q3,3 
Q2,3 Q2,1 

Q3,1 
Q3,2 

The truth value of any element of EU is now completely determined 
by the above table (since we have specified which atomic elements are 
true and which are false). We have thus determined a first order valuation 
defined on the entire set EU. 

Alternatively, we could have determined v by the following inter­
pretation (of the predicates P, Q): 

P: The set {1,3}. 
Q: The set of ordered pairs 

{(1,2), (1,3), <2,3)} 
equivalently the less than relation restricted to U. 

Models. An interpretation I in which every element of a given set S 
is true is sometimes call a model of the set S. 

Validity and Satisfiability. A pure formula A is called valid if it is 
true under every interpretation (in every universe). Equivalently, A is 
valid if for every universe U, A is true under every first order valuation 
of EU. 

A formula A is called (first order) satisfiable if it is true in at least one 
interpretation in at least one universe-equivalently if for at least one 
universe U there is at least one first order valuation in which A is true. 
More generally, a set S of pure formulas is called satisfiable (more 
generally, simultaneously first order satisfiable) if there is at least one 
interpretation in which all elements of S are true. 

One sometimes speaks of validity and satisfiability within a specific 
universe U. A formula is called valid in U if it is true in all interpretations 
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in U, and satisfiable in U if it is true in at least one interpretation in U. 
And a set S is called satisfiable in U if there is at least one interpretation 
in U which satisfies every element of S. 

Thus A is valid iff A is valid in every universe; A is satisfiable iff it is 
satisfiable in at least one universe. 

L6wenheim proved the celebrated result that if A is satisfiable at all, 
then A must be satisfiable in some denumerable domain. Skolem subse­
quently extended this result, and showed that if a denumerable set S of 
closed formulas is simultaneously satisfiable, then it is simultaneously 
satisfiable in a denumerable domain. This result (the so-called "Skolem­
L6wenheim theorem") has a profound impact on the foundations of 
mathematics. We shall subsequently consider several proofs of this 
theorem. 

Exercise 1. Show that the validity or satisfiability of a formula in a 
universe U depends only on the cardinality of U. 

Exercise 2. Show that if a formula is satisfiable in U, then it is satis­
fiable in any larger domain (i. e. in any superset of U). Show that if A is 
valid in U, then it is valid in any smaller domain (subset of U). 

Exercise 3. Construct an example of a formula satisfiable in a de­
numerable universe, but not in any finite universe. 

Exercise 4. Show that A is valid iff A' is not satisfiable. Show that A is 
satisfiable iff A' is not valid. 

Sentences with Parameters. We have so far defined validity and 
satisfiability just for pure sentences (sentences with no parameters). 
Consider now a sentence A(a 1 , ••• , an) containing exactly the parameters 
a1, ••• , an" For any universe U and any elements k1, .•• , kn of U by 
A(k 1 , ••• , kn) we mean the result of simultaneously substituting kl for 
a1 , .•• , kn for an in A(a1 , ••• , an). Given an interpretation I of the predicates 
of A(a1 , ... , an) in the universe U, we say that A(a1 , .•• , an) is satisfiable 
under I if there exists at least one n-tuple <k1 , ••• , kn> of U such that 
A(kb ... , kn) is true under I, and we say that A(a1 , ... , an) is valid under I 
iffor every kb ... , kn of U, A(kl' ... , kn) is true under I. Then we say A is 
valid (satisfiable) in U if A is valid (satisfiable) under all interpretations 
(at least one interpretation) in U. And we say that A(a1 , ... , an) is valid 
(satisfiable) if A(a1 , ... , an) is valid (satisfiable) in all (at least one) universe. 

The definition of simultaneous satisfiability of a set S of sentences 
with parameters should now be obvious. Consider any mapping <p from 
the set of parameters of S (i. e. which occur in at least one element of S) 
into a universe U. For any AES, by Alp we mean the result of substituting 
for each parameter ai of A its image <p(a i) under <po Now we say that S is 
(simultaneously) satisfiable in U if there exists an interpretation I of the 
predicates of S and there exists a "substitution" <p mapping the parameters 
of S into elements of U such that for any AES, Alp is true under I. 
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Exercise. Let Xl"'" xn be variables which do not occur in A(al, ... , an); 
let A(xl , ... , xn) be the result of substituting Xl for al , ... , Xn for an' 
Show that A (a 1 , ... , an) is valid iff the pure sentence ("\I Xl) ... ("\I Xn) 
A(x l , ... , Xn) is valid, and that A(al , ... , an) is satisfiable iff the pure sen­
tence (3x l ), ... ,(3xn)A(xu ... ,xn) is satisfiable. 

§ 3. Boolean Valuations vs. First-Order Valuations 

By a Boolean atom we shall mean a sentence which is not the negation 
of any other sentence nor the conjunction, disjunction or conditional of 
other sentences. Equivalently, a sentence is a Boolean atom iff it is either 
an atomic sentence Pal' ... , an or is of one of the forms ("\I X) A or (3 x) A. 

Consider now the universe V whose elements are the parameters 
themselves. We can talk about Boolean valuations of EV and also about 
first order valuations of EV; these are not the same thing. Obviously 
every first order valuation of EV is also a Boolean valuation of EV, but a 
Boolean valuation of EV may fail to be a first order valuation of EV. 

All our results about Boolean valuations of propositional logic go 
over almost intact to Boolean valuations in quantification theory. For 
example, any assignment of truth values to all Boolean atoms of EV 
can be extended to one and only one Boolean valuation of EV (but in 
general this Boolean valuation fails to be a first-order valuation). Also 
the following version of the compactness theorem can be proved exactly 
as in propositional logic: If S is an infinite subset of EV such that every 
finite subset of S is truthfunctionally satisfiable (i. e. true in at least one 
Boolean valuation of EV) then the whole set S is truth-functionally 
satisfiable. [This can be proved by any of the methods of Chapter III, 
everywhere replacing "propositional variable" by "Boolean atom"]. 
There is, however, another compactness theorem for first order logic­
a much deeper result which we shall subsequently prove-which says 
that if every finite subset of S is first-order satisfiable (i. e. true in at 
least one first order valuation) then S is first-order satisfiable. 

We must similarly distinguish valid sentences from tautologies. A 
valid sentence is true under all first-order valuations; a tautology is true 
under all Boolean valuations (even those which are not first order valua­
tions). For example, the following sentence is not only valid, but even a 
tautology. [("\I x)Px A ("\I x)Qx] ~ ("\I x)Px. This sentence is of the form 
(p A q) ~ p, which is a tautology of propositional logic. 

However, the following sentence, though valid is not a tautology: 

("\I x)[Px A Qx] ~ ("\I x)Px. 

Exercise 1. Why is the last sentence not a tautology? 
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Exercise 2. Give an example of a sentence which is truth-functionally 
satisfiable but not first order satisfiable. 

Exercise 3. [Important!] Show that a quantifier-free sentence (i.e. 
a sentence with no quantifiers) which is truth-functionally satisfiable 
must also be first order satisfiable. 

Show therefore that if a quantifier-free sentence is valid, then it must 
be a tautology [this is a semantic version of Hilbert's first E-theorem J. 
More generally, show that any S (finite or infinite) of quantifier1ree 
sentences which is (simultaneously) truth-functionally satisfiable is also 
(simultaneously) first order satisfiable [Hint: Take any Boolean valuation 
of E which satisfies S. This Boolean valuation induces a certain inter­
pretation I of the predicates of S (in a manner we have discussed earlier). 
Show that every element X of S is true under this interpretation I (use 
induction on the degree of X)J. 

Chapter V 

First-Order Analytic Tableaux 

§ 1. Extension of OUf Unified Notation 

We use "e!..", "f3" exactly as we did for propositional logic (only now 
construing "formula" to mean "closed formula of quantification theory"). 
We now add two more categories y and (j as follows. 

For the moment let us work with unsigned formulas. Then "y" shall 
denote any formula of one of the two forms (V' x) A, '" ( 3 x) A, and for 
any parameter a, by y(a) we mean A~, '" A~ respectively. 

We use "(j" to denote any formula of one of the two forms (3x)A, 
-(V' x)A, and by (j(a) we respectively mean A~, -(A~). We refer to 
y-formulas as of universal type, and (j-formulas as of existential type. 

In working with signed formulas, y shall be any signed formula of 
one of the forms T('1x)A, F(3x)A, and y(a) is respectively TA~, FA~. 
And (j shall be any signed formula of one of the forms T( 3x)A, F('1 x)A, 
and (j(a) is respectively T A~, F A~. 

In considering sentences with constants in the universe U, we use y, 
(j in the same manner and for any kE U, we define y(k), (j(k) similarly. 

Under any interpretation in a universe U, the following facts clearly 
hold: 

F 1 : a is true iff ab a2 are both true. 
F 2: f3 is true iff at least one of f3I, f32 is true. 
F 3: y is true iff y(k) is true for every kE U. 
F 4: (j is true iff (j(k) is true for at least one kE U. 
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As consequences of the above facts, we have the following laws 
concerning satisfiability, of which G1 , G2 , G3 are immediate and G4 

(which the reader should look at most carefully) we will prove. In these 
laws, S is any set of formulas perhaps with parameters (but no other 
constants), and likewise with !x, p, y, 1>. And "satisfiable" means first 
order satisfiable. 

G1: If S is satisfiable, and !XES, then {S,!X 1, !X2} is satisfiable. 
G2 : If S is satisfiable and PES, then at least one of the two sets 

{S,Pd, {S,P2} is satisfiable. 
G 3: If S is satisfiable and YES, then, for every parameter a, the set 

{S, y(a)} is satisfiable. 
G4 : If S is satisfiable and 1>ES, and if a is any parameter which occurs 

in no element of S, then {S, 1> (a)} is satisfiable. 
We leave the verification of G1 ,G2 ,G3 to the reader; we shall now 

prove the very critical law G4 . 

By hypothesis, there is an interpretation I of all predicates of S in 
some universe U and a mapping qJ of all parameters of S into elements 
of U such that for every AES, the U-sentence Aq> is true under I. In 
particular, 1>'1' is true under I. The sentence 1>'1' is a sentence with no 
parameters but with constants in U and it is a sentence of existential 
type, call it 1>1' Since 1>1 is true under I, then (by F 4), there must be at 
least one element k of U such that 1>l(k) is true under I. Now qJ is defined 
on all parameters of {S,1>(a)}, except for the parameter a. We extend qJ 
by defining qJ(a)=k-call this extension qJ*. Then qJ* is defined on all 
parameters of {S,1>(a)}. Clearly, for every AES,Aq>* is the same expression 
as Aq>, so Aq>* is true under I. And [1> (a)] '1'* is the same sentence as 1>1 (k), 
hence [8(a)]q>* is true under I. Hence, for every AE{S,1>(a)},Aq>* is true 
under I. Thus {S,1>(a)} is satisfiable. 

§ 2. Analytic Tableaux for Quantification Theory 

Whether we work with signed formulas or not, our tableaux rules 
for first order logic are the following four: 

Rule A: 
P 

Rule B: -1-
P1 P2 

Rule C: _Y_, where a is any parameter. 
y(a) 

1> . 
Rule D: -, where a IS a new parameter. 

1> (a) 
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Rules A, B are the same as in propositional logic. The new rules C, D 
(for eliminating quantifiers), are direct rules; the only one of the four 
rules which is a branching rule is Rule B. In signed notation, Rules C, D 
are as follows: 

T(,<:/ x)A F( 3x)A 
Rule C: 

TA~ FA~ 

T(3x)A. . 
Rule D: , wIth prOVISO 

TA~ 

F('<:/x) A . . 
---, WIth prOVISO 
FA~ 

Using unsigned formulas, our quantificational rules are: 

('<:/x)A -(3x)A 
Rule C: 

A~ - A~ 

(3x)A. . 
Rule D: --, wIth prOVISO 

A~ 

-(,<:/x)A. . 
---, WIth prOVISO 

- A~ 

Discussion concerning Rule D. This rule is a formalization of the 
following informal argument used constantly in mathematics. Suppose 
in the course of an argument we have proved that there exists an element x 
having a certain property P-i. e. we have proved the statement ( 3 x) P x. 
We then say, "let a be such an x" and we write P a. Of course, we are not 
asserting that P holds for every a, but just for at least one. If we subsequently 
show that for another property Q, there exists an x such that Q x, we 
cannot legitimately say "let a be such an x", because we have already 
committed the symbol "a" to being the name of some x such that P x 
and we do not know that there is any single x having both the properties P 
and Q. Thus we take a new parameter b, and say "let b be such an x", 
and we write Q b. This is the reason for the proviso in Rule D. 

Actually we can liberalize Rule D by replacing the clause "providing 
a is new", by "providing a is new, or else a has not been previously 
introduced by Rule D, and does not occur in b, and no parameter of b 
has been previously introduced by Rule D". Under this liberalization, 
proofs can sometimes be shortened (cf. Example 2 below.) 
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The idea behind this liberalization is this. Suppose in the course 
of an argument we prove a sentence ("if x)Px (which is of type y). Then 
we conclude Pa. We have not really committed "a" to being the name 
of any particular individual; Pa holds for every value of a. So if we 
subsequently prove a sentence (3x)Qx, we can legitimately say, "let a 
be such an x", and for the same value of a, P a will also hold. 

The above discussion is but an informal foreshadowing of a precise 
argument showing the consistency of the tableau method for first order 
logic. Actually, if we stick to the strict version of Rule D, the consistency 
is almost immediate from the conditions G1, Gz, G3 , G4 of satisfiability 
which we stated in § 1. 

For suppose () is a branch of a tableau and that 0 is satisfiable. If we 
extend () by rule A, C or D then the resulting extension is again satisfi­
able (by G1, G3 , G4 , respectively). If we simultaneously extend () to 
2 branches ()l' ()z by one application of rule B, then at least one of ()l' ()2 

is again satisfiable (by Gz). Thus any immediate extension of a tableau 
which is satisfiable (in the sense that at least one of its branches is satisfi­
able) is again satisfiable. Therefore (by induction) if the origin of a 
tableau is satisfiable, then at least one branch of the tableau is satisfi­
able and hence open. Therefore if a tableau closes, then the origin is 
indeed unsatisfiable-stated otherwise, every provable sentence is valid. 

The precise justification of the liberalized version of Rule D is a bit 
more delicate; we shall return to this later. Meanwhile we wish to get 
on with some concrete working familarity with First Order Tableaux. 

Example 1. The following tableau is a proof of the sentence 

("if x) [PX::l QX]::l [("ifx)PX::l ("ifx)Qx] 

(1) ~ [("if x)[PX::l QX]::l [("if x)PX::l ("if x)Qx]] 

(2) ("ifx)(PX::l Qx) (1) 
(3) ~ [("if x) P X ::l ("if x) Q x] (1) 
(4) ("if x)Px (3) 
(5) ~("if x)Q x (3) 
(6) ~Qa (5) 

(7) Pa (4) 

(8) Pa::lQa (2) 

(9) ~Pa (8) 
I 

(10) Qa (8) 
x x 

Example 2. We wish to give 2 different proofs of the sentence 
( 3 y) [( 3 x) P X ::l P y]. The first proof uses the strict form of Rule D, and 
the second (which is shorter) uses the liberalized version of Rule D: 
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Proof 1. (1) F(3y)[(3x) PX:J Py] 

(2) F(3x)Px:JPa (1) 
(3) T(3x)Px (2) 
(4) FPa (2) 
(5) TPb (3) 
(6) F(3x) PX:J Pb (1) 
(7) FPb 

X 

Proof 2. (1) F(3y) [(3x)Px:J Py] 

(2) F(3x)Px:J Pa (1) 
(3) T(3x)Px (2) 
(4) FPa (2) 
(5) TPa (3) 

X 

Exercises. Prove the following formulas: 

(V' y)[(V' x)P X:J P y] 

(V' x)Px:J (3x)Px 

(3y) [Py:J (V'x)Px] 

~ (3y)P y:J [(V' y)((3x)Px:J Py)J 

(3x)Px:J (3y)Py 

(V'x)[PX!\Qx] == [(V'x)PX!\(V'x)Qx] 

[(V' x)Px v (V' x)Qx] :J (V' x) [P x v Qx] 
(the converse is not valid!) 

(3x)(Px v Qx)==(3x)Px v (3x)Qx) 

(3x)(Px!\ QX):J (3x)Px v (3x)Qx) 
(the converse is not valid). 

In the next group, C is any closed formula-or at least the variable x 
does not occur free in it: 

(V'x)[Pxv C] == [(V'x)Px v C] 
(3x)[P X!\ C] == [(3x)Px !\ C] 

(3x)C == C 

(V' x) C == C 

(3x) [C:J Px] == [C :J(3x)Px] 

(3x)[P X:J C] == [(V' x)Px :J C] 

(V'x)[C:J Px] == [C:J (V'x)Px] 

(V' x) [P X:J C] == [(3x)Px :J C] 
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Show (H /\ K) => L, where 
H = ('it x)('it y) [Rxy => Ry x] (R is symmetric) 
K = ('it x) ('it y) ('it z) [(Rx y /\ Ry z) => Rxz] (R is transitive) 
L = ('itx)('ity) [Rxy => Rxx] (R is reflexive on its domain of 

definition). 
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For a hard one, try the following exercise (taken from Quine [1]): 
Show (A /\ B) => C, where 

A = ('itxH(Fx /\ Gx) => Hx] => (3xHFx /\ -Gx] 
B = ('it x) [Fx => Gx] v ('itxHFx => H x] 
C = ('it x) [(Fx /\ Hx):::> Gx] => (3x) [Fx /\ Gx /\ -Hx] 

§ 3. The Completeness Theorem 

Now we turn to the proof of one of the major results in quantifica­
tion theory: Every valid sentence is provable by the tableau method. 

This is a form of Godel's famous completeness theorem. Actually 
GOdel proved the completeness of a different formalization of Quanti­
fication Theorey, but we shall later show how the completeness of the 
tableau method implies the completeness of the more conventional for­
malizations. The completeness proof we now give is along the lines of 
Beth [1] or Hintikka [l]-and also Anderson and Belnap [1]. 

Let us first briefly review our completeness proof for tableaux in 
propositional logic, and then see what modifications will suggest them­
selves. In the case of propositional logic, we reach a completed tableau 
after finitely many stages. Upon completion, every open branch is a 
Hintikka set. And by Hintikka's lemma, every Hintikka set is truth­
functionally satisfiable. 

Our first task is to give an appropriate definition of "Hintikka set" 
for first order logic in which we specify conditions not only on the lx'S 

and /3's but also on the y's and b's as well. We shall define Hintikka sets 
for arbitrary universes U of constants. 

Definition. By a Hintikka set (for a universe U) we mean a set S 
(of U-formulas) such that the following conditions hold for every IX, 13, 
y, b in EU : 

H 0: No atomic element of EU and its negation (or conjugate, if we 
are working with signed formulas) are both in S. 

H 1: If IXES, then IXl' IX2 are both in S. 
H 2 : If /3ES, then /31 ES or /32ES. 
H3: If YES, then for everykEU,y(k)ES. 
H4 : If bES, then for at least one element kEU, b(k)ES. 
Now we show 



58 v. First-Order Analytic Tableaux 

Lemma (Hintikka's lemma for first order logic). Every Hintikka set S 
for a domain U is (first order) satisfiable-indeed in the domain U. 

Proof. We must find an atomic valuation of EU in which all elements 
of S are true. We do this exactly as we did propositional logic-viz for 
every atomic sentence P~l' ... , ~n of EU, give it the value t if TP~b ... , ~n 
is an element of S, f if F P ~l' ... ' ~n is an element of S, and either t or f 
at will if neither is an element of S. We must show that each element X 
of S is true under this atomic valuation. Again we do this by induction 
on the degree of X. If X is of degree 0, it is immediate that X is true 
(under this valuation). Now suppose that X is of positive degree and 
that every element of S oflower degree is true. We must show X is true. 
Since X is not of degree 0, then it is either some (x, P, I' or b. If it is an 
(X or a P, then it is true for exactly the same reasons as in the proof of 
Hintikka's lemma for propositional logic (viz. ifit is an (x, then (Xl' (X2 are 
both in S, hence both true (by induction hypothesis), hence (X is true; 
if it is a P, then at least one of Pl' P2 is in S, and hence true, so P is 
true). Thus the new cases to consider are 1', b. 

Suppose it is a y. Then, for every kE U, y(k)ES (by H 3), but every y(k) 
is of lower degree than 1', hence true by inductive hypothesis. Hence I' 
must be true. 

Suppose it is a b. Then for at least one kE U, b(k)ES (by H4). Then b(k) 
is true by inductive hypothesis, hence b is true. 

We next consider how we can use Hintikka's lemma for our com­
pleteness proof. In propositional logic, tableaux terminate after finitely 
many steps. But a tableau for first order logic may run on infinitely 
without ever closing. Suppose this should happen. Then we generate 
an infinite tree 5, and by Konig's Lemma, 3 contains an infinite branch 8. 
Clearly 8 is open, but do the elements of 8 necessarily constitute a 
Hintikka set? The answer is "no" as the following considerations will 
show. 

For any X on a branch 8 of degree> 0, define X to be fulfilled on 8 
if either: (i) X is an (x, and (Xl' (X2 are both on 8; (ii) X is a P and at least 
one of Pl' P2 is on 8; (iii) X is a I' and for every parameter a, y(a) is on 8; 
(iv) X is a b and for at least one parameter a, b(a) is on 8. Now suppose 3 
is a finite tableau and that a branch contains two y-sentences---call 
them 1'1 and 1'2· Now suppose we use 1'1 and successively adjoin 1'1 (al), 
Yl(a2 ), ••• ,Yl(an), ••• , for all the parameters al ,a2 , ••• ,an , •••• We thus 
generate an infinite branch and we have clearly taken care offulfilling 1'1' 
but we have totally neglected 1'2. Or it is possible to fulfill a ')I-formula 
on a branch but neglect one or several (x, P, or b formulas on the branch. 
Thus there are many ways in which an infinite tableau can be generated 
without all-or even any-open branches being Hintikka sets. The key 
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problem is to find a systematic procedure which will guarantee that 
any tableau constructed according to the procedure is such that if it 
runs on infinitely, every open branch will have to be a Hintikka sequence. 

Many such procedures exist in the literature; the reader should at 
this point try to work out such a procedure for himself before reading 
further. 

The following systematic procedure seems to be as simple and direct 
as any. In this procedure of generating the tree, at each stage certain 
points of the tree are declared to have been "used" (as a practical book­
keeping device, we can put a check mark to the right of a point of the 
tableau as soon as we have used it). 

Now for a precise description of the procedure. We start the tableau 
by placing the formula (whose satisfiability we are testing) at the origin. 
This concludes the first stage. Now suppose we have concluded the 
nth stage. Then our next act is determined as follows. If the tableau 
already at hand is closed, then we stop. Also, if every non-atomic point 
on every open branch of the tableau at hand has been used, then we 
stop. If neither, then we pick a point X of minimal level (i.e. as high up 
on the tree as possible) which has not yet been used and which appears 
on at least one open branch 1), and we extend the tableau at hand as 
follows: we take every open branch e passing through the point X, and 

1) If X is an IX, we extend e to the branch (e, lXI' 1(2). 
2) If X is a /3 then we simultaneously extend e to the 2 branches 

(e, /31) and (e, /32)· 
3) If X is a lJ then we take the first parameter a which does not 

appear on the tree and we extend e to (e, lJ(a)). 
4) If X is a y (and this is the delicate case !), then we take the first 

parameter a such that y(a) does not occur on 8, and we extend e to 
(8, y(a), y). (In other words we add y(a) as an endpoint to e and then 
we repeat an occurrence of y!) 

Having performed acts 1--4 (depending on whether X is respectively 
an IX, /3, y, lJ), we then declare the point X to be used, and this concludes 
the stage n + 1 of our procedure. 

Discussion. To describe the above procedure more informally, we 
systematically work our way down the tree, automatically fulfilling all 
IX, /3 and lJ formulas which come our way. As to the y-formulas, when 
we use an occurrence of y on a branch e to subjoin an instance y(a), 
the purpose of repeating an occurrence of y is that we must sooner or 
later come down the branch e and use this repeated occurrence, from 
which we adjoin another instance y(b) and repeat an occurrence of y 

1) If the reader wishes to make the procedure completely deterministic he can, e. g. 
pick the leftmost such unused point of minimal level. 
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again, which we in turn use again, and so forth. In this way, we are 
certain of fulfilling all y formulas (as well as the IX, p, and () formulas). 

Let us now consider the possibility that in systematically constructing 
a tableau, we may, after a finite number of steps, come to a stage in 
which the tableau is not closed, yet every non-atomic point of every 
open branch has been used. Obviously this can happen only if no 
y-formulas occur on any open branch. In this case, it is vacuously true 
that all the y-formulas are fulfilled. Hence in this case (which incidentally 
comes up quite rarely), every open branch is still a Hintikka sequence. 

We should also remark that strictly speaking, the tree generated by 
our procedure is not literally a tableau, since there are no tableau rules 
allowing for arbitrary repetitions of y-formulas (or any other formulas 
for that matter). However it is trivial to verify that if we should sub­
sequently delete these repetitions, then the resulting tree is indeed a 
tableau. Or to put it another way, if it is possible to close a tableau 
allowing arbitrary repetitions, then we could close the tableau without 
these arbitrary repetitions (for anything subjoined using these repetitions 
could just as well have come from the originals higher up on the tree). 

We shall use the term "systematic tableau", to mean a tableau con­
structed by the above systematic procedure. By a finished systematic 
tableau we shall mean a systematic tableau which is either infinite, or 
else finite but cannot be extended further by continuing the systematic 
procedure (in other words, for each open branch, all non-atomic elements 
have already been used). From our discussion above, we have: 

Theorem 1. For any finished systematic tableau, every open branch is 
a Hintikka sequence (for the denumerable universe Vof parameters). 

From Theorem 1 and Hintikka's lemma for first order logic, we at 
once have: 

Theorem 2. In any finished systematic tableau fI, every open branch 
is simultaneously (first order) satisfiable. 

Theorem 2 in turn yields: 

Theorem 3. (Completeness Theorem for First Order Tableaux). If X 
is valid, then X is provable-i.e., there exists a closed tableau for F X. 
Indeed, if X is valid, then the systematic tableau for F X must close after 
finitely many steps. 

Proof. Suppose X is valid. Let fI be the finished systematic tableau 
starting with F X. If fI contained an open branch e then by theorem 2, 
e would be satisfiable, hence F X, being a term of e, would be satisfiable, 
contrary to the hypothesis that X is valid. Thus X is provable. 
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Concerning the second statement, by Konig's lemma, a closed in­
finite tableau is impossible, because if ff is closed, then every branch 
of ff is of finite length, hence ff must be finite. 

Theorem 2 also yields: 

Theorem 4. (Lowenheim's Theorem). If X is satisfiable at all, then 
X is satisfiable in a denumerable domain. 

Proof. Let ff be a finished systematic tableau starting with X. We have 
shown earlier that if ff were closed, then X could not be satisfiable. 
Hence ff contains at least one open branch f). Then by theorem 2, there 
is an interpretation in a denumerable domain in which all elements 
of f)-in particular X itself-are true. This concludes our proof. 

Discussion of Systematic Tableaux. In general, systematic tableaux 
may take much longer to close than a tableau constructed using some 
ingenuity. The whole point of considering systematic tableaux is that 
they are bound to close if the origin is un satisfiable, whereas a tableau 
constructed at random may fail to close even though the origin is un­
satisfiable. Yet it is still true that if X is unsatisfiable, a cleverly con­
structed tableau for X will close faster than the systematic tableau. Thus 
if the reader is in a very lazy mood, and if he wished to test the satis­
fiability of X, he can mechanically run a systematic tableau for X, con­
fident in the knowledge that if X is unsatisfiable, then the tableau will 
eventually close. On the other hand, if he is in a brighter and more 
creative mood, then he can be alert and seize the first opportunity-or 
indeed plan clever strategies-for closing the tableau quickly, even 
though he disregards the systematic procedure. 

We assume the reader has already worked several of the exercises 
at the end of§ 2. It is highly unlikely that any of the tableaux constructed 
therein are systematic. At this point, the reader should really try one 
or two of these exercises using systematic tableaux, and should compare 
the length of the proof with the non-systematic tableau he has already 
constructed. 

The particular systematic procedure we have given is by no means 
the best as a practical proof procedure. The following procedure, though 
a bit more difficult to justify, is better from the viewpoint of getting 
shorter proofs. 

Instead of always using the highest unused point of a given branch, 
do the following: At any given stage first use all the r:x and (j points. 
(This clearly must terminate after finitely many steps.) Then use up all 
the f3 points (and again this must terminate after finitely many steps). 
Then use a y-point of maximal height (i.e., maximal level) in the manner 
indicated in the first procedure. 
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A few working examples will convince the reader of the practical 
superiority of this procedure. Needless to say, it is still capable of many 
further improvements; such a study is a subject in itself known as 
"mechanical theorem proving". This subject-which is of relatively 
recent origin-investigates proof procedures from the viewpoint of 
speed. These procedures are sometimes programmed on computing 
machines. 

Atomic Closure. As in propositional logic, we call a tableau atomically 
closed if every branch contains some atomic element and its conjugate. 
If we modify our systematic procedure by replacing "closed" by "atom­
ically closed" and "open" by "atomically open" (meaning "not atom­
ically closed"), then for any finished tableau constructed by this modified 
procedure, each branch is either atomically closed or is a Hintikka set. 
Thus if X is unsatisfiable then there not only exists a closed tableau 
for X, but even an atomically closed tableau for X. This fact will be 
important later on. 

Again we proved the above fact using a model-theoretic argument. 
But it is equally simple to give a purely systematic proof that any closed 
tableau can be further extended to an atomically closed tableau; viz by 
showing by induction on X that there is an atomically closed tableau 
for any finite set which contains both X and X. Thus any closed branch 
of a tableau can be extended to an atomically closed tableau. Therefore, 
any closed tableau can be extended to an atomically closed tableau. [In 
verifying this last statement, do not overlook what happens with Rule D!J 

Satisfiability in a Finite Domain. Suppose that in constructing a tab­
leau, we reach a stage in which the tableau is not closed, yet there is at 
least one branch e whose elements constitute a Hintikka set for the 
finite domain of those parameters which occur in at least one element of e. 
It is then pointless to continue the tableau further, for by Hintikka's 
Lemma, the set e (and hence in particular the origin) is satisfiable in a 
finite domain. 

Example. We have asserted that the formula [(V'x)Pxv(V'x)QxJ 
~(V'x)[PxvQx] is valid, but that its converse (V'x)[PxvQx] 
~ [(V'x)Pxv(V'x)Qx] is not valid. In other words the signed formula 
F(V'x)[Px 1\ Qx] ~ [(V'x)Px 1\ (V' x)Qx] is satisfiable. Let us show this by 
the tableau method. Consider the following tableau: 

(1) F(V' x)(Px v Qx) ~ (V' x)Pxv (V' x)Qx) 
(2) T(V'x)(PxvQx) (1) 
(3) F(V'x)Pxv(V'x)Qx (1) 
(4) F(V'x)Px (3) 
(5) F(V' x) Q x (3) 
~ FPa ~ 
m FQb ~ 
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(8) 
(9) 

TPavQa (2) 
TPbv Qb (2) 

(10) TPa (8) (11) TQa (8) 
X (12) TPb (9) (13) TQb (9) 

X 

The above tableau has one open branch 8. In this branch the Il(-points 
(1), (3) are both fulfilled; the fJ-points (8), (9) are both fulfilled; the c5-points 
(4), (5) are both fulfilled; and the y-point (2) is fulfilled for the 2 element 
domain {a, b}. Then the proof of Hintikka's lemma shows us that all 
elements of 8 are true under the following atomic valuation: 

Pa - false 
Pb - true 
Qa-true 
Qb - false 

Equivalently, (1) is satisfied by the interpretation in which P is the 
set whose only element is b, and Q is the set whose only element is a. 
The reader can easily verify that all elements of 8-in particular (1) 
itself-is true under this finite interpretation. 

We thus see how tableaux can be used not only to show certain 
formulas to be un satisfiable (or equivalently to show certain formulas 
to be valid), but also can sometimes be used to show certain formulas to 
be satisfiable (when these formulas happen to be satisfiable in a finite 
domain). The real "mystery class" consists of those formulas which are 
neither un satisfiable nor satisfiable in any finite domain. If we construct 
a tableau---even a systematic one-for any such formula, the tableau 
will run on infinitely, and at no finite stage will we ever know that the 
formula is or is not satisfiable. There are formulas which are satisfiable 
but not in any finite domain (cf. exercise below). However, the demon­
stration of their satisfiability cannot be accomplished within the frame­
work of analytic tableaux. 

Exercise: Let H be the conjunction of the following three sentences: 
1) ('I1x)(3y)(Rx,y) 
2) ~(3x)Rx,x 
3) ('11 x)('11 y)('11 z) [(R x, y " R y, z) ::J R x, zJ 

Clearly H is true in the domain of the natural numbers if we interpret 
"R" to be the less than relation. Prove that H is not satisfiable in any 
finite domain. 

§ 4. The Skolem-Lowenheim and Compactness Theorems 
for First-Order Logic 

We have already proved Lowenheim's theorem that every satisfiable 
formula is satisfiable in a denumerable domain. Our proof rested on 
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the method of systematic tableaux for a single formula. To prove the 
Skolem-Lowenheim theorem (viz. that every simultaneously satisfiable 
denumerable set S is satisfiable in a denumerable domain), we must 
extend our method and consider systematic tableaux for sets S of formulas. 
We shall restrict ourselves for a while to pure sets S,-i.e., sets of closed 
formulas with no parameters. First of all, by a (first-order) tableau for S 
we mean a tree constructed as follows. We start by placing any element 
of S at the origin. Then at any stage, we can either use Rule A, B, C, D 
or we may adjoin any element of S to the end of any open branch; the 
elements so adjoined shall sometimes be referred to as the premises of 
the tableau (we might think of the process of constructing a tableau 
for S as a test for whether the assumption of all elements of S as premises 
leads to a contradiction). 

By a complete tableau for S we mean a tableau for S such that every 
open branch is a Hintikka set l ) (for the universe K of parameters) and 
also contains all elements of S. (In particular, every closed tableau for S 
is vacuously a complete tableau for S.) 

Theorem 5. For any S, there exists a complete tableau for S. 

Proof. We modify our "systematic" construction of a tableau for a 
single formula as follows. We first arrange S in some denumerable 
sequence X l 'X2 ' ... ,Xn , •••• Then we begin by placing Xl at the origin. 
This concludes the first stage. Now suppose we have concluded the nth 
stage. Then we proceed exactly as before (i. e., as in the case of a systematic 
tableau for a single formula), but then before we conclude the (n+ l)th 
stage, we adjoin X n + l to the end of every open branch. 

This concludes our definition of a systematic tableau for S. It is 
obvious that such a tableau must be a complete tableau for S. 

Remark. If S should be a finite rather than a denumerable set, then, 
of course, we arrange S in a finite sequence Xl' ... , X k and carry through 
the construction as above through the kth stage, and from then on, 
proceed as in the construction for a single formula. 

We leave the proof of the following to the reader: 

Lemma. If there exists a closed tableau for (a pure) set S, then some 
finite slibset of S-to wit, the set of premises of the tableau-is unsatis­
fiable 2 ). Stated otherwise, if all finite subsets of S are (first order) 
satisfiable, then no tableau for S can close. 

') When we refer to a branch () (which is really a sequence rather than a set) as being a 
Hintikka set, we mean of course, that the set of elements of () constitutes a Hintikka set. 

2) We remind the reader that if a tableau is closed, then (by Konig's lemma) it must be 
finite and hence its set of premises is finite. 
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We now have all the pieces necessary for the following theorem, which 
simultaneously yields the Skolem-L6wenheim theorem and the com­
pactness theorem for first-order logic. 

Theorem 6. If all finite subsets of (a pure) set S are satisfiable then 
the entire set S is simultaneously satisfiable in a denumerable domain. 

Proof. By theorem 5, there exists a complete tableau f7 for S. By 
hypothesis and above lemma, f7 cannot be closed; let e be an open 
branch. Then e is a Hintikka set (for the denumerable universe of 
parameters), and all elements of S are terms of e. Result then follows by 
Hintikka's lemma. 

Hintikka's lemma, together with Theorem 5 also yields: 

Theorem 7. If no tableau for S can close, then S is satisfiable in a 
denumerable domain. 

Chapter VI 

A Unifying Principle 

At this point we wish to discuss a principle which we introduced 
in [2] and which simultaneously yields several of the major results in 
Quantification Theory. The mathematical content of this principle is 
not really very different from that of our last theorem (Theorem 7, 
Chapter V), but it is in a form which makes no reference to the particular 
formal system of tableaux (or to any other specific formal system, for 
that matter). We believe that this is a good point to discuss this principle 
while the tableau method is still fresh in the reader's mind. We shall 
apply the principle several times in the further course of this study. 

§ 1. Analytic Consistency 

The word "set" shall (in this chapter) mean set of sentences (of Quanti­
fication Theory). We shall let 'T" denote any property of sets which is of 
finite character (which we recall means that a set S has the property r 
iff all finite subsets of S have the property r.) To avoid circumlocution 
(as well as for other reasons which will subsequently become manifest), 
we shall say that a set S is r-consistent if S has the property r, and r­
inconsistent if S does not have the property r. 
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Now we define r to be an analytic consistency properti) (for first 
order logic) if for every r-consistent set S, the following conditions hold: 

Ao: S contains no atomic element and its conjugate (or no atomic 
element and its negation, if we are working with unsigned formulas). 

AI: If r:t.ES, then {S,r:t.d and {S,r:t.2} (and hence also {S,r:t. I ,r:t.2}) are 
r -consistent. 

A2: If {3ES, then either {S,{3I} is r-consistent or {S,{32} is r-consis­
tent. 

A3: If YES, then {S,Y(a)} is r-consistent. 
A4: If t5ES, then {S,t5(a)} is r-consistent, providing a does not occur 

in S. 

It will sometimes be convenient to use conditions Ao - A4 in the 
following equivalent form: 

A~: Any set containing an atomic element and its conjugate (negation) 
is r -inconsistent. 

A'l: If {S,r:t.,r:t.I} is r-inconsistent, or if {S,r:t.,r:t.2} is r-inconsistent, so is 
{S,r:t.}. 

A~: If {S,{3d and {S,{32} are both r-inconsistent, so is {S,{3}. 
A~: If {S,y,y(a)} is r-inconsistent, so is {S,y}. 
A~: If {S,t5(a)} is r-inconsistent, and if a does not occur in {S,t5}, 

then {S,t5} is r-inconsistent. 

Examples. Suppose we define r(S) to mean that all finite subsets of 
S are satisfiable. It is easily verified that this property r is an analytic 
consistency property. Another important example of an analytic consis­
tency property r is this: Define S to be r-consistent if no analytic 
tableau for S can close. This is quite trivially an analytic consistency 
property. 

In what follows, we shall let 'T" stand for any analytic consistency 
property. Suppose that a set S is r-consistent, and that :T is a finite 
tableau containing a branch () which is r-consistent with S (by which 
we mean that the union of S with the set of terms of () is r-consistent). 
If we extend () to a branch ()* by an application of Rule A, C or D, then 
()* is again r-consistent with S (by conditions AI ,A3 ,A4 respectively). 
If we extend () to ()* by adjoining an element of S (as a premise of the 
tableau), then trivially, ()* is again r-consistent with S. If we simultane­
ously extend () to two branches ()l' ()2 by Rule B, then either () 1 is r-consis­
tent with S or ()2 is r-consistent with S (by condition A2). If we extend 
some other branch of :T (by a tableau rule), then :T still contains the 
branch () which is r-consistent with S. It follows by an obvious induction 

I) This differs in minor details from what we called an "abstract consistency property" 
in [2]. The present definition seems to us a slight improvement. 



§ 2. Further Discussion of Analytic Consistency 67 

that if Sis r -consistent, then at any stage of the construction of a tableau 
for S, we must always have at least one branch () which is r-consistent 
with S. Then this branch () must certainly be open (by condition Ao). 
We have thus proved 

Lemma 1. For any pure set S, if S is r-consistent (where r is any 
analytic consistency property) then no tableau for S can close. 

Remark. The lemma for Theorem 6 of the last chapter is a special 
case of the above lemma, taking for r the property "all finite subsets are 
satisfiable". 

The above lemma and Theorem 7 of the last chapter at once yield. 

Theorem I. [A Unifying Principle J. For any pure set S, if S is r­
consistent (where r is any analytic consistency property), then S is 
simultaneously satisfiable in a denumerable domain. 

Exercise. Prove Theorem I for a set S not necessarily pure but such 
that only finitely many parameters occur in S. 

Let us now call an unsigned sentence X r-provable if the unit set 
{F X} is r-inconsistent. Theorem I at once yields 

Corollary. If X is valid, then X is r-provable. 

§ 2. Further Discussion of Analytic Consistency 

We have proved Theorem I using analytic tableaux, yet Theorem I 
is not stated with reference to tableaux. We wish to point out that 
although we need Theorem 7 (Chapter V) to prove Theorem I, both 
Theorem 6 and Theorem 7 of Chapter V can be looked at as special cases 
of Theorem I (the former by defining r(S) to mean that all finite subsets 
of S are satisfiable; the latter by defining r(S) to mean that no tableau 
for S can close). Thus the Compactness Theorem for First Order Logic, 
the SKOLEM-LoWENHEIM theorem and the Completeness Theorem for 
tableaux can all be looked at as special cases of our Unifying Principle. 
And (as we remarked earlier), we shall subsequently see that several 
other basic results of Quantification Theory can be looked at as special 
cases of this principle. 

In [2] yve proved this principle without using analytic tableaux, nor 
did we use Konig's lemma (which we used in Chapter V to prove Theorem 
7, which in turn we just used to prove Theorem I). The method we used 
in [2] was to show how a r-consistent set S could be embedded in a 
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Hintikka sequence e. The sequence e in question is really the leftmost 
infinite branch of a systematic tableau !T for S, but it can be generated 
without consideration of the other branches of !T -or without considering 
trees at all. [The situation is highly analogous to what we did in Chapter III. 
We first used tableaux to prove the Compactness theorem for Proposi­
tional Logic, and then we showed how the essential idea of the construc­
tion could be carried out without use of tableaux.] 

Here is the construction we used in [2]. We shall now only consider 
the case when S is denumerab:e (the construction for a finite S is even 
simpler, and the necessary modification should be obvious to the reader.) 
Suppose S is r-consistent (and pure). Arrange S in some denumerable 
sequence Xt>X2, ... ,Xn, ... We take Xl as the first term of e. This 
concluded the first stage of the construction. Now suppose we have 
completed the nth stage, and that we have at hand a finite sequence en 
of length ~ n and that en is r -consistent with S. We then look at the nth 
term Y. If it is an iX, then we extend en to en,iX1,iX2,Xn+1 (and the resulting 
sequence en + 1 has at least n + 1 terms and is r -consistent with S by A 1)' 
If Yis a /3, then either en,/31,Xn+1 or en,/32,Xn+1 is r-consistent with S 
(by A 2 ), so we let en + 1 be the former, if r-consistent with S, and the 
latter if otherwise (this really corresponds to going down the leftmost 
r -consistent branch of the systematic tableau). If Y is of the form c5, then 
we take the first parameter a which is new to en' and we extend en to 
(en, c5(a), X n+ 1) (which is again r-consistent with S by A4)' If Y is of the 
form y, then we take the first parameter a such that y(a) is not a term of 
en' and we extend en to (en, y(a), y, X n+ 1) (which is again r-consistent with 
S by A3)' This concludes stage n + 1 of the construction. Since each en 
is r-consistent with S, it cannot contain any element and its conjugate 
(by Ao). Thus the infinite sequence e which we generate cannot contain 
any element and its conjugate. The other four properties ofthe definition 
ofa Hintikka sequence readily follows from the nature of the construction 
of e. So e is denumerably satisfiable (by Hintikka's lemma), and ever} 
element of S occurs in at least one place in e. This proves Theorem 1. 

We see that the above proof nowhere uses Konig's lemma. So since 
Theorems 6 and 7 of Chapter V follow from Theorem I, we now see how 
Konig's lemma is a convenience rather than a necessity for their proofs. 

The above proof of the Unifying Principle is strikingly similar to 
our first analytic proof of the Compactness Theorem for Propositional 
Logic given in Chapter III. It is indeed possible to reduce both con­
structions to a common construction. 

There are other ways to prove the Unifying Principle (and hence also 
the Completeness, Compactness and Skolem-Lowenheim theorems) 
which make no appeal to the rather careful process for generating an 
appropriate Hintikka sequence. We shall study this in Chapter X. 
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§ 3. Analytic Consistency Properties for Finite Sets 

For most of the subsequent applications of the Unifying Principle, 
we will be dealing with properties r defined just on finite sets. A property 
r defined just on finite sets will be called an analytic consistency property 
(for finite sets) if conditions A o - A4 hold for all finite sets S (and this 
definition does not require that r be of finite character). If r is an analytic 
consistency property of finite sets, and if a finite set Sis r -consistent, then 
no tableau for S can close, hence S is satisfiable. 

Remarks. There is of course, a corresponding unifying principle for 
propositional logic. Define a property r of sets of formulas of pro­
positional logic to be an analytic consistency property (in the sense of 
propositional logic) if conditions A o,A 1 ,A2 , hold. Then it is similarly 
provable that for such a property r, if a set S has the property r, then S 
is truth-functionally satisfiable. This result simultaneously yields the 
completeness theorem for propositional tableaux and the Compactness 
theorem for propositional logic (why?). It can be used to establish the 
completeness of any ofthe many well known Hilbert-type axiom systems 
for propositional logic. 

The following exercises anticipate in part, some results of subsequent 
chapters. 

Exercise 1. [A Dual Form of the Unifying Principle]. Let P be a 
property of finite sets S. Call P an analytic provability property if the 
following conditions hold (for every finite set S and every X,IY.,{3,y,b): 

Bo: {S,X,X} has the property P. 
B 1 : If {S,{3d has the property P, so does {S,{3}; if {S,{32} has the 

property P, so does {S,{3}. 

B2: If {S,IY.d and {S,IY.2} both have the property P, so does {S,IY.}. 
B3: If {S,b(a)} has the property P, so does {S,b}. 
B4 : If {S, y(a)} has the property P and if a does not occur in {S, y} 

then {S, y} has the property P. 

Define a set S to be disjunctively valid if for every interpretation I, 
at least one element of S is true under I. [Note that S is disjunctively valid 
iff the set S of conjugates of elements of Sis unsatisfiable.] 

(a) Show that disjunctive validity is an analytic provability property. 
(b) Show the following dual form of the Unifying Principle: If P 

is an analytic provability property then every finite set S which is dis­
junctively valid has the property P. 

Exercise 2. [A Symmetric Form of the Unifying Principle]. Consider 
a binary relation ~ between finite sets-we shall write U ~ V to mean 
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that the set U stands in the relation ~ to V. Define ~ to be a symmetric 
Gentzen relation if the following conditions hold (for every U, V, X, 
(J(, p, y, (j): 

Co: U,X~ V,X 
U,X,X~V 
U~V,X,X 

C 1 : (a) If U,(J(i~ V then U,(J(~V [i=1,2] 
(b) IfU~V,PithenU~V,p[i=1,2] 

C2 : (a) If U,Pl ~ V and U,P2 ~ V then U,P~V 
(h) TfU~ V,(J(I and U~V ,(J(2 then U~V,(J( 

C3 : (a) If U, y(a) ~ V then U, y ~ V 
lh) IfU~ V,(j(a)thenU~V,(j 

C4 : (a) If U,(j(a)~ V then U,H V, providing a does not occur in 
U,(j, V 

(b) If U ~ V, y(a) then U ~ V , y, providing a does not occur in 
U,V,y 

Now define U ~o V to mean that every interpretation which satisfies 
all elements of U also satisfies at least one element of V. 

(a) Show that ~ 0 is a symmetric Gentzen relation. 
(b) Show that for any symmetric Gentzen relation ~ and for any 2 

finite sets U, V if U ~o V then U ~V. 

Chapter VII 

The Fundamental Theorem of Quantification Theory 

There is one very basic result in Quantification Theory which 
appears to be less widely known and appreciated than it should be. 
lt results from the cumulative efforts of such workers as Herbrand, 
Godel, Gentzen, Henkin, Hasenjaeger and Beth. We have referred to 
it in [2] as a form of Herbrand's theorem, though this is perhaps unfair 
to the other workers mentioned above. This theorem is indeed Herbrand­
like in that it gives a procedure which associates with every valid formula 
of Quantification theory a formula of propositional logic which is a 
tautology. This theorem easily yields the completeness theorem for the 
more conventional axiomatization of First Order Logic (which we 
study in the next chapter), but it yields far more. The beauty of this 
theorem is that it makes absolutely no reference to any particular formal 
system of logic; it is stated purely in terms of a certain basic relationship 
between first order satisfiability and truth-functional satisfiability. In 
view of all those considerations, we feel justified in referring to this 
theorem as the Fundamental Theorem of Quantification Theory. 
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§ 1. Regular Sets 

In preparation for even the statement of the Fundamental theorem, 
we must first motivate and then define the notion of a regular set. 

In this chapter, we will be working only with unsigned formulas, and 
we construe "y" and "b" accordingly. By a regular (unsigned) formula 
we shall mean a closed formula which is either of the form y ::::> y(a) or 
of the form b ::::> b(a) providing a does not occur in b. We shall refer to 
regular formulas of the form y ::::> y(a) as regular formulas of type C, and 
regular formulas of the form b ::::> b(a) as regular formulas of type D. 

Lemma 1. Let S be a set of sentences (maybe with parameters) which 
is (first order) satisfiable. Then 

(a) For every parameter a, the set {S, y ::::> y(a)} is satisfiable. 
(b) For any parameter a which occurs neither inb nor any element of S, 

the set {S, b ::::> b(a)} is satisfiable. 

Proof. Since y::::> y(a) is valid, the proof of (a) is immediate. We turn 
to the proof of (b). 

Suppose {S,b::::> b(a)} were unsatisfiable. Then each of the sets 
{S, ""b} and {S,b(a)} would be un satisfiable (because each of the for­
mulas "" band b(a) implies the formula b ::::> b(a)). But since a does not 
occur in {S, b}, the unsatisfiability of the set {S, b(a)} implies the unsatis­
fiability of the set {S, b} (by an argument of the next to last chapter, 
if {S,b} is satisfiable, and a does not occur in {S,b}, then {S,b,b(a)} 
is satisfiable and hence also the subset {S, b}). Thus both the sets {S, "" b} 
and {S,b} would be un satisfiable, hence the set {S} would be unsatis­
fiable, contrary to hypothesis. 

Discussion. We have proved (b) of Lemma I appealing to a fact proved 
in chapter V. The following alternative proof proceeds directly (and is 
very similar to the proof of the corresponding fact of Chapter V). 

Suppose S is satisfiable. Let I be any interpretation of all predicates 
and parameters of S which satisfies S. Extend I to any interpretation 1* 
of the set {S,b} (i.e. assign to the predicates and parameters of b which 
do not already occur in S any values whatever). Under 1*, b has a definite 
truth value, but b(a) does not (since we have not yet assigned to the 
parameter a any value (in the universe U of the interpretation 1*). If b 
is false under 1*, then we can assign any value of U to the parameter a, 
and b::::> b(a) will then be true. If b is true under 1*, then for some kEU,b(k) 
is true under 1*, so we take any such k as the value of a, and b::::> b(a) is 
then true. We have thus extended 1* to an interpretation 1** of all 
predicates and parameters of {S, b ::::> b(a)} in which all elements of this 
set are true. Hence {S, b ::::> b(a)} is satisfiable. 

We shall henceforth use the letter "Q" to denote any y or b, and by 
Q(a) we respectively mean y(a), b(a). 
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By a regular sequence we shall mean a finite (possibly empty) sequence 
<Q1 ::> Q1(a1),Q2::> Q2(a2), ... , Qn::> Qn(an) such that every term is 
regular and such that for each i < n, if Qi + 1 is a b-formula, then the 
parameter ai+ 1 does not occur in any of the earlier terms Q1 ::> Q1(a1), ... , 
Qi::> Qi(aJ By a regular set R we shall mean a finite set whose members 
can be arranged in some regular sequence. We can alternatively charac­
terize a regular set as any finite set constructed according to the follow­
ing rules: 

Ro: The empty set 9 is regular. 
R 1: If R is regular, so is {R, y::> y(a)}. 
R2: If R is regular, so is {R,b::> b(a)}, providing a does not occur in b 

nor in R. 
Since the empty set is vacuously satisfiable, the conditions R 1 , R 2 , 

and Lemma 1 at once yield (by an obvious induction argument) that every 
regular set is satisfiable-indeed, if S is any satisfiable set of pure sentences 
and if R is regular, then SuR is again satisfiable (for if we successively 
adjoin the elements of R to S, at no stage do we destroy satisfiability (by 
Lemma 1)). We can say something stronger. 

We henceforth shall use "R" always to denote a regular set. We shall 
say that a parameter a occurs critically in R, or that a is a critical para­
meter of R if there is at least one b such that b::> b(a) is an element of R. 
Then our induction argument above really yields: 

Theorem 1. If S is satisfiable and if no critical parameter of R occurs 
in S, then R u S is satisfiable. 

By R we shall mean the conjunction of the elements of R (in any 
order and parenthesized in any way). 

Corollary. If R ::> X is valid, and if no critical parameter of R occurs 
in X, then X is valid. In particular, for any pure sentence X, if R ::> X is 
valid, so is X. 

Proof. Assume hypothesis. Since R::> X is valid, then {R, ~ X} is 
unsatisfiable. Hence {~X} is un satisfiable (by theorem 1, since no 
critical parameter of R occurs in { ~ X}), so X is valid. 

Discussion. Theorem 1, of course, implies that every regular set is 
satisfiable Gust take S in Theorem 1 to be the empty set). Actually regular 
sets have a property which is stronger than satisfiability. Let us call a 
set S sound if for every interpretation of the predicates of S in a uni­
verse U, there exists a choice of values in U for all parameters of S which 
makes all elements of S true. (This notion of soundness is, so to speak, 
intermediate in strength between satisfiability and validity.) Now a 
regular set is not only satisfiable, but even sound. In fact a regular set R 
has even the following stronger property: For every interpretation of all 
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predicates of R and all non-critical parameters of R, there exists a choice 
of values ofthe critical parameters of R which makes all elements of R true. 

Exercise. Prove the last statement above. 
Quasi-Regular Sequences. We will subsequently need: 

Lemma 2. Suppose R is regular and that a does not occur in c5 and that 
a does not occur critically in R (but it may occur non-critically in R), and 
that furthermore no critical parameter of R occurs in c5. Then {R, c5 :::l c5(a)} 
is regular. 

Proof. It is not immediately obvious that we can adjoin c5 :::l c5(a) to 
R without destroying regularity (since a might occur in R) but we are 
saved by the other hypothesis. Let Rl be the set of elements of R of 
type D and arranged in some regular sequence c5 1 :::l c5da), ... , c5n :::l c5n(an), 
and let R2 be the elements of R of type C. By hypothesis, none of the 
parameters al' ... , an occur in c5, and also each of them is distinct from a 
(since a does not occur critically in R). Therefore, none of the parameters 
a1, ... , an occurs in the formula c5 :::l c5(a). Hence it follows that the sequence 
<c5:::l c5(a),c5 1 :::l c5 1 (a1), ... , c5n :::l c5n(an) must be regular. Therefore, 
R 1u{c5:::lc5(a)} is a regular set, hence R2UR 1u{c5:::lc5(a)} is regular 
(since all elements of R2 are of type C). Thus {R, c5 :::l c5(a)} is regular. 

We now define a quasi-regular sequence as a sequence 
Q1:::lQl(a1), ... ,Qn:::lQn(an) of regular formulas such that for each 
i < n, either ai + 1 does not occur at all in any earlier term 
Ql :::l Ql (ad, ... , Qi :::l Q;(a i ), or else ai + 1 occurs non-critically in some 
earlier term but no critical parameter of any earlier term occurs in Qi+ 1 
(and hence also not in Qi+ 1 (ai+ d. By an obvious induction, Lemma 2 
yields: 

Lemma 3. Any quasi-regular sequence can be re-arranged to form a 
regular sequence. Stated otherwise, the set of terms of any quasi-regular 
sequence is a regular set. 

§ 2. The Fundamental Theorem 

We shall first state the following weak form of the fundamental 
theorem. 

Theorem 2. Every valid pure sentence X is truth-functionally implied 
by some regular set R. Stated otherwise, for any valid pure sentence X, 
there exists a regular set R such that R :::l X is a tautology. 

Theorems 1 and 2 jointly imply that a pure sentence X is valid if and 
only if it is truth-functionally implied by some regular set. This is easily 
seen to be equivalent to the statement that a finite set S of pure sentences 
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is unsatisfiable if and only if there exists a regular set R such that R u S is 
truth1unctionally unsatisfiable. 

As we shall later see, theorem 2 is enough to yield the completeness 
theorem for the usual axiomatizations of Quantification theory, but for 
other completeness proofs (which we shall want), we need the full force 
of the fundamental theorem which is as follows. 

Before stating this theorem, we wish to henceforth avoid tiresome 
use of the phrase "subformula or the negation of a subformula of', and 
so by a weak subformula of X we shall mean a sub formula of X or the 
negation of a subformula of X. 

Theorem 2* [The Fundamental Theorem). Every pure valid sentence X 
is truth-functionally implied by a regular set R with the additional property 
that for each member Q ::::> Q(a) of R, Q is a weak subformula of X. 

A set R obeying the conclusion of theorem 2* will be called an 
associate of the formula '" X. More generally, for any finite set S of 
sentences, by an associate of S we shall mean a set R satisfying the 
following 4 conditions: 

(1) R is regular. 
(2) For each member Q::::> Q(a) of R, Q is a weak subformula' of some 

element of S. 
(3) No critical parameter of R occurs in S. 
(4) R u S is truth-functionally un satisfiable. 
The fundamental theorem can be equivalently stated thus: Every 

unsatisfiable pure finite set S has an associate. [We also note that if S 
has an associate, then S is un satisfiable by theorem 1.] 

We shall give several proofs of the fundamental theorem in the 
course of this study. We shall now establish it as a consequence of our 
Unifying Principle. 

Define r(S) to mean that S has no associate-or put otherwise, call S 
r-inconsistent if S has an associate. It only remains to verify that this r is 
an analytic consistency property. It will be somewhat more convenient 
to use the definition of "analytic consistency property" in the form of the 
conditions A~ - A~ rather than Ao - A4 (cf. § 1 of the preceding chapter). 
So we verify A~ - A~, reading "s has an associate" for "s is r-inconsis­
tent". 

(0) - If S contains some atomic element and its negation, then S is 
already truth-functionally unsatisfiable, in which case the empty set ~ is 
an associate of S. 

(1) - If {S,cx1,CX Z } has an associate R, then R is also an associate of 
{S,cx}. 

(2) - Suppose Rl is an associate of {S,Pd and R z is an associate of 
{S,Pz}· If no critical parameter of Rl occurs in R z, then Rl uRz is 
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regular and is an associate of {S, P} (verify!). If there are critical para­
meters a1 , ••• , an of Rl which also occur in R2, then we take parameters 
b1, ... ,bn which occur nowhere in Rl uR2u{S,P} and we everywhere 
replace a1, ... , an by b1, ... , bn respectively in R1, and let R! be the 
resulting set. Then R! is obviously also an associate of {S,Pd and has 
no critical parameter which occurs in R2. Then R! u R2 is an associate of 
{S,P}· 

(3) - If R is an associate of {S, y, y(a)} then {R, y => y(a)} is an associate 
of {S, y}. 

To see this, we first note the obvious fact that {R, y => y(a)} is regular. 
Secondly, y is a subformula of some element of {S, y} (viz. y) and for 
every Q => Q(b) in R, since Q is a weak subformula of (some element of) 
the set {S, y, y(a)}, then if it is also a weak subformula of y(a), it is also 
a weak subformula of y). Thirdly, no critical parameters of {R, y => y(a)} 
occur in {S,y}, for let a1, ... ,an be the critical parameters of R. Since R 
is an associate of {S,y,y(a)}, none of a1 , ... , an occurs in {S,y,y(a)}, hence 
none of them occurs in {S, y}. But a1 , ••• , an are the only critical parameters 
of {R, y => y(a)} (because a does not occur critically in R). Thus no critical 
parameter of {R, y => y(a)} occurs in {S, y}. Fourthly, the set {R, y => y(a),S,y} 
must be truth-functionally un satisfiable, because the conjunction of its 
elements truth-functionally implies that all elements of {R, S, y, y(a)} are 
true, but this latter set is by hypothesis not truth-functionally satisfiable, 
hence the former set is truth-functionally unsatisfiable. 

(4) - Suppose R is an associate of {S,b(a)} and that a does not occur 
in S nor 15, then {R,b => b(a)} is an associate of {S,b}. 

To see this, the delicate point to verify is that the set {R,b => b(a)} 
is actually regular. But this follows from Lemma 2 of § 1, since our 
present hypothesis says that a does not occur in 15 nor critically in R 
(since no parameter of {S,b(a)} does) nor does any critical parameter 
of R occur in 15 (because it does not occur in {S,b(a)}, hence also not in 
15 (a), and hence also not in b). Therefore, the hypothesis of Lemma 2 
holds, so {R,b => b(a)} is regular. The verification of the remaining 3 
points necessary to show that {R,c5 => b(a)} is an associate of {S,b} is 
essentially the same as in (3) (though the one new feature in the veri­
fication that no critical parameter of {R,b => b(a)} occurs in {S,b} is 
the fact that a, though a critical parameter of {R,b => b(a)} does not 
occur in {S,b} by hypothesis). This concludes the proof. 

§ 3. Analytic Tableaux and Regular Sets 

Suppose we have a closed tableaux 5 for a finite set S of pure sen­
tences. Then S must be unsatisfiable, hence by the Fundamental Theorem, 
S must have an associate R. Now, given the tableaux 5, how can we 
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effectively find such an R? The answer is delightfully simple-just take 
for R the set of all formulas Q ~ Q(a) such that Q(a) was inferred from 
Q (by Rule C or D) on the tableaux §"! We easily show that this R is an 
associate of S (and without use of the Fundamental Theorem, so we 
also have another proof of the Fundamental Theorem using the Com­
pleteness theorem for tableaux). 

That R is regular is immediate from the restriction in Rule D. Also, 
for any element Q ~ Q(a) of R, the formula Q occurs as a point on the 
tableaux §", hence must be a weak subformula of some element of S. 
Since S contains no parameters, then of course, no critical parameter 
of R occurs in S. It thus remains to show that SuR is truth-functionally 
unsatisfiable. We shall do this by showing how to construct a closed 
tableaux .'To for the set SuR which uses only the truth-functional rules 
(Rules A and B). 

Before doing this, we pause to discuss a point (which perhaps we 
should have discussed earlier) concerning the use of Modus Ponens 
within tableaux. The rule of modus ponens-a common rule in most 
logical systems-says "From X and X ~ Y to infer Y". Suppose we add 
this to our tableaux rules in the form "given a branch e of §" containing X 
and X ~ Yas terms, we may adjoin Yas an end point to e-i.e., we may 
extend e to e, Y". Does this additional rule increase the class of provable 
formulas? The answer is quite trivially "no", for given a branch e con­
taining X and X ~ Y, since it contains X ~ Y, then we can (by Rule B) 
simultaneously extend it to the two branches e, ~ X and e, Y, but the left 
extended branch e, ~ X is immediately closed (since e contains X), so 
we have, in effect, extended e to e, Y. 

Looked at diagramatically, whereas by modus ponens we do this: 

X 
e 
X~Y 

Y 

without modus ponens we do this: 

°H~Y 
~X I Y 

X 
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Let us now return to the problem of showing R u S to be truth­
functionally unsatisfiable by constructing the tableau 50 for R uS 
using only Rules A, B. 

We simply change!T to ffo as follows. Whereas in !T we could freely 
infer Q(a) from Q by a quantificational rule, in !To, when we have a 
branch (}1' Q, (}z and we wish to infer Q(a), we first adjoin Q ::l Q(a) (as a 
premise of the tableau, since it occurs in R and hence in R u S) and 
then infer Q(a) by modus ponens. Looked at diagrammatically, in!T we 
have the following: 

We alter this in !To as follows: 
[by Rule C or D] 

Q ::l Q(a) 
Q(a) 

Or more completely (without use of Modus Ponens): 

H6 
Q ::l Q(a) [element of R] 

~Q I Q(a) 

X 

Thus the set R u Sis truth:functionally un satisfiable. 
If X is a valid pure sentence and if R is an associate of { ~ X}, let us 

refer to the tautology R ::l X as an associated tautology of X. It is instruc­
tive and often curious to see what the associated tautology looks like. 
We have just given a procedure whereby we can find an associated 
tautology for X given a closed tableau for {~X}. Let us consider an 
example. The formula (3x)[Px v QX]::l [(3x)Px v (3x)Qx]-which we 
will call A-is valid; the following is a closed tableau for its negation: 

(1) ~ [( 3x)(P x v Q x) ::l ((3x)Px v (3x)Qx)] 
(2) (3x)(PxvQx) (1) 
(3) ~((3x)Px v (3x)Qx) (1) 
(4) ~(3x)Px (3) 
(5) ~(3x)Qx (3) 
(6) P a v Q a (2) 
(7) ~Pa (4) 
(8) ~Qa (5) 
(9) Pa (6) I (10) Qa (6) 



78 VII. The Fundamental Theorem of Quantification Theory 

We have used the quantification rules (C&D) to infer (6) from (2), 
(7) from (4) and (8) from (5). Accordingly, our derived R is the set: 

that is, 

{ 
(2):::> (6)} 
(4) :::> (7) 
(5) :::> (8) 

{
(3X)(PX v Qx):::> (Pa v Qa)} 

R = ~(3x)Px:::> ~Pa 

~(3x)Qx:::> ~Qa 

According to our theory, it should truth functionally imply 

A = (3x)(P x v Qx) :::> (3x)Px v (3x)Qx). 

To see this more perspicuously, let us abbreviate all Boolean atoms 
involved by propositional variables. W.e let 

then we have 

Pl =(3x)(Pxv Qx) 
P2=Pa 
P3=Qa 
P4= (3x)Px 
P5=(3x)Qx 

A=Pl :::> (P4 v P5)· 

Without even knowing what "Pl", ... , "P5" stand for, the reader can 
see that R :::> A is a tautology. 

§ 4. The Liberalized Rule D 

Now we are in a good position to justify the soundness of the liberalized 
version of Rule D for tableaux. We shall refer to this liberalized rule as 
Rule D*, and we recall that it says "from (j we may infer (j(a) providing 
that either a is new, or else the following 3 conditions all hold: (1) a does 
not occur in (j; (2) a has not been previously introduced by Rule D*; 
(3) no parameter which has been previously introduced by Rule D* 
occurs in (j". 

Suppose f/ is a tableaux for S. Again let R be the set of all formulas 
Q :::> Q(a) such that Q(a) was inferred from Q on the tableaux f/, and 
let R be the sequence <Ql :::> Ql(a1), ... , Qn:::> Qn(an) of elements of R 
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arranged in the order in which the rules C and D were applied in the 
tableaux (i.e. in :T we first inferred Ql(a1) from Ql,Q2(a2) from 
Q2"'" Qn(an) from Qn)· Now if :T was constructed using the strict Rule D, 
then not only is the set R regular, but the sequence R is a regular sequence. 
If, however, :T was constructed using the liberalized Rule D*, then the 
sequence R is not necessarily regular, but it must be quasi-regular. There­
fore the set R is still a regular set (by Lemma 3). Furthermore R u S is 
truth-functionally un satisfiable (by the same argument we used for 
tableaux constructed according to the strict Rule D-i. e., we can construct 
a closed tableau for R u S using only Rules A, B). If now S is a pure set 
then S is un satisfiable (by theorem 1). 

Let us call a tableau :T constructed using Rule D* a liberalized 
tableau and let us refer to those parameters of:T which were introduced 
by Rule D* as the critical parameters of :T -we also say that they occur 
or were introduced critically in :T. 

We have so far considered only tableaux for pure sets S. However, 
our above argument shows the following (where now S may contain 
parameters). 

Theorem. (a) If there exists a closed liberalized tableau for S, and 
if no parameter of S was introduced critically in the tableau, then S is 
unsatisfiable. 

(b) - If X is provable by a liberalized tableau, and if no parameter 
of X occurs critically in the tableau, then X is valid. 

Chapter VIII 

Axiom Systems for Quantification Theory 

We now wish to show how we can use our earlier completeness results 
to establish the completeness of the more usual formalizations of First 
Order Logic. We first consider an axiom system Ql which (except for 
rather minor details) is a standard axiom system. Its completeness is 
easily obtained as a consequence of our Unifying Principle. We prefer, 
however, to emphasize a completeness proof along the following lines. 
We consider a succession of axiom systems, starting with Ql and ending 
with a system Q! each of which seems ostensibly weaker than the preced­
ing. The completeness of Qi easily implies the completeness of Ql, but 
it is not immediately obvious that everything provable in Ql is provable 
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in Q~. However, the completeness of Q~ is an almost immediate con­
sequence of the (strong form) of the Fundamental Theorem. The argu­
ments of this chapter are wholly constructive. We give an effective 
procedure whereby given any associate of { ~ X}, a proof of X can be 
found in Q! (and hence also in Q1). We also know from the preceding 
chapter how given a closed tableau for { ~ X}, we can find an associate of 
{~X}. Combining these two constructions, we see how given any proof 
of X by the tableau method, we can find a proof of X in each of the axiom 
systems of this chapter. 

§ O. Foreword on Axiom Systems 

By an axiom system .w is meant a domain D of elements called formal 
objects together with a subset A of D whose elements are called the axioms 
of the system together with a set of relations (of elements of D) called 
rules of inference or inference rules. If R is an inference rule and if 
R(X 1, . .. ,Xn, Y) holds, then we say that <X 1, ... ,Xn, Y) is an application 
of the rule R, and that Y is a direct consequence of Xl' ... , X n under R, 
or that Y is directly derivable from Xl' ... ' X n under R. In any application 
<X 1, ... , X n' Y) of R, the elements Xl, ... , X n are called the premises of 
the application and Y is called the conclusion of the application. By a 
proof in d is meant a finite sequence X 1, ..• ,Xn such that each term Xi 
is either an axiom of.<;/ or is directly derivable from one or more earlier 
terms of the sequence under one of the inference rules of d. A proof 
Xl, ... , X n in d is also called a proof of its last term X n' and finally an 
element X is called provable in d or a theorem of d if there exists a proof 
of X ind. 

In the so-called Hilbert-type axiom systems for propositional logic 
(quantification theory) the formal objects are formulas of propositional 
logic (respectively quantification theory.) In this chapter we consider 
only Hilbert-type systems. [In chapter XI we shall consider the so-called 
Gentzen-type systems in which the formal objects are of a slightly more 
complex nature.] 

Following Kleene [1] we use the term "postulate" collectively for 
axioms and inference rules. We do not require that the set of axioms be 
finite. One sometimes displays an infinite set of axioms by means of a 
so-called axiom scheme which specifies the set of all expressions of such 
and such form. [An example of a typical axiom scheme for propositional 
logic is the set of all formulas of the form (X /\ Y) :::> X. An example of 
an axiom scheme for quantification theory-one which we will use in 
our system Q1-is the set of all sentences of the form (V' x)X :::> X~.] 
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Inference rules being usually displayed in the form of a figure in which 
a horizontal line is drawn, the premises are written above the line and 
the conclusion below the line. For example, the rule of modus ponens is 
displayed thus: 

XX:::JY 
Y 

It is read "Y is directly derivable from the two premises X,X :::J Y" or 
"from X,X :::J Y". 

Many axiom systems for propositional logic exist in the literature in 
which modus ponens is the only rule of inference. In the older axiomatic 
treatments of quantification theory, it was customary to give axioms for 
propositional logic in addition to axioms for the quantifiers. In more 
modern versions, one simply takes all tautologies as axioms (in addition 
to the quantificational axiom). This is the course we shall adopt, since an 
axiomatic analysis oflogic (along Hilbert-type lines) at the propositional 
level is not needed for any purposes considered in this study. [Later, 
though, we will consider Gentzen-type axiom systems at the propositional 
level, and these will be use ful.J 

§ 1. The System Q 1 

In displaying the axiom schemata and inference rules of this system, 
we shall use the following notation: cp(x) is to be any formula which has 
no free variable other than x, and cp(a) is to be the result of substituting 
the parameter a for every free occurrence of x in cp(x). 

Axiom Schemata: I. All closed tautologies 

Inference Rules: 

II. (\I x) cp(x) :::J cp(a), cp(a) :::J (3 x) cp(x) 

X X:::JY 
I. (Modus Ponens) Y 

II. (Generalization Rules) 

X:::J cp(a) 
X:::J (\I x)cp(x) 

cp(a):::J X 
(3 x) cp(x):::J X 

providing a does not occur in X nor in cp(x). 

Remarks. The reader might find it of interest to compare the system 
Q\ with say the systems given in Church [lJ or Kleene [1]. To the 
reader familiar with these systems, we wish to point out that in our 
version Q1' we have arranged matters so that we completely avoid the 
bothersome trouble of collision of quantifiers. Roughly speaking, we 
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have done this by weakening Axiom Scheme II and strengthening the 
Generalization Rules. 

Exercise 1. Show that the above generalization rules preserve validity 
-i.e. if X~q>(a) is valid then X~('itx)q>(x) is valid, and if q>(a)~X is 
valid, then (3x)q>(x) ~ X is valid. It is, of course, obvious that all axioms 
of Ql are valid, and that modus ponens preserves validity-i.e. if X and 
X ~ Yare both valid, then Y is valid. Show therefore that the system Ql 
is correct in the sense that everything provable in Ql is actually valid. 
Show that Ql is consistent in the sense that no formula and its negation 
are both provable in Ql' 

Exercise 2. Give the following finitary proof of the consistency of 
Q 1 : Show that all axioms of Q 1 are valid in a 1-element domain, and that 
the inference rules all preserve validity in a 1-element domain. Show 
therefore, that every theorem of Q 1 is valid in a 1-element domain. Show 
therefore that Ql is consistent. 

Before proceeding further we wish to point out that any axiom 
system which contains all tautologies as axioms and which has modus 
ponens as one of its inference rules, must be closed under truth-functional 
implication-i. e. if Xl' ... , X n are provable in the system and if Y is truth­
functionally implied by {X l' ... , X n}, then Y is provable in the system. 
For suppose the system does contain all tautologies as axioms (or for 
that matter, all tautologies as theorems) and that the system has modus 
ponens as an inference rule (or for that matter, we only require that the 
systems be closed under modus ponens-i. e., for every X and Y, if X, 
X ~ Yare both theorems, so is Y). Now suppose that Xl"'" X n are 
theorems of the system and that Y is truth-functionally implied by 
{Xl, ... ,Xn}. Then Xl ~(X2 ~(···~(Xn~ Y) ... ) is a tautology, hence 
is a theorem of the system. Since this and X 1 are both theorems, so is 
X2 ~ ( ... ~ (Xn ~ Y) ... ) (by closure under modus ponens). Since this and 
X2 are both theorems, so is X3 ~ (- .. ~ (Xn ~ Y) ... ). After n rounds of 
this reasoning, we see that Y must be a theorem of the system. Let us 
record this fact as 

Lemma 1. Any axiom system which contains all tautologies as theorems 
and which is closed under modus ponens must be closed under truth­
functional implication. 

We next wish to consider a trivial variant Q'l of Q 1 which enables us 
to handle the quantifiers in the unified "y,J" manner. To obtain Q'l we 
replace the right half of Axiom Scheme II (viz. q>(a)~ 3xq>(x) by 
~(3x)q>(x)~ ~q>(a), and we replace the left half of the Generalization 
Rule (viz: "from X ~ q>(a) to infer X ~ ('it x) q>(x) (with proviso)" by "from 
~q>(a) ~ X to infer ~('itx)q>(x) ~ X (with same proviso)". Thus the 
postulates of Q~ are as follows: 
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1': All closed tautologies 

II': Modus Ponens 

III': ('v' x) <p(x) ::> <pea) 

IV'. ~<p(a)::>X 
. ~ ('v' x) <p(x)::> X 

- (3 x) <p(x)::> - <pea) 

<pea) ::> X 
(3x)<p(x)::> X 

(with proviso) 

We can now rewrite III' and IV' in unified notation as follows: 

III': y::> yea) 

, D(a)::> X ·d· d . -' . X IV: D ' proVl mg a oes not occur m u nor m . 
::>X 
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We leave to the reader the trivial verification (using Lemma 1) that 
the systems Ql' Q'l are equivalent (in the sense that a formula is provable 
in the one system iff it is provable in the other). 

Next we consider a variant Q'{ of Q'l which allows a certain useful 
symmetry. The postulates of Q~ are: 

I": All closed tautologies 

11": Modus Ponens 

III": y(a)::> X 
a y::>X 

II D(a)::> X ·d· d . -' . IIIb: D::> X prOVl mg a oes not occur m u nor m X. 

Thus the only axioms of Q'l are the closed tautologies - the other 
postulates are all inference rules. The sole difference between Q'l and 
Q'{ is that Q'{ contains the inference rule III~ in place of the axiom scheme 
III' of the system Q'l. 

The equivalence of the systems Q'l and Q'{ is easily seen as follows. 
First of all yea) ::> (y ::> yea») is a tautology, hence is a theorem (indeed an 
axiom) of Q'{. Therefore by III~ (taking y ::> yea) for X), y ::> (y ::> yea») is a 
theorem of Q'{. But y ::> yea) is truth-functionally implied by y ::> (y::> yea»), 
hence y ::> yea) is a theorem of Q~ (by Lemma 1). From this it is immediate 
that everything provable in Q'l is provable in Q'{. 

To show that everything provable in Q'{ is provable in Q~, we need 
merely show that Rule III~ is derivable in Q'l in the sense that in any 
application of the rule, ifthe premise is provable in Q'l' so is the conclusion. 
Thus we must show that if y(a)::> X is provable in Q~, so is y::> X. So 
suppose y(a)::> X is provable in Q~. Obviously y::> yea) is also prova­
ble in Q~ (it is an axiom). Hence y::> X is provable in Q~ by Lemma 1, 
since y::> X is truth-functionally implied by {y::> yea), y(a)::> X}. We 
thus see that the systems Ql' Q~, Q~ are quite trivially equivalent. 
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It will be convenient to unite rules 1I1~ and 1I1~ as follows: 

III": Qcia~~xX' where Q is of type D and a does not occur in Q ~ X, 

or Q is of type C. 

§ 2. The Systems Q2, Q! 

We now turn to a system which in some ways is more interesting. 
The postulates of Q2 are as follows: 

A 1: All closed tautologies 

[y ~ y(a)] ~ X 
B1 : X 

[<5~<5(a)]~X 'd' d . ~ . X B2 : X ' prOVl mg a oes not occur m u nor m . 

We emphasize that modus ponens is not an inference rule of Q2-
indeed both rules Bh B2 are one-premise rules. Thus it is not immediately 
obvious that the set of theorems of Q2 is closed under truth-functional 
implication. 

It will be convenient to rewrite our postulates as follows: 

A: All closed tautologies 

[Q ~ Q(a)] ~ X 
B: , providing Q is of type D and a does not occur 

X in Q nor X, or Q is of type C. 

Theorem 1. Everything provable in Q2 is provable in Q'{ (and hence 
also in Q'l and in Q 1)' 

Proof. It suffices to show that B is a derived rule of Q'{-i.e. that in 
any application, if the premise is provable in Q'{, so is the conclusion. 
So suppose that [Q ~ Q(a)] ~ X is provable in Q'{ and that the proviso 
of Rule B holds. Then the proviso of Rule III" of Q'{ also holds. Since 
[Q ~ Q(a)] ~ X is provable in Q'{, so are both -Q ~ X, Q(a) ~ X (by 
Lemma 1). Since Q(a) ~ X is provable in Q'{ and a does not occur in Q 
nor in X if Q is of type D, then Q ~ X is provable in Q'{ (by Rule III"). 
Thus -Q ~ X and Q ~ X are both provable in Q'{, hence (by Lemma 1) 
X is provable in Q'{. This concludes the proof. 

Next we consider the system Q; whose postulates are as follows: 

A*: Same as A. 

B*: Like B with the additional proviso that Q be a weak subformula 
of X. 
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Of course Q; is immediately a subsystem of Q2 in the strong sense 
that any proof in Q; is already a proof in Q2. 

Theorem 2. Given an associate of - X, a proof of X in Q; can be 
found. 

Proof. Let R be an associate of - X. If R is empty, then X is a tauto­
logy, hence we immediately have a proof of X in Q;. If R is non-empty, 
then we arrange R in an inverse regular sequence Y1 , •.. , Y", (i. e. each Y; 
is of the form Qi ::::> Qi(a;), where Qi is a weak subformula of X and, if of 
type D, then ai does not occur in any of Y; + 1, ... , Y", X). Also 
Y1 ::::> (Y2 ::::> ••• ::::> (Y,,::::> X) ... ) is a tautology, hence is a theorem (indeed an 
axiom) of Q;. Then by our sole inference rule of Q;, Y2 ::::> ... ::::> (Y" ::::> X) ... ) 
is a theorem of Q;. If n> 1, then another application of the inference 
rule (B) gives a proof of Y3 ::::> ( ••• ::::> (Y,,::::> X) ... ). In this manner we suc­
cessively eliminate Y1, ... , Y" and obtain a proof of X. In other words, 
the following sequence of lines is a proof of X in Q;: 

Y1 ::::> (Y2 ::::> ... ::::> (Y" ::::> X) ... ) 
Y2 ::::> ( ••• ::::> (Y,,::::> X) ... ) 

Y,,::::>X 
X 

This concludes the proof. 
Now Theorem 2 and the Fundamental Theorem of Quantification 

Theorem at once yields. 

Theorem 3. (A strong completeness theorem). Every valid sentence is 
provable in Q;. 

Now by Theorems 1 and 3 (and the fact that Q; is a subsystem of Q2) 
we have 

Theorem 4. (Godel's Completeness 1heorem/). Every valid sentence is 
provable in Ql. 

Discussion. The completeness of Q; is a better result than the com­
pleteness of Ql-it is closely related to the work of Herbrand. The system 
Q; has a feature reminiscent of Gentzen's Extended Hauptsatz (which 
we shall subsequently study)-viz. that any sentence provable in Q; can 
be proved by first using truth-functional rules and then quantificational 
ones. (Indeed this is the only way a sentence can be proved in this particular 
system Q;!) 

[) Proved by G6del for a slightly different system than Q[. 
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There is a way of modifying the system Q;, which preserves the above 
mentioned feature, and has the additional feature that every proof uses 
only weak subformulas of the sentence to be proved. This can be done 
as follows. For any Q of the form ('V x)X, (3x)X, define Q to be ~('V x) X, 
~(3x)X respectively. And for any Q of the form ~('V x) X, ~(3x)X, de­
fine Q to be ('Vx)X, (3x)X respectively. Now let Q;* be Q; with rule B 
replaced by the following (2-premise) rule: 

Q ~ X Q(a) ~ X, providing Q is a weak subformula of X, and 
X that if Q is of the t5-type, then a does 

not occur in Q nor X. 
The reader should find it a profitable exercise to prove the complete­

ness of Q;*. The reader is also urged to look at the following exercises: 
Exercise 1. Define a finite set {Xl' ... , Xn} to be refutable or inconsist-

ent in Ql(Q~,Q~) if the sentence ~( ... (Xl"X2)" ... "X.) is provable 
in Ql (Q~, Q~). Establish the completeness of Ql (Q~, Q~) as a corollary 
of the Unifying Principle (Chapter VI) by showing directly that consist­
ency in Ql (Q'l' Q'{) is an analytic consistency property (for finite sets). 

Exercise 2. Modify the above argument to give an alternative (and 
possibly more direct) process for translating a proof by analytic tableaux 
to a proof in Ql (Q~, Q~). More specifically, call a tableau ff (for unsigned 
formulas) refutable in Ql(Q'l,Q'{) if (the set of elements of) each branch 
of ff is refutable in Ql(Q~,Q'{). Obviously a closed tableau is refutable 
in Ql (why?). Now suppose 5' is an immediate extension of 5 (by one 
application of Rule A, B, C, or D)-show how a refutation of ff' in 
Ql(Q~,Q~) leads to a refutation of ff in Ql(Q~,Q,{). Then by induction, 
show the origin of any closed tableau can be refuted in Ql(Q'l,Q'{). 

Chapter IX 

Magic Sets 

There is another approach to the Completeness, Compactness and 
Skolem-Lowenheim theorems along very different lines which is most 
striking in its simplicity. It is an outgrowth of the completeness proofs of 
Henkin and Hasenjaeger and we shall study its relation to those 
methods in the next chapter. There are certain key sets involved which 
have almost "magical" properties, and which we accordingly call magic 
sets. l ) [They are closely related to the methods of Hilbert's e-calculus.] 

1) The use of the term "magic" in mathematics is not totally new; one speaks, e. g. of 
"magic squares". 
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§ 1. Magic Sets 

In this chapter we will be working exclusively with unsigned formulas. 
Also Boolean valuations and First Order valuations will always be 
understood as referring to valuations of the set EV of all closed formulas 
using only denumerably many parameters. 

Definition. By a magic set we shall mean a set M of sentences with 
(or without) parameters such that: 

M 1: Every Boolean valuation satisfying M is also a First Order 
valuation. 

M 2: For any finite set So of pure sentences and for every finite subset 
M 0 of M, if So is (first-order) satisfiable, then so is So u Mo. 

The first surprising fact about magic sets is that they exist (which we 
will subsequently show). One importance of magic sets emerges from 
the following considerations. 

We shall say that a formula X is truth1unctionally deducible from a 
set S if there exists a finite subset So of S such that X is truth-functionally 
implied by So (or stated otherwise, that the formula So ~ X is a tautology). 
We shall say that a set B constitutes a truth1unctional basis for Quanti­
fication Theory if for every pure sentence X, X is valid if and only if X is 
truth-functionally deducible from B. Now our first theorem is 

Theorem 1. Every magic set M is a truth1unctional basis for Quanti­
fication Theory. 

Proof. Let M be a magic set. 
(a) Suppose X is valid. We assert that X must be true in all Boolean 

valuations which satisfy M. For consider any Boolean valuation v which 
satisfies M. Then v is also a First Order valuation (by M 1)' Hence X 
must be true under v (because a valid formula, by definition, is true under 
all First Order valuations). 

Thus X is indeed true under all Boolean valuations which satisfy M. 
Then by the Compactness theorem for propositional logic (in the second 
form for deducibility-cf. § 4 of Chapter III), X must be truth-functionally 
deducible from M. 

(b) Conversely suppose X is truth-functionally deducible from M, 
and that X has no parameters. Then X is truth-functionally implied by 
some finite subset M 0 of M, hence the set M 0 u { ~ X} is not truth­
functionally satisfiable. A fortiori, M 0 u { ~ X} is not first order satis­
fiable (why?). Then { ~ X} fails to be first-order satisfiable (because if it 
were, then M 0 u { ~ X} would also be, by property M 2), which means 
that X is valid. This concludes the proof. 
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Remarks. Part (a) of the proof nowhere used the fact that X is pure, 
and indeed it is the case that every valid sentence-even with para­
meters-is truth-functionally deducible from M. 

Next we turn to the proof of the existence of magic sets. We shall 
now define an irifinite set (of regular formulas) to be regular if every 
finite subset is regular. Now we shall show: 

Theorem 2. There exists a regular magic set M. 
Before proving Theorem 2, we wish to explicitly note: 

Lemma 1. Let v be a Boolean valuation with the Jollowing 2 properties 
(Jar every y, b): 

(1) Ify is true under v, then for every parameter a, y(a) is true under v. 
(2) If b is true under v, then for at least one parameter a, b(a) is true 

under v. 
Then v is a first-order valuation. 

Proof. We shall use the conventional notation "cp(x)" for any formula 
containing no free variables other than (possibly) x, and for any para­
meter a, "cp(a)" denotes [cp(x)]~. 

(a) Suppose ('V x)cp(x) is true under v. Then by (1), for every para­
meter a, cp(a) is true under v. We must show that conversely, iffor every a, 
cp(a) is true under v, then ('V x) cp(x) is true under v. This is equivalent to 
saying that if ('V x)cp(x) is false (under v) then for at least one parameter a, 
cp(a) is false. So suppose that ('Vx)cp(x) is false. Then the formula ,,-,('Vx) 
cp(x) must be true (since v is a Boolean valuation). Then by (2), there is a 
parameter a such that the formula", cp(a) is true. Then cp(a) must be false. 

(b) If (3 x) cp(x) is true (under v) then for at least one a, cp(a) is true 
(by (2)). If (3 x) cp(x) is false, then ",(3 x) cp(x) is true, hence (by (1» "'cp(a) is 
true for every parameter a, hence cp(a) is false for every a. Thus if for 
some a, cp(a) is true, then (3 x) cp(x) is true. This concludes the proof. 

For future reference, we wish to point out that Lemma 1 can be 
formulated in the following equivalent form: Call a set S a Boolean truth 
set if it is a truth set in the sense of propositional logic (i. e. its characteristic 
function is a Boolean valuation). We might remark that condition M 1 

of the definition of a magic set is equivalent to the condition that every 
Boolean truth set which includes M is a First-Order truth set. Lemma 1 
is thus equivalent to the following: 

Lemma 1 . Let S be a Boolean truth set with the following 2 pro-
perties (for every y, b): 

(1) IJ YES, then Jar every parameter a, y(a)ES. 
(2) IJ bES, then Jar at least one parameter a, b(a)ES. 
Then S is a Jirst-order truth set. 
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Now we return to the proof of theorem 2. We use the following 
method of pre-assigned parameters. We enumerate all b-sentences in some 
denumerable sequence 15 1,152"", bn, ••• and we also consider all our 
parameters given in some fixed enumeration b1, b2, ... , bn, '" Now we 
define al to be the first parameter (of the sequence {bJ) which does not 
occur in 15 1, a2 the next parameter which does not occur in 15 1 nor 152, 
a3 the next parameter which does not occur in bl,b2,b3, ... ,an+l the 
first parameter after aI' ... , an which does not occur in 15 1,152, ... , bn,bn+1, 

etc. Let Rl be the set b1 ::Jb1(a 1), b2::Jb2(a2), ... ,bn::Jbn(an),'" Clearly, 
Rl is regular. Let R2 be the set of all sentences y::J y(a) (for every y and 
every a). Then Rl u R2 is obviously regular, and this will be our magic 
set M. 

To prove (M d (of our definition of a magic set), suppose v is a Boolean 
valuation satisfying M. Suppose y is true under v. Now for any a, y::J y(a) 
is true under v (because y::J y(a) is an element of M). Then y(a) must be 
true under v (because y, y ::J y(a) both are true under v and v is a Boolean 
valuation). Thus hypothesis (1) of Lemma 1 is satisfied. To prove hypo­
thesis (2), if 15 is true under v, then for at least one a, 15 ::J b(a) is true (since 
it belongs to M), hence b(a) is true. Thus hypothesis (2) of Lemma 1 
holds, so v is indeed a first-order valuation. 

As for condition (M 2)' any finite subset R of M is regular, hence if S 
is a finite (or for that matter even infinite) pure set which is satisfiable, 
then R u S is again satisfiable by Theorem 1, Chapter VII. This concludes 
the proof of Theorem 2. 

§ 2. Applications of Magic Sets 

The mere existence of a magic set (even one which is not regular) 
immediately yields the First Order Compactness Theorem and the 
Skolem-L6wenheim Theorem as consequences of the Compactness 
Theorem for propositional logic by the following beautiful argument. 
We first note the trivial: 

Lemma 2. Any superset S of M (where M is any magic set) which is 
truth-functionally satisfiable is also first-order satisfiable in a denumerable 
domain. 

Proof. By hypothesis there is a Boolean valuation (of EV) which 
satisfies S. Then of course, v also satisfies M. Then v must be a first-order 
valuation (since M is a magic set). So S is satisfied by the first-order 
valuation v (of the denumerable set EV). This concludes the proof. 

Now for the remarkable proof of the Compactness and Skolem­
L6wenheim theorems. 

Suppose that S is a set of pure sentences such that every finite subset 
of S is (first-order) satisfiable. Let M be any magic set. We first assert 
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that every finite subset K of MuS is satisfiable. For K is the union of a 
finite subset M 0 of M with a finite subset So of S. By hypothesis, So is 
satisfiable. Therefore, M 0 u So is satisfiable (by property M 2 of magic 
sets). Since K is first-order satisfiable, then a-fortiori K is truth1unc­
tionally satisfiable (since any First Order valuation satisfying K is also 
a Boolean valuation satisfying K). Thus we have shown that every finite 
subset of MuS is truth-functionally satisfiable. Then by the Compactness 
Theorem for propositional logic, the entire set MuS is truth1unctionall y 
satisfiable. Then by the above lemma, the set MuS-and hence also the 
subset S-is first-order satisfiable in a denumerable domain. This 
concludes the proof. 

Now we point out that the existence of a regular magic set immediately 
yields an alternative proof of the weak form of the Fundamental Theo­
rem. For suppose X is valid; let M be a regular set. Then by Theorem 1, 
M includes a finite subset R which truth-functionally implies X, and of 
course, R is a regular finite set. Thus every valid X is truth-functionally 
implied by a finite regular set. 

We know that even the weak form of the Fundamental Theorem is 
enough to yield the completeness of the axiom system Qi' Thus the 
completeness of Qi can be alternatively proved by the use of magic sets 
(rather than by our earlier analytic methods). 

Next we wish to show we can use magic sets to give an alternative 
(and simple) proof of the strong form of the Fundamental Theorem. Let 
us first note that property M 1 of the definition of "magic sets" can be 
alternatively stated thus: For any Boolean valuation v satisfying M, the 
set of all sentences true under v is a first-order truth set. What we now 
need is the following closely related fact. 

Lemma 3. Let M be a regular magic set, and for any sentence X, let 
M x be the set of all elements Q ::::J Q(a} of M such that Q is a weak sub­
formula of X. Let v be any Boolean valuation which satisfies M x and let 
Tx be the set of all weak subformulas of X which are true under v. Then 
Tx is a Hintikka set. 

Proof. We leave to the reader the trivial verification that Tx has 
properties Ho, Hi' H2 of Hintikka sets. As for H 3 , suppose YETx. Then 
Y is both true (under v) and is a weak subformula of X. By the latter fact, 
y::::J yea} belongs to Mx (for every a), hence is true under v, so yea} is true 
under v. Also yea} must be a weak subformula of X (since y is), so y(a}E Tx. 
Proof of H4 is analogous, and is left to the reader. 

Now, to prove the strong form of the Fundamental Theorem using 
magic sets, we reason as follows. Let M be a regular magic set and let X 
be any pure valid sentence. Define M x as in Lemma 3. Let v be any 
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Boolean valuation satisfying Mx. We wish to show that X is true under v. 
Let Tx be the set of all weak subformulas of X which are true under v; 
we are to show that X is a member of Tx. Since X, ~ X are both weak 
subformulas of X and since exactly one of X, ~ X is true under v, then 
exactly one of X, ~ X lies in Tx. Now Tx is a Hintikka set (by Lemma 3), 
hence every element of Tx is first-order satisfiable (indeed Tx is simulta­
neously satisfiable by Hintikka's lemma). But ~ X is not first-order 
satisfiable (since X is valid), hence ~ X cannot lie in Tx. Thus it must be 
X that lies in Tx, so X is true under v. 

We have thus shown that for any valid pure sentence X, X is truth­
functionally implied by Mx. Then by the Compactness Theorem for 
propositional logic, X must be truth-functionally implied by some finite 
subset R of Mx. It is immediate from the definition of Mx that R is not 
only regular, but that R is an associate of { ~ X}. This concludes the 
proof. 

Exercise. In our construction of a regular magic set M, the set of 
parameters a1' a2' ... , an, ... may fail to exhaust all members of {bJ Can 
you modify the construction so that every parameter appears as one of 
the a;? 

Chapter X 

Analytic versus Synthetic Consistency Properties 

We have remarked earlier that magic sets emerged from the com­
pleteness proofs of Henkin and Hasenjaeger. In this chapter we wish 
to discuss the Henkin and Hasenjaeger completeness proofs and their 
relationship to the completeness proofs of earlier chapters. We conclude 
this chapter with a new proof of the Unifying Principle-which circum­
vents the necessity of appealing to systematic tableaux-and we discuss 
the essential differences and similarities of what are basically two types 
of completeness proofs; the one along the lines of Lindenbaum-Henkin, 
the other along the lines of GOdel-Herbrand-Gentzen. 

§ 1. Synthetic Consistency Properties 

We have earlier spoken much about analytic consistency properties 
r. Now let .1 be a property of sets (of sentences) which again is of finite 
character. And again we shall call a set S L1-consistent (L1-inconsistent) 
if S does (does not) have the property .1, and we shall call a sentence 
X L1-provable if the set { ~ X} is L1-inconsistent. Now we define .1 to be 
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a synthetic consistency property if the following conditions hold (for 
every S, y, b): 

Bo: If S is truthfunctionally inconsistent (i.e. if some finite subset of 
S is truth-functionally unsatisfiable), then Sis j-inconsistent. 

B3: If {S,y} is j-consistent, so is {S,y,y(a)}. 
B4 : If {S,b} is j-consistent and if a does not occur in {S,b}, then 

{S,b,b(a)} is j-consistent. 
Bs: If {S,X} is j-inconsistent and if {S, -X} is j-inconsistent, then 

S is j-inconsistent. Stated otherwise, if S is j-consistent, then for every 
sentence X, at least one of the sets {S, X} or {S, - X} is j-consistent. 

We have purposely skipped the subscripts 1, 2 in our numbering of 
conditions Bo - Bs to allow us to compare them more easily with the 
conditions Ao - A4 defining analytic consistency properties. 

Condition Bo is an obvious strengthening of Ao. Conditions AI, A2 
have no counterpart in the definition of synthetic consistency properties. 
Conditions B3 , B4 (for the quantifiers) are the same as A3 , A4 respectively. 
And condition Bs is totally absent from the definition of analytic con­
sistency. We shall refer to this very important condition Bs as the cut 
condititon. 

Conditions Bo, Bs at once imply the following condition which we 
will call B6: If S is j-consistent and if some finite subset of S truth­
functionally implies X, then {S,X} is j-consistent. 

Proof. If {S, X} were not j-consistent, then {S, - X} would be j-con­
sistent (by Bs), but this is contrary to Bo (since by hypothesis some finite 
subset of {S, - X} is not truth-functionally satisfiable). 

Let us now note 

Theorem 1. Every synthetic consistency property is also an analytic 
consistency property. 

Proof. It remains to show that conditions AI' A2 hold (reading "j" 
for'T"). 

(1): Suppose {S, IX} is j-consistent. Since IX truth-functionally implies 
lXI' then {S,IX,lX l } is j-consistent (by B6)' Again since IX truth-functionally 
implies 1X2' then {S,IX,1X1,1X2} is j-consistent (by B6)' 

(2): Suppose {S, /3} is j-consistent. Then either {S, /3, /3 d or {S, /3,p d 
is j-consistent (by Bs). If the former, then certainly at least one of {S,/3,/3d 
or {S,/3,/32} is j-consistent and we have won our point. So suppose the 
latter-i. e. that {S, /3, PI} is j-consistent. We then wish to show that 
{S,/3,/32} is j-consistent. Well either, {S,/3,Pl>/32} or {S,/3,Pl,P2} is 
j-consistent (why?), but the latter is impossible (since {/3,lil,ii 2 } is not 
truth-functionally satisfiable). Therefore {S, /3, PI' /32} is j-consistent, 
hence so is its subset {S, /3, /32} (because j-consistency is of finite character). 
This concludes the proof. 
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We have earlier asked the reader to verify that consistency in the 
axiom system QI is an analytic consistency property. Actually it is just 
about as easy to verify that consistency in Q I is even a synthetic consistency 
property. 

Now Henkin's completeness proof is for systems like QI, in which 
consistency within the system is immediately a synthetic consistency 
property. We henceforth let "A" stand for any synthetic consistency 
property. Suppose S is a pure set which is A-consistent. Henkin's idea is 
to show that S can be extended to a first-order truth set. Of course, we 
can speak of maximal A-consistency, but in general it is not the case that 
a maximal A-consistent set is a first-order truth set! There is another 
condition needed, which we now discuss. 

We shall call a set S E-complete (existentially complete) if for every 
bES, there is at least one parameter a such that b(a)ES. Now we assert 

Theorem 2. If M is both maximally A-consistent and E-complete, then 
M is a first-order truth set. 

Proof. Suppose M is maximally LI-consistent and E-complete. That M 
is a Boolean truth set can be proved exactly as in Lemma 1 (preceding 
Lindenbaum's Theorem}-Chapter III (indeed conditions Bo, Bs are 
exactly Lo, LI discussed immediately following the statement of this 
lemma). Next we show that the hypotheses of Lemma I' of Chapter IX 
hold for M. Well, suppose YEM. Then {M,y}=M, so {M,y} is A-con­
sistent. Then for every parameter a, {M, y, y(a)} is A-consistent (by B3). 
But, {M, y, y(a)} = {M, y(a)} is A-consistent. Then y(a)EM (since M is 
maximally A-consistent). Thus YEM implies that for every a, y(a)EM. 
Thus M has the first of the two properties required by Lemma I' 
(Chapter IX). The second property is simply E-completeness. Thus by 
Lemma I', M is a first-order truth set. 

Remark. The reader may wonder why E-completeness is not a con­
sequence of maximal LI-consistency. Well, suppose M is maximally 
A-consistent and that bEM. Now, if there is any parameter a which 
occurs in no element of M, then indeed by B4 and the maximal A-con­
sistency of M, b(a) would have to be an element of M. But it may be 
that every parameter occurs in some element of M, in which case we 
have no assurance that for some a, {M, b(a)} is again A-consistent. 

Now, Henkin's idea is to show how a LI-consistent pure set S can be 
extended to a set which is simultaneously maximally A-consistent and 
E-complete. He does this by the following ingenious method. 

We partition our denumerable set of parameters into denumerably 
many sets A I ,A2 , ••• , An' ... , each of which is denumerable-or rather 
we look at the denumerable sequence AI' A2 , ••• , An, ... (without repeti-
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tions) where each Ai is itself a denumerable sequence al. a~, ... , a~, ... of 
parameters (without repetitions). We let Eo be the set of all pure sen­
tences, and for each n > 0, let En be the set of all sentences using para­
meters just from A1 u··· u An. We let Em be the set of all sentences, and 
we note that Em=Eo u E1 U ... U En U··· . 

Call a set S E-complete relative to a subset Sf if, for all tJ E Sf, there 
is a parameter a such that tJ(a)ES. 

Lemma. Any L1-consistent subset S of En can be extended to a subset 
of En+ 1 which is again L1-consistent and also E-complete relative to S. 

Proof. Arrange all tJ-type elements of S in a denumerable sequence 
tJ l' tJ2, ... , tJn, ... (or a finite sequence, if there are only finitely many such 
elements). Now all parameters of An+ 1 are new to S, and An+ 1 is a 
sequence b l ,b2, ... ,bn, .... Also each bi+l is new to {S,b l , ... ,bJ By 
property B4 , the set {S,tJ l (b l )} is L1-consistent. Then again by B4 , the 
set {S,tJ l (b l ), tJ2(b2)} is L1-consistent. By an obvious induction argument, 
for each n>O, the set {S,tJ l (b l ), ... , tJn(bn)} is L1-consistent. This implies 
that the set {S, tJ l (b 1), ... , tJn(bn), ... } is L1-consistent (because L1 is a prop-
erty of finite character). And this set {S, tJ l (b l ), ... , tJn(bn), ... } is obviously 
E-complete relative to S (and also a subset En+ 1). This concludes the 
proof. 

Now for Henkin's construction. Let S be a pure set which is L1-con­
sistent. By the above lemma, we can extend S to a subset SI of El which 
is L1-consistent and E-complete relative to S. Of course, S 1 may fail to be 
a maximally L1-consistent subset of E 1, but by Lindenbaum's construction 
(or Tukey's lemma-d. Chapter III), SI can be extended to a maximally 
L1-consistent subset Si of E 1. However Si may fail to be E-complete rela­
tive to S (because in extending S 1 to Si we might have added some tJ 
without adding any tJ(a) I). But by the above lemma, we can extend Si to a 
L1-consistent subset S2 of E2 which is E-complete relative to Si. However, 
S2, though L1-consistent, may fail to be a maximally L1-consistent subset 
of E2 , so we extend it to a maximally L1-consistent subset S; of E2 • We 
thus alternate between Lindenbaum's construction and the construction 
of the above lemma, and generate a denumerable ascending sequence 
S,SI,Si,S2'S;, ... ,Si'S~, ... (ascending in the sense that S ~ SI ~ Si ~ 
... ~ Si ~ S~ ~ ... ) such that for each i, Si+ 1 is E-complete relative to 
S; and S; is a maximally L1-consistent subset of Ei . Then Henkin takes 
the union S U SI U Si U· . U Si U S; U .... We leave it to the reader to 
verify that this union is both E-complete and maximally L1-consistent 
(i.e. is a maximally L1-consistent subset of Eo,). Then by Theorem 2, this 
union a first-order truth set, so the subset S is first-order satisfiable 
(indeed in a denumerable domain). This concludes Henkin's proof. 



§ I. Synthetic Consistency Properties 95 

The Henkin-Hasenjaeger Proof. A simplification of Henkin's proof 
-which avoids alternating between Lindenbaum's construction and 
E-completion-was discovered independently by Hasenjaeger, Henkin 
(and apparently also by Beth, and probably several others). 

The key fact needed is the following 

Lemma. Suppose S is L1-consistent. Then 
(1) {S, y::) yea)} is L1-consistent. 
(2) {S, b ::) b(a)} is L1-consistent, providing a is new to {S, b}. 

Proof. Suppose S is L1-consistent. Now consider any sentence 
Q::) Q(a), where Q is either some y or some b such that a is new to {S,Q}. 
We wish to show that {S, Q ::) Q(a)} is L1-consistent. Since S is L1-con­
sistent, then either {S, Q} or {S, '" Q} is L1-consistent (by B 5). If {S, Q} is 
L1-consistent, so is {S,Q,Q(a)} (by B3 , if Q is some y, or by B4 if Q is 
some b-since in this case we are assuming that a is new to {S, Q}), and 
hence the subset {S, Q(a)} is L1-consistent. Thus either {S, '" Q} or {S, Q(a)} 
is L1-consistent. If the former, then {S, Q ::) Q(a)} is L1-consistent (by 
property B6 , since'" Q truth-functionally implies Q::) Q(a)}. If the latter, 
then again {S, Q ::) Q(a)} is L1-consistent (by B6 , since Q(a) truth-func­
tionally implies Q ::) Q(a)}. Thus in either case, {S, Q ::) Q(a)} is L1-con­
sistent. 

Remark. The proof of the above lemma is essentially the same thing 
as the proof that everything provable in the system Q2 is provable in 
the system Q'{-indeed one can obtain both results from a common 
construction (how?). 

Now we consider the Henkin-Hasenjaeger proof. Suppose S is a 
pure set which is L1-consistent. Arrange all b-sentences (not just those 
in S!) in some denumerable sequence bt> b2 , ••• , bn , .... By the above 
lemma, we can take any parameter a l not in bl , and adjoin to S the 
sentence bl ::) bl(al), and the resulting set Sl is again L1-consistent. Then 
take a parametera2 not in {Sl,b2 } and Sl U {b 2 ::) b2 (a2 )} is again L1-con­
sistent. So we inductively define the sequence Sl' ... , Sn, ... by the con­
ditions: So = S; Si + 1 = Si U {b i + 1 ::) bi + 1 (ai + l)} where ai is some para­
meter (say the first in some fixed enumeration) which does not occur in 
(Si,bi+ l }. Then each Si is L1-consistent, so their union S* is L1-consistent. 
Now, S* has the property that any superset SO of S* which is closed under 
truth-functional implication must be E-complete (because if bESo, then 
for some parameter a, b ::) b(a) E So, hence by the closure under truth-func­
tional implication, b(a)ESO). Now take for SO a maximally consistent 
extension of So. Then SO must be closed under truth-functional impli­
cation (why?), hence SO is E-complete. Hence SO is a first-order truth set. 
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Discussion. In effect, the Henkin-Hasenjaeger construction manu­
factures "half' of a magic set in the course of the proof, and adjoins it to 
S and obtains S·. At this point, one could modify the remainder of the 
proof as follows: Instead of extending S· to a maximal consistent set, 
we could alternatively add to S· all sentences of the form y :::J y(a); the 
resulting set S·· is again consistent by (1) of the Lemma. Then S·· is 
truth-functionally satisfiable, so we take a Boolean valuation v satisfying 
S·· and then the set S··· of all sentences true under v is a first-order truth 
set (because S·_- is a superset of a magic set). Essentially, therefore, the 
Henkin-Hasenjaeger proof boils down to the facts: (i) for any LI-con­
sistent pure set S and any magic set M, the set SuM is again LI-con­
sistent (and this follows from the above Lemma by induction); (ii) any 
truth-functionally satisfiable superset of a magic set is first-order satis­
fiable. 

§ 2. A More Direct Construction 

Professor Henkin has pointed out to the author another complete­
ness proof which is strikingly direct. And this proof can be modified to 
yield another proof of our Unifying Principle (and hence also of the 
Completeness theorem for tableaux) which completely avoids the necessity 
for considering "systematic" tableaux. 

The problem, as before, is how to extend a LI-consistent pure set S 
to a first-order truth set. Let us recall Lindenbaum's construction: We 
first enumerate all sentences in a sequence Xl' ... , X n' ... , and at the n-th 
stage of our construction, we take the set Sn already at hand, and we 
adjoin X n+ 1 providing that this does not destroy LI-consistency, other­
wise we leave X n + lOUt. Now Henkin suggests the following modifica­
tion: If we do adjoin X n + 1, and if X n + 1 happens to be some <5, then we 
also throw in <5 (a) for some a new to Sn. Then the union SuS 1 u·· . U Sn U··· 

is without further ado both maximally LI-consistent and E-complete 
(verify!). 

Thus in one construction, we have simultaneously achieved maximal 
consistency and E-completeness. It is hard to imagine a more direct 
completeness proof! 

Now for the modification of the proof for analytic consistency prop­
erties r. Of course we can perform the same construction, and the re­
sulting set S u Sl u .. · U Sn u .. · will indeed be both maximally r -con­
sistent and E-complete. But such a set is not necessarily a first-order 
truth set! However, we have the following: 

Theorem. Let SO be the set of all subformulas of S, and let M be a 
maximally r -consistent subset of SO which is also E-complete. Then M is 
a Hintikka set. 
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Proof. The proof that M satisfies the truth-functional conditions 
H 0, H b H 2 of the definition of "Hintikka set" is the same as that of 
the theorem of § 3, Chapter III. As for H 3' suppose Y EM. Then for every 
a, the set {M,y(a)} is r-consistent. But y(a)ESO (since YESO), so y(a)EM 
(by the fact that M is maximally r -consistent relative to SO). This proves 
H 3' Condition H4 is immediate from the hypothesis of E-completeness. 
This concludes the proof. 

Remark. Strictly speaking, the above theorem is correct for the case 
when we are working with signed formulas. If we work with unsigned 
formulas, then we must introduce the notion of "descendent" in First­
Order Logic, as we did for propositional logic (cf. §3, Chapter III). We 
do this by simply adding to the definition of direct descendent (§ 3, Chap­
ter III) "or X is some y and Y is y(a) for some a, or X is some J and Y 
is J(a) for some a". Then the above theorem is correct, reading "descend­
ent" for "subformula". 

Now the modification of Henkin's idea should be obvious. Suppose 
S is a r -consistent pure set. Let SO be the set of all subformulas (or 
descendents, if we are working with unsigned formulas) of elements of 
S, and enumerate SO in a denumerable sequence Xl"", X n' .... Then 
carry out the same construction, and the resulting set SuS 1 u·· . uSn U· .. 

will be maximally r -consistent relative to SO and E-complete. By the 
above theorem it is a Hintikka set, hence by Hintikka's lemma it is 
satisfiable, hence the subset S is satisfiable (and indeed in a denumerable 
domain). 

We now see clearly that there are basically two types of complete­
ness proofs. The first (along the Lindenbaum-Henkin lines) extends the 
"consistent" set directly to a truth set, and for this we need the full force 
of synthetic consistency properties (in particular the cut condition plays 
an essential role). And this method is directly applicable to the usual 
Hilbert-type formalization of First-Order Logic (such as the system Q d. 
The second type of completeness proof (which we term "analytic", and 
is along the lines of Godel, Herbrand, Gentzen) extends the "con­
sistent" set, not directly to a truth set, but to a Hintikka set, which then 
can be further extended to a truth set. And for this method to work, we 
do not need the cut condition for synthetic consistency properties, but 
only the conditions of analytic consistency properties. 
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Further Topics in First-Order Logic 



Chapter XI 

Gentzen Systems 

§ 1. Gentzen Systems for Propositional Logic 

We have written this section so that it can be read directly following 
Chapter II. 

Block Tableaux. Preparatory to the main subject of this chapter, it 
will be convenient to consider a variant of the tableau method. 

Our method of analytic tableau is a variant of the tableau method 
of BETH. The block tableaux, to which we now turn, are substantially 
the tableaux of Hintikka [1]. In these tableaux, the "points" of the tree 
are finite sets of formulas rather than single formulas. And what we can 
do at any stage of the construction is dependent solely on the end points 
of the tree. 

By a block tableau for a finite set K, we mean a tree constructed by 
placing the set K at the origin, and then continuing according to the 
following rules: 

B: 

In words the rules above are: 
A: To any end point {S,IX} we may adjoin {S,lXd as sole successor, or 
we may adjoin {S,1X2} as sole s,uccessor. 
B: To any end point {S,P} we may simultaneously adjoin {S,Pd as left 
successor and {S,P2} as right successor. 

We call a block tableau closed if each end point contains some ele­
ment and its conjugate, and atomically closed if each end point contains 
some atomic element and its conjugate. 

Let us carefully note that in Rule A, we allow the possibility that 
IX may be an element of S, and in Rule B, that P may be an element of S. 
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Thus the following rules are but special cases of rules A and B: 

A': 

B': 

Example of a Block Tableau. The formula p :J r is truth-functionally 
implied by the set p:J q, q:J r-equivalently, the set {T P :J q, T q :J r, 
Fp:J r} is unsatisfiable. The following is a closed block tableau for this 
set: 

Fp, Tq:J r, Tp, Fr 

Completeness. Converting a closed analytic tableau for a set S into a 
closed block tableau for S is a very easily matter. Consider first th~ case 
that S contains only one sentence X; let ff be a closed analytic tableau 
for {X}. Then if we simply replace each point of ff by the set consisting 
of the point itself together with all points above it on the branch, the 
resulting tree B is closed block tableau for {X}. 

Example. The following is a closed analytic tableau for F(P v q) :J (q V p): 

(1) F(P v q) :J (q V p) 

(2) T(P v q) 

(3) F(q v p) 

(4) Fq 

(5) Fp 

~ 
(6) Tp (7) Tq 
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The following is its corresponding block tableau: 

(1) [F(p v q) => (q v p) [ 

(2) [F(p v q) => (q v p), T(p v q) [ 

(3) [F(pvq)=>(qvp),Tpvq,Fqvp [ 

(4) [F(pvq)=>(qvp),Tpvq,Fqvp,Fq [ 

(5) F(p v q) => (q v p), Tp v q, F q v p, F q, F p f-------" 

(6) [F(p v q) => (q v p), Tp v q,Fq v~~,Fp,Tp 
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(7) F(p v q) => (q v p), Tp v q,Fq v p,Fq,Fp, Tq 

We have just shown how to convert a closed analytic tableau for a 
single formula into a closed block tableau for that formula. Now let S 
be a finite set {X1 , ••• ,Xn} (where perhaps n>1), and let5be a closed 
analytic tableau for S. To obtain a closed block tableau for S, we proceed 
as before, but we then delete the origin {Xd, its successor {X1,X2 }, ... , 

its successor {X 1, ... , X n- d· 
Example. The following is a closed analytic tableau for the set 

{Tp/\q,Fp}: 
(1) Tp/\q 

(2) Fp 

(3) Tp 

Replacing each point of the tree by the set of all points which domi-
nate it, we obtain the tree: 

(1) [Tp/\q [ 

(2) [Tp /\ q, F p [ 

(3) [Tp /\ q, F p, Tp I 

This is not a block tableau for {Tp /\ q, Fp}, but if we delete point (1), 
we obtain the desired block tableau: 

I Tp/\q,Fp I 

[ Tp/\q,Fp, Tp [ 
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Modified Block Tableaux. The following modification of block tab­
leaux will be useful. 

Rule A of our rules for constructing block tableaux is really 2 rules 
(one for !Xl and one for !(2)' Let us now replace this by the following 
single rule: 

Call a tree constructed using modified Rule A in place of the original 
Rule A a modified block tableau. 

Any closed modified block tableau for S can be easily converted into 
a closed block tableau for S by replacing each part of the tree: 

by 

(In other words, 2 applications of the original Rule A can be used to 
accomplish the same thing as one application of the modified Rule A). 

To convert a closed block tableau:1l for S into a closed modified 
block tableau for S, we replace each point {R,!Xd of:1l which was ob­
tained from its predecessor {R,!X} by Rule A by the point {R,!X 1, !X2} and 
also add !X2 to each point of the tree below that point. The resulting:1l' 
is not quite a modified tableau, since certain points instead of being 
derived from their predecessors by Rule A or Rule B may simply be 
repetitions of their predecessors. But if we simply delete these repetitions 
from the tree, the resulting tree f!A" is then a modified block tableau for 
S. And of course, f!A" is closed (assuming 86' is closed). 

Gentzen Sequents. By a sequent we shall mean an ordered pair < U, V) 
of finite sets of unsigned formulas. We shall use the more suggestive 
notation U ~ V for the sequent < U, V). Informally we read U ~ V as 
saying "if all elements of U are true, then at least one element of V is 
true". More precisely, we say that a sequent U ~ V is true under an 
interpretation (or Boolean valuation) I if either some element of U is 
false under I or some element of V is true under I-or what is the same 
thing, if all elements of U are true under I, then at least one element of 
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V is true under I. Thus under any interpretation, the sequent Xl' ""Xn 
~Y1'"'' ~ (i.e. the sequent <{X1, ... ,Xn}, {Y1, ... , ~}» has the same 
truth value as theformula (",(X1 /\ X 2 ) /\ ... /\ Xn) => ("'(Y1 V Y2 ) v .. · v ~). 
We call U ~ V a tautology iff it is true under all interpretations; satis­
fiable iff it is true in at least one. 

The elements of U and the elements of V are called the terms of the 
sequent U ~ V. We allow the case that one or both sides of the arrow 
(i.e. one or both of the sets U, V) may be the empty set cPo Following 
GENTZEN we use ~ Y1, ... , ~ to mean cP~ Y1, ... , ~, and Xl'"'' Xn~ to 
mean Xl>""Xn~cP, and finally ~ to mean cP~cP. We note that ~V 
is true (under a given interpretation) iff at least one element of V is true; 
U ~ is true iff at least one element of U is false, and finally ~ is false in 
any interpretation (because the left side contains no member which is 
false-indeed it contains no members at all-and the right side contains 
no member which is true). Thus the sequent cP~cP is un satisfiable. 

By a tableau for a sequent Xl, ... , X n ~ Y1, ... , Yk is meant a tableau 
for the set {TX 1, ... , TX., FYI, ... , FYk }· Note that the sequent Xl' ... , Xn 
~Y1'"'' Yk is a tautology iff the set {TX 1, ... , TXn,FY1, ... ,FYd is un­
satisfiable. Accordingly, a closed tableau for the set {TX 1, ... , TXn, 
FY1, ... ,FYk } is also called a tableau-proof of the sequent X 1, ... ,Xn 
~Y1' ... , Yk • 

The Axiom System '§o. Now we consider an axiom system '§O in which 
the formal objects are sequents. This system is a somewhat modernized 
version of Gentzen's original (cf. the discussion at the end of § 1). We 
have one axiom scheme, and eight inference rules-2 for each of the 
logical connectives; one for the introduction of the connective in the 
antecedent (left side of the arrow) and one for the introduction in the 
succedent (right side of the arrow). The postulates are as follows: 

Axioms. U,X ~ V, X 

The rules are: 

Conjunction 

Disjunction 

C1 : 

C2 : 

D1: 

D2 : 

U,X,Y~V 

U,X /\ Y~V 

U--+V,X U--+V,Y 
U~V,X/\Y 

U~V,X, Y 

U~V,XvY 

U,X~V U, Y~V 
U,Xv Y~V 
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Implication 

Negation 
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U, X-+ V, Y 

U-+V,X::J Y 

U,X::J Y-+ V 

U,X-+V 

U-+ V, ~X 

U-+V,X 

U, "'x -+ V 

It is obvious that the axioms of ~o are tautologies, and we leave it 
to the reader to verify that all the inference rules preserve tautologies­
indeed in any application of any inference rule, the conclusion is truth­
functionally implied by its premises. Therefore all theorems of ~ 0 are 
tautologies. We will shortly prove the completeness of ~ o-i.e. that every 
sequent U -+ V which is a tautology is provable in ~ o. 

The System ~o in Uniform Notation. Now we shall again exploit our 
unifying "oc, {3" notation which will enable us to collapse the eight in­
ference rules of ~ 0 to two. 

Let S be a set {TX 1, ••• ,TXn,FY1 , ••• ,FYk } of signed formulas. By 
lSi we shall mean the sequent Xl' ... , Xn-+ Y1 , ••. , Y". The correspondence 
between sets S of signed formulas and their corresponding sequents 
lSI is obviously 1-1. 

Now we can reformulate the postulates of ~o in uniform notation 
as follows: 

Axioms. IS, TX,F Xl 

I nference Rules. 

A: IS,oc1, oc21 
IS,ocl 

B: IS,{311IS,{321 
IS,{31 

To see that this really is the system ~o, we let U be the set of all X 
such that TX lies in S, and V the set of all Y such that FY lies in S. We 
also let Xl' ... , X n be the members of U and Y1 , ••• , Yk the members of V 
(thus S= {TXt> ... , TXn , FYi' ... , FYd, and lSI =X 1, .•. , X n, -+ Y1, •.• , Yk). 

Then the axioms are all sequents of the form ITX 1, ... , TXn, FYb ... , FY", 
TX, FX\-i.e. all sequents X 1 , ••• ,Xn,X-+Y1 , ••• , Y",X-which is all 
sequents U,X -+ V,X. 
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As for the inference rules, we must consider separately the various rx 
and /3 cases. Suppose, for example, that rx = T X 1\ Y. This case of Rule A 
is then "ITX1 , ... , TXn , TX, TY,F Y1 , ... ,F Ykl yields ITX u "" TXn , 

T(X 1\ Y), F Y1 , ... , F ~ I", which is "U, X, Y -. V yields U, X 1\ Y -. V", 
which is rule C l' The reader can now easily verify that if we take F X v Y, 
F X =:J Y, F '" X for rx, we respectively get rules D 1,11, N l' If we take 
FX 1\ Y, TXvY, TX=:J Y, T",X for /3, we respectively get rules C2 ,D2 , 

12 , N 2' (Also if we take F '" X for rx, we get N 2; if we take T", X for /3, 
we get N 1') Thus our uniform presentation of ~ 0 is correct. 

We might remark that in our uniform presentation of~o, we needed 
only one metalinguistic variable "S", whereas in the prior formulation 
we needed two metalinguistic variables "U", "V". 

Completeness of ~o· Suppose XI' ... , X n-. Y1, ... , Yk is a tautology. 
Let A be a closed modified block tableau for the set {T X h ... , T X n' 

FYI, ... , FYk}. To transfer A into a proof (in tree form) of X 1, ... , Xn 
-. Y1, ... , Yk in the axiom system ~o all we need do is replace each point 
S of A by the sequent lSI (but the resulting proof tree is usually dis­
played upside down-i. e. with the origin at the bottom). Thus the system 
~ 0 is complete. 

Example. The following is a closed modified block tableau for the 
sequent p =:J q-. '" q =:J '" p: 

Tp =:J q,F '" q =:J '" p 1 

Tp =:J q, T", q, T", p 1 

Tp =:J q,Fq,F",p 1 

Tp =:J q, Fq, Tp 1 

1 F p, F q, T P 1 "I T=-q-, F=-q-, T=p---'I 

Its corresponding proof in ~ 0 is as follows: 

p-'q,p p, q-.q 

p,p =:J q-'q 

P =:J q-.q, '" P 

P =:J q, '" q, -. '" p 

P =:J q -. '" q =:J '" P 

Discussion. We have remarked that the system ~o is a modification 
of the original system of Gentzen-it is substantially that which appears 
in Lyndon [1]. In the original Gentzen formulation, he worked with 
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sequents V ---+ V in which V, V instead of being finite sets of formulas 
are finite sequences of formulas. Instead of the axiom scheme V, X ---+ v: X, 
Gentzen used the simpler scheme X ---+ X. But also Gentzen added the 
following three so-called structural rules: 

Thinning: 
V---+V V---+V 

V ---+ V,X V,X ---+ V 

Contraction: 
V ---+ V,X,X V,X,X---+ V 

V---+ V,X V,X ---+ V 

Interchange: 
V ---+ V1,X, Y, V2 V l'X, Y, V 2---+ V 
V ---+ V1 , Y,X, V2 V 1, Y,X, V 2 ---+ V 

The system--call it ~. -is equivalent to ~ 0 in the following sense: 
Let e, r be finite sequences of formulas; let V be the set of terms of e 
and V be the set of terms of r. Then e---+ r is provable in ~. iff V ---+ V is 
provable in ~o. 

Several modifications of ~ 0 exist. For example, let ~ 1 be the system 
obtained from ~o by replacing rules C 1 , D1 as follows: C 1 is replaced 
by the two rules: 

V,X ---+ V 
V,X 1\ Y---+ V 

D 1 is replaced by the two rules: 

V---+ V,X 
V---+V,Xv Y 

V, Y---+ V 
V,X 1\ Y---+ V 

V ---+ V, Y 

V---+V,Xv Y 

The system ~ 1 is not uniform-i.e. it is not possible to present the 
inference rules of ~ 1 in the uniform 0(, p-notation. It can be made uniform 
by also replacing Rule 11 by the two rules: 

V,X ---+ V 
V ---+ V, X =:l Y 

V ---+ V, Y 
V ---+ V,X =:l Y 

The resulting system-call it ~ 2-is uniform-it can be presented 
uniformly by replacing Rule A by the two rules: 

IS'0(21 
IS,O(I 

The system ~ 2 bears roughly the same relationship to block tableaux 
as ~ 0 does to modified block tableaux. Indeed, if in a closed block 
tableau we replace each point S by the sequent lSI, the resulting tree is 
a proof in ~2' 
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§ 2. Block Tableaux and Gentzen Systems for First-Order Logic 

To extend the system of block tableaux (either modified or unmodi­
fied) to Quantification Theory, we add the rules: 

c: 

D: providing a is new. 

The procedure for converting a closed analytic tableau for S into a 
closed block tableau for S is exactly the same as for propositional logic. 

To extend the Gentzen system ~o to First-Order Logic, we add the 
following rules (q>(x) is any sentence, q>(a) is the result of substituting a 
for all free occurrences of x in q>(x»): 

U, q>(a)--- V 
U1 : 

u,('r;f x) q>(x)-> V 

U --- V, q>(a) 
U-> V,(3x) q>(x) 

U -> V,q>(a) 
U2 : 

U -> V, (''if x) q>(x) 

(providing a does not 
occur in the conclusion) 

U, q>(a)--- V 
32 : 

U,(3x)q>(x)-> V 

(with same proviso) 

In uniform notation, the quantificational rules are: 

c: Is, y(a)1 

1S,Yf 

D: IS,<5(a)1 ·d· d -I -<5-1-' prOVl mg a oes not occur 
S, in any term of fS.<5~. 

We shall use the letter "~" for the above system. The completeness 
of ~ can be proved from the completeness of modified block tableaux in 
exactly the same manner as in propositional logic: If in a closed modified 
block tableau for K we replace each point S by the sequent lSI, we obtain 
a proof in ~ of the sequent IKI. 

Of course, one can alternatively obtain the completeness of ~ directly 
as a consequence of our unifying principle: Define S to be consistent if 
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the sequent lSi is not provable in f§. It is immediate from the postulates 
of f§ that we then have an analytic consistency property. 

For subsequent applications, it is important to note that the system f§ 

remains complete if we restrict our axiom scheme, U,X --+ V,X to the 
case that X is atomic. For we know that if Sis unsatisfiable, then there is 
an atomically closed modified block tableau for S. The corresponding 
proof of I SI in f§ will then use only this weaker axiom scheme. 

Chapter XII 

Elimination Theorems 

§ 1. Gentzen's Hauptsatz 

Call X eliminable if for every finite set S, if there exists a closed tableau 
for {S,X} and a closed tableau for {S,X}, then there exists a closed 
tableau for S. It is an immediate corollary of the Completeness theorem 
for tableaux that every X is eliminable. For suppose there is a closed 
tableau for {S,X} and a closed tableau for {S,X}. Then both {S,X} and 
{S,X} are unsatisfiable, hence S is un satisfiable (because in any inter­
pretation at least one of X, X is true). Then by the Completeness theorem, 
there must be a closed tableau for S. 

Gentzen's Hauptsatz (or rather its counterpart for tableaux) is that 
every X is eliminable. The above proof-using the Completeness 
theorem-is of course non-constructive. It provides no direct method 
whereby given a closed tableau /1 for {S, X} and a closed tableau /2 
for {S, X} we can find a closed tableau / for S. Of course, given a closed 
tableau /1 for {S, X} and a closed tableau /2 for {S, X} we could simply 
ignore /1 and /2 and set to work constructing a systematic tableau for S, 
and we know (by the Completeness theorem) that sooner or later our 
systematic tableau will close. But we have absolutely no idea of how long 
the systematic tableau for S will run before closing. By contrast, Gentzen's 
proof of the Hauptsatz provides a wholly constructive upper bound for 
the number of points of ,I, as a function <p of the number of points of 
the given tableaux /1' /2.1) 

Gentzen, of course, proved the Hauptsatz not for tableaux (which 
were developed later), but for Gentzen systems. More specifically, 
consider the system f§ of the last chapter. Gentzen's form of the Haupt­
satz is to the effect that if U, X --+ V and U --+ X, V are both provable in f§, 

1) For readers with some familiarity with recursive function theory, Gentzen's method 
provides a primitive recursive function qJ rather than a general recursive qJ. 
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then U -+ V is provable in '!J (in fact more generally: if U 1, X -+ Vl and 
U 2 -+ X, V2 are both provable in '!J, then U I' U 2 -+ VI' V2 is provable in 
'!J). To be more accurate, Gentzen considered a system '!J* like '!J to­
gether with the following rule: 

(Cut Rule) 
U l'X -+ Vl U 2 -+X, V2 

A proof in '!J* is called cut-free if it does not employ the cut rule. The 
precise form of Gentzen's formulation is that any sequent provable in '!J* 
has a cut-free proof in f/}* (i.e. a proof in '!J). 

The Hauptsatz for tableaux easily implies the Hauptsatz for Gentzen 
systems (by using constructive translation processes from proofs by 
tableaux to proofs in Gentzen systems, and vice versa). We find tab­
leaux more pleasant to deal with than Gentzen systems, hence our 
proof of the Hauptsatz (which is basically that of Gentzen, but rather 
more simple in many respects) will be motivated largely by tableau­
considerations. Actually we shall prove the Hauptsatz in a more abstract 
form, which simultaneously yields the results both for tableaux and 
Gentzen's systems without necessitating translation devices. 

§ 2. An Abstract Form of the Hauptsatz 

All sets S with which we now deal will be assumed finite. We shall 
say that S is closed if S contains some element and its conjugate. We shall 
say that S closes if there exists a closed tableau for S. For any natural 
number k, we shall say that S closes with weight k if there is a closed 
tableau 5for S such that k is the number of points of 5 exclusive of the 
elements of S. Thus, e. g., a set S is closed iff S closes with weight O. 

For any k>O, we shall say that S closes via Y with weight k if there 
is a closed tableau 5 for S of weight k such that Y is the element of S 
which was first used in the construction of 5. Obviously for any k > 0, 
if S closes with weight k, then there must be an element Y of S such that S 
closes via Y with weight k (but the Y is not necessarily unique, since there 
might be two different closed tableaux 51' 52 for S, both of weight k, and 
Yl may be the element of S first used in 51 and Y2 may be the element of S 

first used in 32). 
Now we wish to consider a purely abstract 3-place relation C(S, Y, k) 

between finite sets S, elements Y and natural numbers k, which we read 
"S closes via Y with weight k". Define "S closes with weight k" to mean 
that either k = 0 and S is closed, or k> 0 and there exists some non­
atomic YES such that S closes via Y with weight k. And define "S closes" 
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to mean that there is some k such that S closes with weight k. Now 
define C to be an abstract Gentzen relation if the following conditions 
hold: 

PI: The property "S does not close" is an analytic consistency prop­
erty-or equivalently, the property "S closes" is an analytic inconsistency 
property. In detail: 

(a) If {S'O('O(l} or {S'0('0(2} closes, so does {S,O(}. 

(b) If {S,{3,{31} and {S,{3,{32} both close, so does {S,{3}. 

(c) If {S,y,y(a)} closes, so does {S,y}. 
(d) If {S,<5,<5(a)} closes for a new to {S,<5} then {S,<5} closes. 

P2 : (a) If {S,O(} closes via 0( with weight k, then either {S,O(,O(d or 
{S'0('0(2} closes with weight <k. 

(b) If {S, {3} closes via {3 with weight k, then both {S, {3, {3 d and 
{S,{3,{32} close with weight <k. 

(c) If {S, y} closes via y with weight k, then for some parameter a, 
{S, y, y(a)} closes with weight < k. 

(d) If {S, <5} closes via <5 with weight k, then for some parameter a 
which is new to {S,<5}, the set {S,<5,<5(a)} closes with weight <k. 

P3 : If S closes with weight k, then any (finite) superset of S closes 
with weight k. 

P4 : If {S,<5(a)} closes with weight k, where a is new to {S,<5} then for 
every parameter b, {S,b(b)} closes with weight k. 

Before we proceed further with our abstract development, let us 
stop and verify that PcP 4 all hold for the tableau interpretation of 
"S closes via Y with weight k". Well, we already know Pl' Condition P2 

is really quite obvious-e.g. (a) holds, because if {S,O(} closes via 0( with 
weight k, then there is a closed tableau g- for S, of weight k, and 0( is the 
element of S first used in the construction of fI. Then 0( was used either 
to adjoin 0(1 or 0(2-let us assume it was 0(1' Then g- is also a tableau for 
{S,O(,O(d of weight k-l. Similarly, we can verify (b), (c), (d) of P2 • 

As for P3 , let us remark that if g- is a tableau for S, and if S' is a 
superset of S, then g- is not necessarily a tableau for S' (because we may 
in g- have used Rule D to introduce a parameter which though new to 
S may not be new to S'). But given a closed tableau g- for S of weight k, 
we can obviously construct a closed tableau g-' for S of weight k in 
which all newly introduced parameters lie outside of S' (since S' is finite). 
Then g-' will be a closed tableau for S' of weight k. 

As for P4 , the verification is a hit more delicate. Suppose fS.()(i7)~ 

closes with weight k. Then we construct a closed tableau ff. for {S, <5 (a) } of 
weight k in which all newly introduced parameters are distinct from 
bot a and b. In this tableau, for every sentence X, let XI: be the result of 
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substituting b for every occurrence of a in X and let fib be the result of 
replacing each point X of fI by XI,. We assert that fib is a closed tableau 
(cf. remarks below). Furthermore, for each XES, XI, = X (because a 
does not occur in S) and [b(a)]b=b(b) (because a does not occur in b), 
hence fib is a closed tableau for {S,b(b)}. 

Remarks. A detailed verification of our assertion can be helped by 
first verifying the following: 

For any X, let X'=Xb. Then for any rx,{J,y,b: 

(a) (rx'};=(rx;)' [i= 1,2J 

(b) ({J')i=({J;)' [i= 1,2J 

(c) For c#a, [y(c)]' =y'(c), but [y(a)]' =y'(b). 

(d) For c # a, [b(C)]' = b'(c), but [b(a)]' = b'(b). 

Then it is easily verified that if a point Y of fI comes from X by 
Rule A, B, C, D, then Y' legitimately comes from X' in fib by an appli­
cation of the same rule. 

Now we return to our abstract development. As with the special case 
of tableaux, we call X eliminable if for every set S, if {S, X} and {S, X} 
both close, then S closes. We wish to prove: 

Theorem 1. (An abstract form of Gentzen's Hauptsatz). Every X is 
eliminable. 

This theorem will follow from the following "auxilliary" theorem by 
a sort of "double induction" argument. First of all, we shall say of two 
sets Sl, S2 that they close with combined weight k if there are integers 
kbk2 such that Sl closes with weight kb S2 closes with weight k2' and 
k 1 + k2 = k. Now we call X k-eliminable if for every (finite) set S, if {S, X} 
and {S,X} close with combined weight k, then S closes. To say that X 
is eli minable is to say that for every k, X is k-eliminable. So our task is 
to show that for every X and every k, X is k-eliminable. This is done by 
a double induction on the degree n of X and the integer k. More specifi­
cally we show 

Auxiliary Theorem. Let n, k be integers with the following 2 properties: 

C1 : Every Y of degree < n is eliminable. 

C2 : For every Y of degree n, and for every k' <k, Y is k'-eliminable. 
Then every X of degree n is k-eliminable. 

Proof of Auxiliary Theorem. Assume that n, k satisfy conditions C I, 
C2 • Let X be of degree n, and let {S,X} close with weight kl and {S,X} 
close with weight k2' where kl + k2 = k. We must show that S closes. 
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We first make the preliminary observation that if either kl or k2 =0, 
then S must certainly close. For suppose kl =0. Then {S,X} is already 
closed. Then for some Y, {S, X} contains both Y, Y. If Y #- X, then Y, Y 
both belong to S, so S is closed (and hence closes). If Y = X, then XES, 
hence {S, X} = s, so S closes. Similarly if k2 = 0, then S closes. 

So we now assume that kl ~ 1, k2 ~ 1. Then for some YE {S,X}, {S,X} 
closes via Y with weight kl and for some ZE{S,X}, {S,X} closes via Z 
with weight k2 • There are now two main cases to consider: (A) Y#X 
or Z#-X; (B) Y=X and Z=X. 

CaseA. We assume Y#-X (the case Z#-X is obviously handled 
similarly). Now, {S} = {S, Y} and so {S, Y,X} closes via Y with weight 
k 1 • Now we appeal to property P2 (of the definition of an abstract Gentzen 
relation). If Y is either some IX, y or 15, then by (a), (c), (d) of P2 there is some 
Y1 such that {S,X, Y,Y1} closes with weight <kl' and furthermore if 
Y=IX, then Y1 =1X1 or Y1 =1X2; if Y=y, then for some a, Y1 =y(a); if Y=J, 
then for some a new to {S, X, Y}, Y1 = 15 (a). Since {S, X} closes with weight 
k2' then {S, Y,X} closes with weight k2 (because YES), hence {S, Y, Y1,X} 
closes with weight k2 (by P3 ). Thus {S, Y, Y1,X} and {S, Y, Y1,X} close 
with combined weight <k, hence by condition C2 , {S, Y, Yd closes. 
Therefore {S, Y} closes (by Pd, thus S closes. 

If Y is some /3, then {S,X,/3,/3d and {S,X,/3,/32} each closes with 
weight <k1. Also {S,X,/3} closes with weight k2' so {S,X,/3,/31} and 
{S,X,/3,/32} each closes with weight k2 (by P3 ). Thus {S,/3,/31'X} and 
{S, /3, /31' X} close with combined weight < k, hence {S, /3, /3 d closes. 
Likewise {S,/3,/32'X} and {S,/3,/32'X} close with combined weight <k, 
so {S,/3,/32} closes. Hence {S,/3,/3d and {S,/3,/32} both close, so {S,/3} 
closes (by P1}-i.e. S closes. This concludes Case A. 

Case B. Y = X and Z = X. Then {S, X} closes via X with weight 
k1 and {S,X} closes via X with weight k2. Now one of X, X is some IX or 
some y, and the other is respectively some /3 or some J. We will assume 
it is X that is some IX or some y (the case that X is some IX or some y 
is obviously handled similarly). 

Suppose that X is some IX. Then we have that {S,IX} closed via IX with 
weight k1 and {S, Ii} closed via Ii with weight k2. By P 2 - (a), one of the 
sets {S, IX, IX d, {S, IX, 1X2} closes with weight < k l' We shall assume it is 
{S,IX,lXd which closes with weight <kl (the case that it is {S,IX,1X2} is 
obviously handled similarly). Since {S,Ii} closes with weight k2' so does 
{S,Ii,lXd (by P 3). Hence {S,1X1 ,1X} and {S,1X1,1i} close with combined 
weight <k, therefore {S,lXd closes (by hypothesis C2 ). Also, since {S,Ii} 
closes with weight k2 , then {S,Ii,li1 } (as well as {S,Ii,li2}) closes with 
weight < k2 (by P 2 - (b), since Ii is some /3). And {S, IX, Ii 1} closes with 
weight k1 (by P3 , since {S,IX} closes with weight kd, hence {S,li1 ,1X} and 
{S,li1 , Ii} close with combined weight <k. Therefore (again by C2 ) {S,lid 
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closes. So {S,O(d and {S,ad both close. But 0(1 is of degree <n, therefore 
by hypothesis C l' S closes. 

It remains to consider the case that X is some y. Then {S, y} closes 
via y with weight k1 and {S, y} closes via y with weight k2. By P2, there is 
some parameter b such that {S, y, y(b)} closes with weight < k1 . Since 
{S,Y} closes with weight k2, then {S,y,y(b)} closes with weight k2. There­
fore {S,y(b),y} and {S,y(b),Y} close with combined weight <k, hence 
{S,y(b)} closes (by C2). Also {S,y} closes via y with weight k2, so by P2, 
{S,y,y(a)} closes with weight k2, for some a new to {S,y}. Then by P4 , 

for any parameter c, {S, y, y(c)} closes with weight < k2. In particular, 
{S,y,y(b)} closes with weight <k2. Also {S,y,y(b)} closes with weight k1 
(by P3 ), since {S,y} closes with weight k 1 • So {S,Y(b),y} and {S,y(b),y} 
close with combined weight < k, hence {S, y(b)} closes (by C2 ). Thus 
{S,y(b)} and {S,y(b)} both close, hence S closes (by hypothesis C 1 , 

because y(b) is of degree <n). This concludes the proof of the auxiliary 
theorem. 

Proof of Hauptsatz (Theorem I). Suppose some X were non-e1imin­
able. Then there would have to be a smallest integer n such that some X 
of degree n were non-eliminable. Then there would have to be a smallest 
integer k such that some X of degree n is not k-eliminable. We then 
have: (1) every X of degree <n is eliminable; (2) every X of degree n is 
k'-e1iminable for all k' < k. Then by the auxiliary theorem, every X of 
degree n is k-e1iminable. This contradicts the assertion that some X of 
degree n is not k-e1iminable. 

§ 3. Some Applications of the Hauptsatz 

Corollary 1. If {Sl'X} and {S2'X} both close, then Sl uS2 closes. 

Proof. Suppose {Sl'X} and {S2'X} both close. Since {Sl'X} closes, 
so does {Sl,S2'X} (by P3 ). Since {S2'X} closes, so does {Sl,S2'X} 
(again by P3 ). Then {Sl,S2} closes by Theorem I. 

Next we obtain a wholly constructive proof of 

Corollary 2. The set of sentences provable by tableaux is closed under 
modus ponens-i.e. if X, X ~ Yare both provable, so is Y. 

Proof. Suppose X, X ~ Yare both provable. Then {F X} and {F X ~ Y} 
both close. Since {F X ~ Y} closes, so does {F Y,F X ~ Y}. Since {F X} 
closes, so does {F Y, TX ~ Y, F X}. Also {F Y, TX ~ Y, T Y} closes (because 
it is closed). Therefore {F Y, TX ~ Y} closes (by P1 -(b), taking TX ~ Y 
for /3). So {F Y,F X ~ Y} and {F Y, TX ~ Y} both close, hence by the 
Hauptsatz, F Y closes-i.e. Y is provable. 
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N. B.: Corollary 2 should not be confused with the relatively trivial 
fact (discussed in Chapter VII) that the addition of modus ponens to the 
tableau rules does not increase the class of provable formulas. 

The next 3 corollaries are more in the character of lemmas. 

Corollary 3. (a) If {S,IX} closes, so does {S, 1X1 ,1X2}. (b) If {S,P} closes, 
then {S,Pl} and {S,P2} both close. 

Proof. (a) Suppose {S,IX} closes. Then {S,IX,lX l ,1X2} closes. Now, 
{S,iX,IXI,1X2,iXd and {S,iX,lX l ,1X2,iX2} are both closed, hence they both 
close. Therefore {S,iX,1X1,1X2} closes (by P l -(b)). So {S,lX l ,1X2,1X} and 
{S,lX l ,1X2,iX} both close, so {S,1X1,1X2} closes by the Hauptsatz. 

(b) Suppose {S,P} closes. Then {S,P,Pd closes. Now {S,Pl},Pl} is 
closed, hence closes, so {S,Pl'P} closes (by Pl -(a)). Thus {S,Pl'P} and 
{S,Pl'P} both close, so {S,Pd closes (by the Hauptsatz). A similar argu­
ment shows that {S,P2} closes. 

Corollary 4. (a) If {S, y} and {S, yea)} both close, then S closes. (b) If 
{S,c5} and {S,c5(a)} both close, and if a is new to {S,c5} then S closes. 

Proof. (a) Suppose {S, Y} and {S, yea)} both close. Since {S, yea)} closes, 
so does {S, y} (because since {S, yea)} closes, then {S, y, yea)} closes, hence 
{S, y} closes by PI - (c)). Thus {S, Y} and {S, y} both close, so S closes. 

(b) Proof like (a), using PI - (d) in place of P l - (c). 

Corollary 5. (a) If {S, y ::;:) yea)} closes, so does S. 
(b) If {S,c5::;:) c5(a)} closes, and if a is new to {S,c5}, then S closes. 

Proof. (a) If {S,y::Jy(a)} closes, then by Corollary 3-(b), {S,y} and 
{S, yea)} both close. Result then follows by Corollary 4--(a). 

(b) Proof like (a), using Corollary 4--(b) in place of Corollary 4--(a). 
From Corollary 5 follows by an obvious induction: 

Theorem 2. If R is regular and if no critical parameter of R occurs in 
S and if R u S closes, then S closes. 

In Chapter VII we gave a wholly constructive method of obtaining 
an associate R of S given a closed tableau for S. Now we can do the 
converse. 

Theorem 3. If S has an associate, then S closes. 

Proof. Let R be an associate of S. Then R u S is truth1unctionally 
unsatisfiable, hence there is a closed tableau for R u S using only Rules 
A, B. (This by the completeness theorem for propositional logic, which, 
though semantical, is wholly constructive.) Then S closes by Theorem 2. 

We now know by purely constructive arguments that S closes iff S 
has an associate. Thus we now have 
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Theorem 4. (A syntactic form of Herbrand's Theorem) (a) If {S,X} 
and {S, X} both have associates, then S has an associate. 

(b) The set of all X such that {""X} has an associate is closed under 
modus ponens. 

Chapter XIII 

Prenex Tableaux 

§ 1. Prenex Formulas 

By a prenex formula is meant a formula ofthe form (ql Xl)·· . (qnxn)(M), 
where each qi is one of the quantifier symbols '''if'', "3", and Xi'oF Xi' for 
i # j, and M is a quantifier-free formula (i. e. M contains no quantifiers 
at all). One sometimes refers to M as the matrix of the prenex formula 
(ql xl)···(qnxn)(M), and (ql xd···(qnxn) is called the prefix. 

It is a well-known result of Quantification Theory that any formula X 
can be put into prenex normal form-i. e. X is equivalent to some prenex 
formula Y. The proof is based on the following basic equivalences (in 
these equivalences, tp(x) is any formula, IjJ is a formula, y is a variable 
which has no free occurrence in tp(x) or 1jJ, and tp(y) is the result of sub­
stituting y for all free occurrences of x in tp(x)): 

"" (V x) tp(x) ~ (3x) "" tp(x) 
"" (3x) tp(x) ~ (V x) "" tp(x) 

(V x) tp(x) /\ IjJ ~ (V x) [tp(x) /\ 1jJ] 
IjJ /\ (Vx)tp(x)~(Vx)[1jJ /\ tp(x)] 
( 3 x) tp(x) /\ IjJ ~ ( 3 y) [tp(y) /\ IjJ ] 
IjJ /\ (3x) tp(x) ~ (3y) [1jJ /\ tp(y)] 
(Vx)tp(x) v 1jJ~(Vy)[tp(y) v 1jJ] 
IjJ v (Vx)tp(x)~(Vy)[1jJ v tp(y)] 
(3x)tp(x) v 1jJ~(3y) [tp(y) v 1jJ] 
IjJ v (3 x) tp(x) ~ (3 y) [1jJ v tp(y)] 
IjJ => (3 x) tp(x) ~ (3 y) [1jJ => tp(y)] 
(3 x) tp(x) => IjJ ~ (Vy) [tp(y) => 1jJ] 
IjJ => (V x) tp(x) ~ (V y) [1jJ => tp(y)] 
(Vx)tp(x)=> IjJ ~(3y) [tp(y) => 1jJ] 

These equivalences enable us to move interior quantifiers to the front 
of a formula. A complete proof that any formula can be put into prenex 
form can be found in virtually any introductory text (e. g. Church [1], 
Kleene [1], Mendelson [1]), though the reader not familiar with the 
proof should have rio difficulty working one out using the exercises below. 
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Exercise 1. Suppose A, B are respectively equivalent to A 1, B 1. Prove: 

(1) ~Aisequivalentto ~A1' 
(2) (qx)A is equivalent to (qX)A1 (where q is 'V or 3). 
(3) For each of the binary connectives 0, AoB is equivalent to A 10B1. 
(4) (q x)A is equivalent to A, if x has no free occurrence in A. 

Exercise 2. Suppose A, Bare prenex formulas. Using Exercise 1 and 
the basic equivalences given previously, show by induction on the number 
of quantifiers in the prefixes of A, B, that: 

(1) ~ A can be put into prenex form. 
(2) AoB can be put into prenex form. 
(3) ('Vx)A can be put into prenex form. 

Exercise 3. Using Exercise 2, show that any formula A can be put 
into prenex form (use induction on the number oflogical connectives and 
quantifiers in A). 

§ 2. Prenex Tableaux 

We now describe a proof procedure!) for prenex sentences, which is 
like tableaux, except that we need no branching! 

Let S be a finite set of prenex-sentences. By a prenex-tableau for S 
we mean a tableau for S which uses only the quantificational rules C, D. 
Since we do not use rule B, then naturally a prenex-tableau has only one 
branch. 

We call a prenex tableau P-closed if the set of terms of (the one branch 
ot) the tableau is truth-functionally unsatisfiable. 

Of course, given a P-closed prenex tableau for S, we can further 
extend it-using just the truth-functional rules A, B-to an ordinary 
tableau which is closed (in the ordinary sense). (This follows from the 
completeness theorem for tableaux for propositional logic.) We thus have 

Theorem 1. Given a P-closed prenex tableau for S, we can construct a 
closed tableaux for S in which all applications of the quantificational rules 
precede all applications of the truth-functional rules. 

Our main theorem now is 

Theorem 2. (Completeness theorem for prenex tableaux). If a finite 
set S of prenex sentences is unsatisfiable, then there exists a P-closed 
prenex tableau for s. 

1) This procedure is essentially that given in the Appendix to Quine [1 J. 
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To prove Theorem 2, we modify (in the obvious manner) our "system­
atic" construction of tableaux. Specifically, we start our tableau with the 
elements of S (in any order). This concludes the O-th stage. Now suppose 
we have completed the n-th stage. If the tableau at hand is either P­
closed, or if all lines which are y's or c5's have been used, then we stop. 
Otherwise we take the highest unused line which is a y or c5, and use it in 
the same manner as in the systematic procedure for ordinary tableaux. 
This concludes stage n + 1. 

Suppose the tableau runs on infinitely without P-closing. We wish to 
show that the set K of sentences on the tableau is satisfiable. Clearly K 
has the following properties: 

Po: K is truth-functionally consistent (i. e. every finite subset of K is 
truth-functionally satisfiable). 

P l : IfYEK, then for every parameter a, y(a)EK. 
P2 : If c5EK, then for at least one parameter a, c5(a)EK. 

We might call a set K having properties Po, Pl , P2 a P-Hintikka set. 
(Note that P l' P2 are respectively conditions H 3' H4 and Po is a strength­
ening of condition Ho defining a Hintikka set.) We now obviously need 

Lemma. (Analogue for prenex sentences of Hintikka's lemma}. Every 
P-Hintikka set is (first-order) satisfiable. 

We first explicitly state and prove: 

Sub-lemma. Every quantifier-free set M which is truthfunctionally 
satisfiable is first-order satisfiable. 

Proof of Sub-lemma. Let v be a Boolean valuation which satisfies M. 
Let Vo be the restriction of v to all atomic sentences (thus Vo is in an 
atomic valuation). We know that every atomic valuation can be uniquely 
extended to a first-order valuation, so let v' be the first-order valuation 
which extends Vo. Then v' is also a Boolean valuation, and v' agrees 
with v on the set M 0 of all atomic subformulas of elements of M. Therefore 
v' agrees with v on M (this by induction, since Boolean valuations 
agreeing on X agree on '" X, and 2 Boolean valuations agreeing on X 
and Y must also agree on X /\ Y, X V Y, and X=> Y). Thus all elements 
of M are true under the first-order valuation v', so M is first-order 
satisfiable. 

Proof of Lemma. Let K be a P-Hintikka set. Let Ko be the set of 
elements of K which contain no quantifiers. By hypothesis Po, all finite 
subsets of K are truth-functionally satisfiable, so obviously all finite 
subsets of Ko are truth-functionally satisfiable. Thus by the Compactness 
Theorem for propositional logic, Ko is truth-functionally satisfiable. 
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Then by the sub-lemma, Ko is first-order satisfiable. Let v be a first­
order valuation which satisfies Ko. We assert that every element X of K 
is true under v. We prove this by induction on the number n of quantifiers 
of X. 

If n = 0, then X E Ko, hence X is true under v. 

Now suppose that every element of K with (n-l) quantifiers is true 
under v. (a) Suppose y E K and y has n quantifiers. Then y(a 1), y(a2), ••• , 

y(a;), ... , are all in K, and they all have (n-l) quantifiers. Then by the 
inductive hypothesis, y(a 1 ), ••• , y(a;), ... , are all true under v. Hence y 
is true under v. (b) Suppose 6EK and 6 has n quantifiers. Then for at 
least one parameter a, 6(a)EK; also 6(a) has (n-l) quantifiers. Then by 
the inductive hypothesis, 6(a) is true under v. Hence X is true under v. 
This concludes the proof. 

We have now shown that if a systematic P-tableau for S is infinite, 
then S is satisfiable. Suppose now that a systematic P-tableau for S 
terminates without P-closing (which, incidentally, can happen only if all 
quantifiers of the prefix are existential). Then S is satisfiable in the finite 
domain {a1, ... ,an} of the parameters which were introduced (this by an 
obvious modification of the proof of the above lemma, which we leave to 
the reader). Thus if S is unsatisfiable, then the systematic P-tableau for S 
must P-close. This proves Theorem 2. 

Theorems 1 and 2 at once yield: 

Theorem 3. (Semantical version of Gentzen's Extended Hauptsatz 
modified for tableaux). If a set S of prenex sentences is unsatisfiable, then 
there exists a closed tableau for S in which all applications of Rules C, D 
precede all applications of Rules A, B. 

By Theorem 3 and the fact that a closed tableau for S implies the 
unsatisfiability of S, we have 

Theorem 3'. (Syntactical version of Gentzen's Extended Hauptsatz 
modified for tableaux). If there exists a closed tableau for S, where S is a 
set of prenex sentences, then there exists a closed tableau for S in which 
all applications of Rules C, D precede all applications of Rules A, B. 

Although Theorem 3' is purely syntactic, we have proved it by a 
model-theoretic argument. It can also be proved by a purely syntactic 
argument. 

Discussion. It has occurred to us that the P-tableau method can be 
modified in such a manner that the corresponding completeness proof 
does not require any appeal to a systematic tableau. This can be done by 
incorporating the Henkin-Hasenjaeger idea in the following manner. 
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Consider the magic set A of Chapter IX. Replace rule D by the 
following rule: 

Rule D': 

Now consider a finite set S of prenex sentences. Let S* be the closure 
of S under operations C and D'-i.e. the intersection of all supersets of S 
which are closed under applications of rules C, D'. If S* is truth-func­
tionally inconsistent, then S is un satisfiable (why?). If S* is truth-func­
tionally consistent, then S* is a P-Hintikka set (verify!), in which case S 
is satisfiable. Therefore S is satisfiable iff S* is truth-functionally con­
sistent. Thus S is un satisfiable iff S can be extended to a truth-functionally 
unsatisfiable set using only finitely many applications of Rules C, D'. 
Put otherwise, S is un satisfiable iff there exists a P-closed prenex tableau 
for S using rules C, D'. This gives a completeness proof for this modified 
tableau system which does not appeal to any systematic construction. 

Chapter XIV 

More on Gentzen Systems 

In § 1 of this chapter, we discuss Gentzen's Extended Hauptsatz. 
In § 2 we establish a new form of this extension which does not appeal to 
prenex normal form. In § 3 we consider some variants of Gentzen systems 
which will playa key role in all 3 subsequent chapters. 

§ 1. Gentzen's Extended Hauptsatz 

Suppose the sequent Xl"'" X n --+ Y1 ,··., lk is provable in '§, and that 
X1, ... ,Xn, Y1, ... , lk are prenex sentences. Then the set {TX1, ... , TXn , 

F Y1, ... ,F lk} is unsatisfiable. Hence by Theorem 3 of the last chapter, 
there is a closed analytic tableau for this set in which all applications of 
the quantificational rules precede all applications of the truth-functional 
rules. If we translate this tableau into a proof in '§ of Xl"'" X n --+ Y1,···, lk 
(in the manner of Chapter XI), we obtain a proof in which all appli­
cations of the truth-functional rules precede all applications of the 
quantificational rules (we recall that proof trees are displayed upside 
down!). We thus have 
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Theorem 1. (Gentzen's Extended Hauptsatz). If U --+ V is provable in 
<'§*, where U, V are sets of prenex sentences, then there exists a proof of 
U --+ V in <'§ in which all applications of the truth-functional rules precede 
all applications of the quantificational rules. 

§ 2. A New Form ofthe Extended Hauptsatz 

Now we consider a further extension of Gentzen's Extended Haupt­
satz which makes no appeal to prenex normal form. 

We let <'§' be the system obtained from <'§ by replacing the quantifi­
cational rules by the following rules: 

U" 1 . 

U" 2 . 

3' . 1 . 

3' . 
2' 

U, cp(a)--+ V U --+ V, ('it x)cp(x) 

U--+V 

providing ('it x) cp(x) is a subformula of (some term of) U --+ V 

U --+ V, cp(a) U, ('it x) cp(x)--+ V 

U--+V 

providing the same as above and also that a does not occur in 
U--+v. 

U--+V,cp(a) U,(3x)cp(x)--+V 

U--+V 

providing that ( 3 x) cp(x) is a subformula of U --+ V. 

U,cp(a)--+V U--+V,(3x)cp(x) 

U--+V 

with the same proviso as 3~ and the same proviso as U~. 

The quantificational rules of <'§' are in the spirit of cut rules (combined 
with the quantificational rules of <'§), but proofs in <'§' nevertheless obey 
the subformula principle because of the proviso that ('it x) cp(x) (respec­
tively (3 x) cp{x)) must be a subformula of U --+ V. 

c: 

D': 

In uniform notation, the quantificational rules of <'§' are as follows: 

IS, )'(a)1 IS, y-I 
lSI 

providing), is a subformula of some element of S. 

IS,b(a)1 IS,JI 
lSi 

providing b is a subformula of some element of S and a does not 
occur in any element of S. 
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By a normal proof in ~' we shall mean a proof in which all appli­
cations of the truth-functional rules precede all applications of the 
quantificational rules. We wish to prove 

Theorem 2. (A new form of Gentzen's Extended Hauptsatz). Every 
valid sequent U --+ V has a normal proof in ~'. 

We note that Theorem 2 is asserted for all sequents U --+ V, not just 
those in which the terms of U --+ V are prenex sentences. We will establish 
Theorem 2 as a consequence of the Fundamental Theorem modified for 
signed formulas as follows. 

We now use "y" and "D" for signed formulas, and "Q" for either 
some y or some D. The notation Q ::J Q(a) now makes no sense, since we 
do not put logical connectives between signed formulas. We shall 
however define the signed formula Q~Q(a) as follows: 

T("if x) <p(x) ~ T <p(a) = df T("if x) <p(x) ::J <p(a) 

F("if x) <p(x) ~ F <p(a) = df T <p(a) ::J ("if x) <p(x) 

T(3 x)<p(x)~T<p(a) = dfT(3 x) <p(x) ::J <p(a) 

F(3 x)<p(x)~F<p(a) = dfT<p(a)::J (3 x)<p(x) 

Our definition of ~ is reasonable in the sense that under any inter­
pretation, Q~Q(a) is true iff either Q is false or Q(a) is true. Now we 
define a regular set R of signed formulas in the same manner as for 
unsigned formulas, only replacing Q ::J Q(a) in the definition by Q~Q(a). 
And similarly we define an associate R of a set S of signed formulas 
(only replacing "weak subformula" by "subformula"). Now if f is a 
closed analytic tableau for a set S of signed formulas, then the set R of 
all elements Q~Q(a) such that Q(a) was inferred from Q in f is an 
associate of S (the proof is the same as the case for unsigned formulas). 

Now for the proof ofTheorem 2. Let us first note that a set {S, Q~Q(a)} 
is truth-functionally unsatisfiable iff each of the 2 sets {S, Q}, {S, Q(a)} 
is truth-functionally unsatisfiable; a set {S,Q1 ~Q1(a1)' Q2~Q2(a2)} is 
truth-functionally un satisfiable iff each of the 4 sets {S, Q1' Q2}' 
{S, Q1' Q2(a2)}, {S, Q1 (ad, Q2}, {S, Q1 (a 1), Q2 (a2)} is truth-functionally 
unsatisfiable-and in general, {S, Q1 ~Q1 (ad, ... , Qn~Qn(an)} is truth­
functionally un satisfiable iff each of the 2n sets {S,A 1, ... , An} is un­
satisfiable, where A1 is either Q1 or Q1 (ad, A2 is Q2 or Q2(a2), ... , An is 
either Qn or Qn(an)· 

Now suppose a sequent U --+ V is valid; let S be the set of signed 
formulas such that lSi is the sequent U --+ V. Then S is un satisfiable, so S 
has an associate R. We arrange R in a regular sequence <Q1~Q1(a1)' 
Q2~Q2(a2), ... ,Qn~Qn(an»· Letting A1 be either Q1 or Q1(a1), ... ,An 
be either Qn or Qn(an), for each of the 2n choices of the sequence 
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(A1' A2, ... , An>. the set {S, A 1, ... , An} is truth-functionally unsatisfiable, 
hence the sequent IS,A 1, ... , Ani is a tautology, and hence obviously has 
a normal proof in <§'. This means that for each of the possible 2n - 1 

sequences (A2, ... ,An), both IS,Q1,A2, ... ,Anl and IS,Q1(ad,A 2, ..• ,Anl 
have a normal proof in <§'. Then by an application of Rule C' or D' 
(depending respectively on whether Q1 is some l' or some c5) we obtain 
a normal proof of IS,A2, ... , Ani. Thus for each of the 2n - 1 choices of 
A2, ... , An' the sequent IS,A2, ... , Ani has a normal proof. This means 
that for each of the 2n- 2 choices of A 3 , ... , An' the sequent IS,Q2' A 3 ,·· .,Anl 
and the sequent IS,Q2(a2), A 3 , •.. , Ani have normal proofs. Another appli­
cation of either Rule C' or D' gives a normal proof of IS,A 3 , ... , Ani. 
Continuing in this manner, we finally obtain a normal proof of lSi. 

§ 3. Symmetric Gentzen Systems 

In some of the inference rules of <§ (more specifically the negation 
and implication rules) one transfers a formula from one side of the arrow 
to the other (or more accurately, one incorporates it into some formula 
on the other side). We shall need some Gentzen-type systems in which 
this does not happen. As a result, the systems to which we now turn will 
possess a valuable feature: In any proof of a sequent U --4 V, for each 
sequent U 1 --4 V1 used in the proof, each term of U 1 will be a subformula 
of some term of U, and each term of V1 will be a subformula of some 
term of V. We might refer to this condition as the 2-sided subformula 
principle. (By contrast, in a proof of U --4 V in <§, if U 1 --4 V1 is used in the 
proof, some term of U 1 may be a subformula of some term of V but not 
of U, or some term of V1 may be a subformula of some term of U rather 
than of v.) 

The System [1'. We shall now consider sequents K--4L in which K, 
L are (finite) sets of signed formulas! The postulates of [I' (in uniform 
notation) are as follows: 

Axioms: 

Rules: 
(A) 

(B) 

K,X--4L,X 

K,X,X--4L 

K--4L,X,X 

where X is atomic 

K,a1,a2--4L K --4 L, /31' /32 
K,a--4L K--4 L,/3 

K, /31 --4 L K, /32 --4 L K--4L, a1 K--4L, a2 

K,/3--4L K--4L,a 
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(C) 
K, y(a)---> L K ---> L, (5(a) 

K,y--->L K ---> L, (5 

(D) 
K, (5(a)---> L K ---> L, y(a) 

K, (5---> L K --->L, y 

(providing a does not occur in K ---> L) 

We establish the completeness of !/' as follows. By a variant of a 
sequent K--->L we shall mean any sequent obtained from K--->L by trans­
ferring any number of terms from one side of the arrow to the other but at 
the same time changing their signs. (Thus, e.g. T X, FY ---> TZ is a variant 
of FZ,TX--->TY, also a variant of --->FX,TY,TZ, also a variant of 
T X ---> TY, TZ.) Clearly if K' ---> L is a variant of K ---> L, then both sequents 
are equivalent-i.e. true under the same interpretations. We note that 
for a set S of signed formulas, the sequent S ---> is equivalent to the sequent 
lSi (where terms are unsigned formulas). Thus S ---> is valid iff lSI is valid 
iff the set S is unsatisfiable. By a variant of the set S we shall mean a 
variant of the sequent S--->, and we shall also refer to any such variant 
as a variant of lSI. 

Let us now consider the system CfI in uniform notation. We know 
that CfI is complete even restricting the axiom scheme IS, X, Xl to the 
case that X is atomic. Now the set of axioms of!/' is precisely the set of 
all variants of all these axioms IS, X, Xl. And in any application of an 
inference rule of CfI, if all variants of the premises are provable in !/', 
then all variants of the conclusion are provable in !/'. It follows then by 
induction that all variants of all theorems of CfI are theorems of !/'. Now 
suppose that K--->L is valid. Then the set KuI is unsatisfiable (where 
by I we mean the set of conjugates of the elements of L). Then the 
sequent IK,II (of unsigned formulas) is provable in CfI (by the complete­
ness of CfI). But K ---> L is a variant of IK, II. Therefore K ---> L is provable 
in !/'. Thus!/' is complete. 

It is, of course, possible to have an alternative version !/" in which 
the elements of our sequents are unsigned formulas-just use the now 
familiar device of deleting all "T"s and replacing all "F"s by "","s in all 
terms of the sequents of the axioms and inference rules (and, of course, 
reinterpret "rx.", "[3", ")I", "(5" accordingly). Then if a sequent K ---> L is 
provable in !/', its corresponding sequentU ---> V (of signed formulas) is 
provable in !/". This gives the completeness of !/", because if Xl'"'' Xn 
---> Yl , ... , lk is valid, then T Xl' ... , T X n ---> T Yl , ... , T lk is provable in !/', 
hence Xl, ... ,Xn ---> Y1 , ... , lk is provable in !/". 

Exercise 1. Suppose we delete either the second axiom scheme 
K,X,X --->L or the third axiom scheme K,--->L,X,X and also delete the 
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left halves of rules A, B, C, D or the right halves, but we add the postulate: 

E: 
K---+L 

L---+K 

Show that we obtain an equivalent system. 
The System g* of Stroke Sequents. It will prove convenient to 

consider another system g* even though it is little more than a notational 
variant of g. 

We shall use Sheffer's stroke symbol "I" and define a stroke sequent 
as an ordered triple <K,I,L)-which we write more simply as KIL. We 
define KIL to be true under an interpretation if at least one element of 
K U L is false. Stated otherwise, KJL is equivalent to the GENTZEN sequent 
K ---+ L. We now convert our system g for GENTZEN sequents to a com­
plete system g* for stroke sequents by replacing in all postulates all 
GENTZEN sequents K---+L by the stroke sequent KIL. In detail, the 
postulates of g* are as follows: 

Axioms. K,XIL,X} 
K,X,XIL where X is atomic 
KIL,X,X 

Rules. A l : 
K'C(1'C(2I L 

A2: 
KIL'C(1'C(2 

K,C(IL KIL,C( 

B l : 
K,PlIL K,P2I L 

B2: 
KIL,p, KIL,P2 

K,PIL KIL,p 

Cl : 
K,y(a)IL 

C2: 
KI L, y(a) 

K,yIL KIL,y 

Dl : 
K,J(a)IL 

D2: 
KIL,J(a) 

K,JIL KIL,c5 

(providing a is new to the conclusion) 

Two sets are called incompatible if their union is un satisfiable. It is 
obvious that K ---+ L is provable in g iff KJL is provable in g*. Hence if K 
is incompatible with L, then K---+L is valid, hence provable in g, and so 
KIL is provable in g*. Thus g* is complete in the sense that if K is 
incompatible with L(i.e. if KILis valid) then KILis provable in g*. 

The system g* is completely symmetric (the system g might be 
aptly described as skew-symmetric !). We could, of course, have used just 
rules A l , B l , Cl , Dl (or alternatively A2, B2, C2, D2) and just one of the 
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second and third axiom schemata, had we added the postulate: 

The purpose of introducing the systems y,y· will become apparent 
in the next three chapters. 

Chapter XV 

Craig's Interpolation Lemma and Beth's Definability Theorem 

§ 1. Craig's Interpolation Lemma 

A formula Z is called an interpolation formula for a formula X :::) Y 
if all predicates and parameters of Z occur in both X and in Y, and if 
X :::) Z, Z:::) Yare both valid. Craig's celebrated Interpolation lemma 
says that for any valid sentence X:::) Y: (i) if X, Y have at least one 
predicate in common, then there exists an interpolation sentence for 
X:::) Y; (ii) if X, Y have no predicates in common, then either Y is valid 
or X is un satisfiable. 

If we adjoin the propositional constants t, f to our object language 
(cf. Exercise 2 end of Chapter I), then case (ii) can be subsumed under 
case (i) as follows. If Y is valid, then X :::) t, t:::) Yare both valid, so then t 
is an interpolation formula for X:::) Y. If X is un satisfiable, then X :::) f, 
f:::) Yare both valid, so then f is an interpolation formula for X :::) Y. 

There is a corresponding interpolation lemma for propositional logic : 
If X:::) Y is a tautologous formula of propositional logic, then there 
exists a formula Z (again called an interpolation formula for X:::) Y) of 
propositional logic such that all propositional variahles of Z occur in X 
and in Y and such that X:::) Z, Z:::) Yare both tautologies. [For example, 
q is an interpolation formula for (p /\ q):::) (p v q).] 

Returning to First-Order Logic, a formula Z is called an interpolation 
formula for a sequent U --+ V if every predicate and parameter of Z occurs 
in at least one element of U and at least one element of V and if both 
sequents U --+ Z, Z --+ V are valid. Obviously Z is an interpolation formula 
for the sequent Xl'"'' X n --+ Y1 , .. ·, lk iff Z is an interpolation formula for 
the sentence (X 1 /\ ... /\ X n) :::) (Y1 V .. , v lk), so the existence of interpola­
tion formulas for all valid sequents is equivalent to the existence of inter­
polation formulas for all valid sentences X:::) Y. So we shall consider 
Craig's lemma in the equivalent form that there exist interpolation 
formulas for all valid sequents. 



128 XV. Craig's Interpolation Lemma and Beth's Definability Theorem 

Proof of Craig's Lemma. We can obtain the interpolation lemma as a 
consequence of our Unifying Principle as follows: Define r(S) to mean 
that there exist two sets S 1, S2 such that S = S 1 U S2' and there exists 
no interpolation formula for the sequent Sl--+S2. (Equivalently, S is 
r-inconsistent if for any two sets Sl' S2 such that Sl u S2 =S, there exists 
an interpolation formula for Sl--+S2.) Then Craig's lemma can be 
obtained by verifying that this r is an analytic consistency property. 
However, it is a bit more direct to use the results of Exercise 2, end of 
Chapter VI, and define U f- V to mean that there exists an interpolation 
formula for the sequent U --+ V, and then verify that f- is a symmetric 
GENTZEN relation. This is really tantamount to taking the symmetric 
GENTZEN system f/' (which we introduced in the last chapter) and 
showing: (i) there exists an interpolation formula for all the axioms; 
(ii) in any application of an inference rule, if there exist interpolation 
formulas for the premises, then there exists an interpolation formula for 
the conclusion. This is the course we shall take. Also our proof will be 
wholly constructive in the sense that we shall specify outright interpola­
tion formulas for the axioms, and for any application of an inference rule, 
given interpolation formulas for the premises, we explicitly exhibit inter­
polation formulas for the conclusion. Thus given any proof of U --+ V 
in f/', an interpolation formula for U --+ V can be explicitly found. This 
implies (by earlier results) that given any closed tableau for U --+ V, an 
interpolation formula for U --+ V can be explicitly found. 

It makes no great difference whether we work with the system f/' 
(which uses signed formulas) or the system f/" (which uses unsigned 
formulas) (cf. remark below). Perhaps it might be a bit easier to first 
work with f/". 

Now for the proof. We shall write U.!. V to mean that X is an inter­
polation formula for U --+ V. 

Verification for the Axioms. It is obvious that X is an interpolation 
formula for U,X--+ V,X; f is an interpolation formula for U,X, "-X --+ V; 
t is an interpolation formula for U --+ V, X, "- X. In other words we have: 

(i) U,X.!.V,X 
(ii) U,X,,,-X-4V 
(iii) U-4V,X,"-X 

Verification for the Truth Functional Rules. 

A: If U,1Y. 1,1Y.2.!. V, then also U,IY..!. V. 
If U.!. V, f31' f32 then also U.!. V, f3. 

B: If U, f31.!. V and U, f32 -4 V, then U, f3 XVY, V. 
If U.!. V,1Y. 1 and U 4 V,1Y.2, then U~ V,IY.. 
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Before proceeding further, let us note that we have now proved 
Craig's lemma for propositional logic (because the system !/' without 
rules C, D constitutes a complete system for propositional logic). 

Verification for the Quantificational Rules. 
C: Suppose U, y(a).!. V. Then certainly U, y--+X and X --+ V are both 

valid, but X may fail to be an interpolation formula for U, y--+ V, because 
the parameter a might occur in X but not in U, y. If a doesn't occur in X, 
then X will be an interpolation formula for U, y--+ V. Or if a occurs in 
U, y then X is still an interpolation formula for U, y--+ V If a occurs in X 
but not in U, y, then take any variable x which does not occur in X, and 
let X~ be the result of substituting x for every occurrence of a in X. 
Then (V'x)X~ will be an interpolation formula for U, y--+ V. Reason: 
(V'x)X~ is a sentence y' of type C and a does not occur in y' and y'(a)=X. 
We already know that U,y--+y'(a) (which is the same as U,y--+X) is valid, 
but since a does not occur in U, y, y', then U, y--+y' is valid (indeed U, y--+y' 
is derivable from U, y--+ y' (a) by one application of Rule D of our system 
!/'). Thus u, y--+y' is valid. Also y' (a)--+ V is valid (by hypothesis), so y' --+ V 
is valid (cf. Rule C of !/', taking K to be empty). Thus, U, y--+y' and y' --+ V 
are valid, and certainly all predicates and parameters of y' are both in 
U, y and in V (because a does not occur in y'). Thus y'-i. e. (V' x) X~-is 
an interpolation formula for U, y--+ V. 

The reader can similarly verify that if U.!. V, b(a), then (i) if a does 
not occur in X, or if a occurs in X and in V, b, then U.!. V, b; (ii) if a occurs 
in X but not in V, b, then U(3x)x~ ) V, b. 

D: Suppose U,b(a).!. V, and that a does not occur in U,b, V. Then a 
cannot occur in X either, hence U, b.!. V. 

Likewise if U.!. V, y(a), then also U.!. V, y. This completes the proof. 

Remark. If we prefer to work with sequents U --+ V whose terms are 
signed formulas, then the easiest way to modify the above proof is to 
define an unsigned formula X to be an interpolation formula for U --+ V 
if the signed formula T X is an interpolation formula for U --+ V. Then 
given a proof of U --+ V in the system, we can find an unsigned interpola­
tion formula X for U, V exactly as in the proof for !/', and then T X will 
be a (signed) interpolation formula for U --+ V. 

Also, if we work with !/ rather than !/', we could have halved our 
labor, appealing to Exercise 1 of the last chapter. Checking for Postulate E 
is trivial; if X is an interpolation formula for U --+ V, then '" X is an 
interpolation formula for V --+ U. 

Exercise 1. Let us define a Craig-sequent as an ordered triple (U, X, V), 
where U, V are finite sets of sentences and X is a single sentence, and X 
is an interpolation formula for U, V. Let us also write U --+ X --+ V for 
(U,X, V). Now consider the following axiom system for Craig sequents: 
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Axioms: U,X-+X-+V,X 
U,X,X-+j-+V 
U-+t-+V,X,X 

U, /3t-+X -+ V U,/32-+ Y-+ V 
B: ------~----~----­

U,/3-+Xv Y-+V 

U, y(a)-+ X -+ V 
C: ---------

U,y-+X-+ V 

U -+X -+ V,/3t,f32 
U-+X-+V,/3 

U -+ X -+ V, Il(t U -+ Y -+ V, 1l(2 

U-+X /\ Y-+V,1l( 

U -+X -+ V,b(a) 

U-+X-+V,b 

providing that either a does not occur in X or that a occurs 
in U,y or V,b 

U,y(a)-+y'(a)-+ V 

U,y-+y'-+ V 

U -+b'(a)-+,b(a) 

U -+b' -+ V, b 

providing that a does not occur in the conclusion 

U,b(a)-+X -+ V 
D: --------­

U,b-+X-+ V 

U -+X -+ V, y(a) 

U-+X-+V,y 

providing that a does not occur in the conclusion. 

Now define X to be a special interpolation formula for U -+ V if the Craig 
sequent U -+ X -+ V is provable in the above system. Show that if U -+ V 
is valid, then there exists a special interpolation formula for U -+ V. 

Exercise 2. The following conditions recursively define the notion 
of a predicate occurring positively in a formula and negatively in a 
formula: 

(1) P occurs positively in an atomic formula Pat, ... ,an; P occurs 
negatively in ",Pal> ... ,an. 

(2) If P occurs positively (negatively) in Il(t or in 1l(2, it occurs posi­
tively (respectively negatively) in Il(; If P occurs positively (negatively) 
in /3t or in /32, it again occurs the same way in /3. 

(3) If P occurs positively (negatively) in y(a), it occurs the same way 
in y. Likewise with "b" in place of "y". 

It is possible for a predicate to occur both positively and negatively in 
the same formula-e. g. P occurs both positively and negatively in the 
formula (P a v '" P b). 

Now call an interpolation formula X for U -+ Va Lyndon interpolation 
formula (for U -+ V) if every predicate which occurs positively in X occurs 
positively in both U and V, and every predicate which occurs negatively 
in X occurs negatively in both U and V. Prove Roger Lyndon's stronger 
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form of Craig's Interpolation Lemma (sometimes known as the CRAIG­
LYNDON interpolation lemma): For any valid sequent U --+ V there 
exists a LYNDON interpolation formula. (Hint: Show that every special 
interpolation formula for U --+ V is a LYNDON interpolation formula for 
U--+v. 

Exercise 3. A (unsigned) formula Y is said to be in negation normal 
form if " ::;:)" does not occur in Y and if all occurrences of negation signs 
immediately precede atomic formulas. Show that every unsigned formula 
X is equivalent to a formula Y in negation normal form. Hint: Verify and 
use the following equivalences: 

--X~X 

-(X /\ Y)~ -Xv - Y 
-(Xv Y)~ -X /\ - Y 
X::;:)Y~-XvY 

-('Vx) X ~ (3x) - X 
- ( 3x) X ~ ('V x) - X 

Now suppose X is equivalent to Ywhere Yis in negation normal form. 
Prove that a predicate P occurs positively in X iff P has at least one 
occurrence in Y which is not immediately preceded by a negation sign, 
and that P occurs negatively in X iff P has at least one occurrence in Y 
which is immediately preceded by a negation sign. 

§ 2. Beth's Defioability Theorem 

One important use of Craig's Interpolation Lemma is that it yields a 
remarkably elegant proof of Beth's Definability Theorem which we now 
discuss. 

Consider a set A of closed formulas without parameters. Let us refer 
to A as a (first-order) theory. We refer to the elements of A as the axioms 
of A. For the time being, let A be finite. We write A ~ X to mean that X 
is true in all interpretations which satisfy A, or equivalently that there 
exists a closed tableau for {A, - X}, or equivalently that the sequent 
A --+ X is provable, or equivalently that if we adjoin the elements of A 
as additional axioms of the system Qb then X becomes provable. If any 
of these· equivalent conditions hold, then X is said to be a theorem of 
the theory A. 

Now let P, P1"",Pn be the predicates which occur in A, and let us 
presently assume that P is of degree one. P is said to be explicitly definable 
from P1""'Pn ~n the theory A if there exists a formula cp(x) with just one 
free variable x, whose predicates are all in the set P1""'Pn (so P is not a 
predicate of cp(x)) and such that 

A ~ ('Vx) [P(x)+-+cp(x)], 
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And such a formula <p(x) is said to constitute an explicit definition 
of P from P 1"",Pn in the theory A. 

Now we say that the axioms of A implicitly define P from Pl'''''Pn 

or that P is implicitly definable from P 1, ... , P n in the theory A ifthe follow­
ing condition holds: Take a I-place predicate P' which does not occur 
in A, and let A' be the result of substituting P' for P in every element of A. 
Then P is called implicitly definable from Pl'''''Pn in A if 

A u A' HV'x)[P(x)~P'(x)] 

Using the completeness theorem, this condition is equivalent to the 
condition that any two interpretations of P 1, ... , P n' P which satisfy A 
and which agree on P 1, ... , P n must also agree on P-or stated otherwise, 
given any values of P 1, ... , P n' there is at most one value of P which 
satisfies the axioms of A. (Why is this equivalent?) 

It is obvious that if A defines P explicitly from P 1, ... , P", then it 
defines P implicitly from Pl , ... , Pn • For suppose P is explicitly definable 
from P 1, ... , P n in A. Then we have A I- (V' x) [P(x)~<p(x)]. Then of course, 
we also have (for any new predicate P') A' I-(V' x) [P'(x)~<p(x)]. Hence 
AuA'I-(V' x) [P(x)~<p(x)] /\ (V' x) [P'(x)~<p(x)], h.ence AuA'1- (V'x) [P(x) 
~P'(x)] (why?). 

Beth's definability theorem says the converse-i.e. if A implicitly 
defines P from Pl , ... , Pn, then A explicitly defines P from Pl , ... , Pn• 

Now we shall prove Beth's theorem using Craig's lemma. Without loss 
of generality, we can assume that A consists of just one sentence (other­
wise we can work with the conjunction of the elements of A). Thus we are 
given A, A'I-(V'x) [P(x)~P'(x)]. Since the sequent A, A'--+(V'x) [P(x)~P'(x)] 
is valid, so is the sequent A, A' --+(P(a)~P'(a)) (for any parameter a). 
Hence the sequent A, A' --+(P(a) => P'(a)) is valid. This sequent is truth­
functionally equivalent to the sequent A, P(a)--+(A' => P'(a)), hence this 
latter sequent is valid. In this sequent P does not occur on the right and 
P' does not occur on the left. Now we take an interpolation formula X 
for A, P(a)--+(A' => P'(a)). Since all predicates of X occur both on the left 
and right side of the sequent, then P does not occur in X-indeed all 
predicates of X are in the set P l , ... , Pn • Also X contains no parameters 
except (possibly) a; let x be a variable new to X and let <p(x)=X~, so that 
<p(a) = X. Then <p(a) is an interpolation formula for A, P(a)--+(A' => P'(a)). 
Hence 

(1) A,P(a)I-<p(a) 

(2) <p(a) I-(A' => P'(a)). 

From (1) we have A I-(P(a) => <p(a)). From (2) we have A'I-(<p(a) => P'(a)). 
Hence also A I-(<p(a) => P(a)). Hence A I-(P(a) => <p(a)) and A I-((<p(a) => P(a)), 
so A I-(P(a)~<p(a)). Therefore A I-(V'x) [P(x)~<p(x)], so that <p(x) does 
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explicitly define P from Pl , ... , Pn in the theory A. This concludes the 
proof of Beth's theorem. 

Exercise. Show Beth's theorem for the case that A is a denumerable 
set (interpreting A I- X to mean that X is true in all interpretations which 
satisfy A, or equivalently that for some finite subset Ao of A, the sequent 
Ao~X is provable). 

Chapter XVI 

Symmetric Completeness Theorems 

In this chapter we establish some new and stronger versions of com­
pleteness theorems considered earlier. These are closely related to Craig's 
Interpolation lemma, and they will playa key role in our final chapter 
on linear reasoning. 

§ 1. Clashing Tableaux 

Suppose we jointly construct a pair (Jl , J 2 ) of analytic tableaux, 
J l for a finite set Sl and J 2 for a finite set S2' alternating between the 
constructions (though not necessarily methodically-i.e. we may carry 
out any finite number of steps on one tree, then any finite number of 
steps on the other, then back to the first, etc.), and respecting Rule D in 
the sense that if (j(a) is inferred from (j in either tree, the parameter a 
must be new to both trees. Call such a pair (Jl , J 2 ) a joint pair of tableaux 
for Sl, S2 or for SlIS2. 

If the reader would like us to be more precise, then by a joint pair 
(Jl,J2) for Sl,S2' we mean a pair constructed as follows: we start J l 

with the set Sl (in any order) and J 2 with S2 (in any order). Now suppose 
(Jl,J2) is a joint pair for Sl,S2 already constructed. Then we may 
extend the pair by either of the following operations: 
(1) If J{ is an immediate extension of J l by Rule A,B,or C, then (J{J2 ) 

is a joint pair for S 1, S2; if J; is an immediate extension of J 2 by Rule 
A, B, or C, then (Jl , J;) is a joint pair for S 1, S2. 

(2) If J{ is an immediate extension of J l by an application l: (j of Rule D, 
u(a) 

and if a is new both to J l and to J 2, then (J{, J 2) is a joint pair for Sl,S2. 

Likewise, if J; is an immediate extension of J 2 by an application ~ 
(j(a) 

of Rule D and if a is new to both J l and J 2 . 

This defines the notion of a joint pair (Jl , J 2 ) of tableaux for S l' S 2. 
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We shall say that two sets clash-or that one clashes with the other­
if their union contains some atomic element and its conjugate. We shall 
say that J 1 clashes with J 2-or that J 1 , J 2 clash-if every branch of J 1 

clashes with every branch of J 2 • And by a clashing pair of tableaux for 
Sl,S2, we mean a joint pair (J1,J2) of tableaux for Sl,S2 such that J 1 

clashes with J 2 . 

It is obvious that if there exists a clashing pair (J1, J 2) for S l' S 2' 

then Sl uS2 must be un satisfiable (why?). We now wish to prove the 
converse (which is sort of a "double analogue"-or a "symmetric form"­
of the completeness theorem)--viz. that if S 1 u S2 is un satisfiable, then 
there exists a clashing pair (J1,J2) for Sl,S2' 

We could, of course, prove this model-theoretically by making the 
appropriate changes in our completeness proof for analytic tableaux. 
More specifically, it should be obvious how to modify our systematic 
constructions of single tableaux to systematic constructions of joint pairs 
of tableaux. Now if we systematically construct a joint pair for Sl,S2 
and if after no finite stage do we obtain a clash, then we get two trees 
J 1,J2 (either or both of which may be infinite) and an open branch B1 
of J 1 and an open branch B 2 of J 2 such that B 1 does not clash with B 2' 

Then Bl u B2 will be a Hintikka set, hence SI u S2 will be satisfiable. 
Thus if S 1 u S2 is unsatlsfiable, then a systematically constructed pair for 
Sl,S2 must eventually clash. 

To carry out the above proof in detail essentially involves repetition 
of the labor of our completeness proof for single tableaux. Alternatively, 
we can obtain our completeness theorem for pairs of tableaux as a 
consequence of our Unifying Principle as follows: Define r(S) to mean 
that there exist sets S 1, S 2 such that S 1 uS 2 = S and such that there exists 
no clashing pair (J1,J2) for Sl,S2' Then verify that this r is an analytic 
consistency property. 

Either of the above methods establish: 

Theorem 1. If S 1 u S 2 is unsatisfiable, then there exists a clashing pair 
(J1, J 2) for Sl, S2' 

Theorem 1 of course implies 

Theorem 1'. If there is a closed tableau J for Sl uS2, then there is a 
clashing pair (J1, J 2) for Sl, S2' 

We will shortly discuss a purely syntactic proof of Theorem I'. 
One can of course consider joint pairs of tableaux for propositional 

logic-just ignore rules C, D. Clashing tableaux provide a pleasant proof 
procedure. We shall consider two examples-the first from propositional 
logic, the second from Quantification Theory. By a clashing pair for a 
sequent Xl' ... , Xn-+ Y1, ... , Yk , we shall mean a clashing pair for 
({TX1, ... , TXn }, {FY1, ... , FYd)· 
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Example 1. The following is a clashing pair for p ~ q, q ~ r--+ p ~ r: 

Tp~q Fp~r 

Tq~r Tp 

Fp I Tq Fr 

Fql Tr 

Example 2. The following is a clashing pair for the sequent 
('V x)(Px ~ Qx),('V x)Px--+(V' x)Qx: 

(1) T(V' x)(Px ~ Qx) (3) F(V'x)Qx 

(2) T(V'x)Px (4) FQa 

(5) TPa 

(6) TPa~ Qa 

(7) F Pa I (8) TQa 

Note that (8) is the conjugate of (4); (7) is the conjugate of (5). 
Clashing Block Tableaux. It is obvious how we should define a joint 

pair <fJ l,fJ 2) of block tableaux or of modified block tableaux for Sl ,S2' 
and how to obtain a clashing pair of modified block tableaux for S l, S 2 

from a clashing pair of analytic tableaux for S l, S2' Theorems 1 and l' thus 
hold if f l , f 2 , f are modified block tableaux rather than analytic 
tableaux. 

A Constructive Proof of Theorem 1 '. Though Theorem l' is purely 
syntactic, the preceding proof is model-theoretic (since it appeals to the 
notion of validity). We now wish to sketch an effective procedure for 
transforming a closed tableau for Sl U S2 into a clashing pair for Sl, S2' 
To this end, the symmetric system y* will be useful. Given a closed 
tableau for Sl uS2 , we know how to obtain a proof of the GENTZEN 
sequent Sl--+S2 in Y, and hence trivially how to obtain a proof of SllS2 
in Y*. The problem then reduces to showing how from a proof of S 1 S2 
in Y*, we can obtain a clashing pair (f1,f2) of tableaux for SlIS2' 

This is done by showing that there exists a clashing pair for each 
axiom of Y*, and in any application of the inference rules, if there are 
clashing pairs for each premises, then there is a clashing pair for the 
conclusion. We remark that only the left halves AI' B l' C 1, D 1 of rules 
A, B, C, D need be checked, if we use Postulate E. And Postulate E can 
be immediately checked by noting that if (f!> f 2 ) is a clashing pair for 
SlIS2' then (f2,fd is a clashing pair for S21S1' We rely on the reader to 
check on the details of the proof. Having done this, we obtain (via the 
system y*) an effective procedure for obtaining a clashing pair for S 1, S 2 

given a closed tableau for S 1 U S 2' 
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§ 2. Clashing Prenex Tableaux 

Let Sl,S2 be finite sets of prenex sentences. By a joint pair (J1,J2) 
of prenex tableaux for Sl1S2 we mean a pair of trees constructed using 
just rules C, D of the preceding section. And we say that J 1 , J 2 are 
P-clashing if for every branch B1 of J 1 and every branch B2 of J 2, the 
set B 1 U B2 is truth-functionally unsatisfiable. 

We leave it to the reader to give an appropriate definition of a system­
atic pair (J1, J 2) for S liS 2, and to show that if (J1, J 2) is a completed 
systematic pair for SdS2 which is not P-clashing, then for any branch 
B1 of J 1 and any branch B2 of J 2 such that Bl uB2 is truth-functionally 
satisfiable, B1 uB2 is a P-Hintikka set. And P-Hintikka sets are satis­
fiable (cf. §2 of Chapter XII). Thus we have 

Theorem 2. If uW is valid, where U, V are sets of prenex sentences, 
then there is a P-clashing pair of prenex tableaux for ul v. 

We leave it to the reader to show that Theorem 2 implies. 

Theorem 2'-(A symmetric form of Gentzen's Extended Hauptsatz)­
If U -+ V is provable in the system .Cf, where U, V are sets of prenex 
sentences, then U -+ V has a proof in 51' in which all applications of truth­
functional rules precede all applications of quantificational rules. 

§ 3. A Symmetric Form of the Fundamental Theorem 

We shall call an ordered pair <R 1 ,R2 ) a joint associate of an ordered 
pair <Sl,S2) if the following conditions hold: 
(1) R1 uR2 is an associate of the set Sl uS2. 
(2) For each element Q1 ::::J Q1 (ad of R 1 , Q1 is a weak subformula of 
some element of Sl' and for each element Q2 ::::J Q2(a2) of R 2, Q2 is a 
weak subformula of some element of S2' 

We wish to prove: 

Theorem 3. (A Symmetric Form of the Fundamental Theorem). If 
S 1 uS z is unsatisfiable, then there is a joint associate <R 1, Rz) of <S 1, S2)' 

One proves Theorem 3 using the Completeness theorem for clashing 
tableaux (Theorem 1) in much the same way as one proves the Funda­
mental Theorem using the Completeness theorem for (single) tableaux. 
To be specific, let (J1,J2) be a clashing pair of tableaux for Sl'SZ' Let 
Rl be the set of all Q1 ::::J Ql (ad such that Ql (ad was inferred from Q1 
in .Y1; let Rz be the set of all Q2 ::::J Q2(a Z) such that Qz(az) was inferred 
from Q2 in Jz. Then <R 1, R 2 ) is a joint associate of <S 1> S2) (verify!). 

We remark that Theorem 3 holds both for unsigned and signed for­
mulas (for the latter we must, of course, in our definition of joint associate 
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everywhere replace "Q :::J Q(a)" by "Q=Q(a)" and "weak subformula" 
by "subformula" (cf. §2 of the preceding chapter). 

A Stronger Form of the Fundamental Theorem. We now discuss a 
still stronger form of both the Fundamental Theorem and the Symmetric 
Form of the Fundamental Theorem. 

We wish to simultaneously consider the treatment for both signed 
and unsigned formulas. Accordingly, if Q is a signed formula, we define 
Q=Q(a) in the manner of §2 of the last chapter; if Q is an unsigned 
formula, then we shall take Q=Q(a) to be Q :::J Q(a). 

By a Boolean descendent of a formula X we shall mean a descendent 
of X in the sense of propositional logic (cf. Chapter III)---i.e. the set of 
Boolean descendents of X is the smallest set which contains X and which 
contains with each a, both a l, a2 , and with each /3 both /31' /3z. For 
unsigned formulas, every Boolean descendent of X is also a weak 
Boolean subformula of X, but not conversely. For signed formulas, 
every Boolean descendent of X is a subformula of X, but not conversely 
(we call a signed formula 1l:l Xl-where 1l:l is "T" or "F"-a subformula 
of 1l:z X z if X 1 is a subformula of X 2). 

Now we shall call R a strong associate of S if R is an associate of S, 
and if in addition, R can be arranged in a regular sequence 

Q 1 =Q 1 (a l), ... , Qn=Qn(an) 

such that Q 1 is a Boolean descendent of some element of S, Qz is a Boolean 
descendent of some element of {S,Ql(a l)}, ... , Qn is a Boolean descendent 
of some element of {S,Ql(a l), ... , Qn-dan-d}. 

Now suppose J is a closed analytic tableau for S. Let R be the asso­
ciate of S obtained from J by the method of § 3 of Chapter VII-i.e. R 
is the set of all formulas Q=Q(a) such that Q(a) was inferred from Q on 
the tableau J. We assert that R is not only an associate of S, but even a 
strong associate of S. We can see this as follows. 

Let Ql,Q2, ... ,Qn be the y- and b-formulas which were used in the 
construction of J and in the order in which they were used. Let 
Ql(ad, ... , Qn(an) be the formulas which were respectively inferred from 
Ql' ... , Qn (thus R can be arranged in the regular sequence <Ql =Ql(a l), 
... , Qn=Qn(an)). Now before Ql was used, only truth-functional rules 
were applied in J, hence Ql must be a Boolean descendent of some 
element of S. Now let Sl be the set of all formulas which occur on the 
tableau as of the stage that Ql(ad was first inferred from Ql. No further 
application of a quantificational rule was made until we inferred Q2(a2) 
from Qz; therefore Qz must be a Boolean descendent of some element 
of Sl. But every element of Sl except possibly Ql(ad is a Boolean des­
cendent of some element of S. And any Boolean descendent of a Boolean 
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descendent of some element of S is again a Boolean descendent of some 
element of S. Therefore Q2 must be a Boolean descendent of some 
element of {S, Ql (a l )}. Similarly Q3 is a Boolean descendent of some 
element of {S,Ql(al)' Q2(a2)}, ... , Qn is a Boolean descendent of some 
element of {S,Ql(al), ... ,Qn-l(an-l)}' Thus R is indeed a strong asso­
ciate of S. 

An analogous result goes through for the symmetric version. We 
define <R l, R2) to be a strong joint associate of <Sl' S2) if: 
(1) Rl uR2 is an associate of Sl US2' 
(2) Rl can be arranged in a regular sequence <Ql ~Ql (a l ), .. ·, Qn~Qn(an) 
such that for each i < n, Q;+ 1 is a Boolean descendent of some element 
of {Sl' Ql (a l ), ... , Q;(a;)}-and similarly R2 can be arranged in a regular 
sequence bearing the same relationship to S2' 

Now, if (fhf2) is a clashing pair for Sl,S2' and if Rl is the set of 
all Q~Q(a) such that Q(a) was inferred from Q on fl' and if R2 is the 
set of all Q~Q(a) such that Q(a) was inferred from Q in f2' then the 
reader can verify that <R l, R2) is a strong joint associate of <Sl' S2)' 

We have thus proved 

Theorem 3*. (a) If S is unsatisfiable, then S has a strong associate. 
(b) If Sl uS2 is unsatisfiable, then <Sl,S2) has a strong joint associate. 

Applications. Consider the Hilbert-type axiom system Q~ of Chapter 
VIII. Suppose we weaken the inference rules by requiring that Q be not 
only a subformula of X, but a Boolean descendent of X. The resulting 
system would still be complete by virtue of(a) of Theorem 3*. 

Next we consider the following "symmetric" version of this system 
which we will term "QQ". We shall use Sheffer's stroke symbol (it is not 
too important whether it is taken as an additional primitive or defined 
in terms of the logical connectives). 

Axioms: All tautologies of the form Xl Y. 

Rules: c: ([Y::::l y(a)] A X)I Y 
XIY 

providing y is a Boolean 
descendent of X 

([ 1J::::l 1J(a)] A X)I Y 
D: 

XIY 

providing 1J is a Boolean 
descendent of X and a 
does not occur in Xl Y 

XI([y ::::l y(a)] A Y) 

XIY 

providing y is a Boolean 
descendent of Y 

XI([1J::::l 1J(a)] A Y) 

xlY 
providing 1J is a Boolean 
descendent of Y and a 
does not occur in X I Y 
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The system QQ is complete in the sense that for any two sentences 
X, Y which are incompatible, Xl Y is provable in QQ. This is proved 
using (b) of Theorem 3* in virtually the same manner as we proved the 
completeness of the system Q using the Fundamental Theorem. 

The system QQ could have been alternatively presented as a GENTZEN 
type system of stroke sequents as follows (the system works if U, V are 
construed as sets of signed or unsigned formulas). 

Axioms: All tautologies UI v. 
U,y::::> y(a)1 V 

Rules: c: 
UIV 

providing y is a Boolean 
descendent of some 
element of U 

U,(5::::> (5(a) I V 
D: 

UIV 

providing (5 is a Boolean 
descendent of some 
element of U and a does 
not occur in U I V 

UIV,y::::> y(a) 

UIV 

providing y is a Boolean 
descendent of some 
element of V 

UIV,(5::::> (5 (a) 

UIV 

providing (5 is a Boolean 
descendent of some 
element of V and a does 
not occur in U I v. 

The system QQ in the above Gentzen-type formulation is complete in 
the sense that every valid stroke sequent is provable. 

The completeness of the system QQ affords another proof of Craig's 
Interpolation lemma, reducing it to the case for Propositional Logic. 
(Craig's lemma for propositional logic can be proved in a different 
method-perhaps more simple-than that of the preceding chapter; we 
shall do this in the next chapter.) First of all, by an interpolation formula 
for a stroke sequent ul V we shall mean a formula X such that all predi­
cates and parameters of X occur both in U and in V, and U --+ X, 
V --+ X are both valid. Alternatively, an interpolation formula for a stroke 
sequent UI V is the same as an interpolation formula for the Gentzen 
sequent U --+ V (because the validity of X --+ V is equivalent to the validity 
of V --+ X). Thus the existence of interpolation formulas for all valid stroke­
sequents is equivalent to the existence of interpolation formulas for all 
valid Gentzen sequents. 

Now, assume the Interpolation Lemma for propositional logic. To 
prove the Interpolation Lemma for First Order Logic, it suffices (by 
virtue of the completeness of QQ) to show that there is an interpolation 
formula for each of the axioms, and in any application of an inference rule, 
if there is an interpolation formula for the premise, then there is an 
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interpolation formula for the conclusion. Since we are taking all tauto­
logies as axioms, then the existence of interpolation formulas for all 
axioms is simply the interpolation lemma for propositional logic. Now 
for the inference rules: 

C: Suppose X is an interpolation formula for V,y => y(a) iV, where y 
is a Boolean descendent of (some element of) V. We assert that if a does 
not occur in X, or if a does occur in some element of V, then X is an 
interpolation formula for ViV; if a does not occur in V but does occur 
in X, ('v'x)X~ is an interpolation formula for Vi V (where x is any variable 
which has no free occurrence in X). To verify this, the key point is that 
since y is a Boolean descendent of some element of V, then not only does 
every predicate of y occur in V (which would be the case even if y were 
only a descendent of V) but also every parameter of y occurs in V. The 
detailed verification is as follows. Since V, y => y(a)---+ X is valid, so is 
V ---+ X (because y=> y(a) is valid). And we are given that V ---+ ~ X is 
valid. Suppose that a does not occur in X or that a occurs in V. Every 
predicate P of X occurs in V or in y => y(a); if P occurs in y => y(a) then P 
occurs in y, and hence in V. So all predicates of X occur in V. As for the 
parameters, we are assuming that if a is in X, it is also in V. Now consider 
any parameter b of X distinct from a. We know that b is in V or in 
y=> y(a). Suppose b is in y=> y(a). Then b must be in y or in y(a). Since a 
is the only parameter which could be in y(a) but not in y, then bEy. But 
all parameters of yare in V. Thus bE V. So all parameters of X are in V, 
hence X is indeed an interpolation formula for VI V. 

Now consider the case that a is in X but not in V. Since V ---+ X is 
valid and a does not occur in V, then V ---+('v'x)X~ is valid. Since V---+ ~ X 
is valid, then V---+~('v'x)X~ is valid. Every predicate of('v'x)X~ is also a 
predicate of X, and we already know that all predicates of X are in both 
V and V. As for the parameters, let b be any parameter of('v'x)X~. Then 
b#a (because a does not occur in ('v'x)X~. Since b occurs in ('v'x)X~, 
then b occurs in X. Hence b occurs in {V, y => y(an. Then b must occur 
in V for the same reason as before. Also b occurs in V, since it occurs in X. 
Thus we have all the conditions of('v'x)X~ being an interpolation formula 
for vW 

We have thus verified the left half of Rule C. The right half then easily 
results by the following argument. Suppose there is an interpolation 
formula X for VIV,y=>y(a) and that y is a Boolean descendent of V. 
Then ~ X is an interpolation formula for V, y => y(a)1 V. Hence by our 
previous argument for the left half of Rule C, there is an interpolation 
formula Y for Vi V (Y is either ~ X or ('v'x)( ~ X)~). Then ~ Y is an 
interpolation formula for vW 

D: Suppose X is an interpolation formula for V, c5 => c5(a) I V and that 
c5 is a Boolean descendent of V, and that a does not occur in V nor V. 
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Then X is an interpolation formula for Ul v. Reason: Since all parameters 
of X occur in V and a does not occur in V, then a does not occur in X. 
Now, U,(j =:l (j(a)--+X is valid and a does not occur in U nor X, hence 
U --+ X is valid. All predicates of X are in U by the same argument 
as for Rule C. Let b be any parameter of X. Then b =1= a, and b must 
occur in U by the same argument as for Rule C. Also, of course, 
V --+ '" X is valid and all predicates and parameters of X occur in V. So X 
is an interpolation formula for UI v. This proves the left half of Rule D. 
The right half is then derivable from the left half in a manner similar to 
the argument for Rule C. 

Chapter XVII 

Systems of Linear Reasoning 

In Craig's paper "Linear Reasoning" [1] he considered a system of 
Quantification Theory in which there are no axioms, but only inference 
rules, and all rules are 1-premise rules. In each of these rules, the premise 
validly implies the conclusion. By a derivation of Y from X in the system 
is meant a finite sequence oflines 

such that for each i < n, the line Xi+ 1 is a direct consequence of the 
preceding line Xi by one of the inference rules. 

His system is complete in the sense that for any conjunction X of 
prenex sentences and any disjunction Y of prenex sentences, if X =:l Y is 
valid, then there exists a derivation of Y from X-moreover one in which 
some intermediate line Xi is an interpolation formula for X =:l Yl 
(This constituted the first known proof of Craig's interpolation lemma. It 
was subsequent authors who extricated the proof of the interpolation 
lemma from the completeness theorem for Craig's system of linear rea­
soning, the latter being a far more complicated matter.) 

In this chapter, we will not study Craig's original system, but will 
rather present other systems oflinear reasoning which arise very naturally 
from the tableau point of view. The system which we first consider­
which we tend to regard as the "basic" system--does not require appeal 
to prenex normal form. We obtain yet another approach to propositional 
logic and quantification theory, somewhat like tableaux, but without use 
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of trees. The completeness proof for the system is based primarily on the 
completeness theorem for clashing tableaux which we proved in the last 
chapter. Then we consider some alternative systems based on our 
previous results on P-clashing tableaux and the strong symmetric form 
of the fundamental theorem. 

§ 1. Configurations 

By a configuration ~ we shall mean a finite collection of finite sets of 
sentences. If~={B1, ... ,Bn} we also write ~ in the form 

1Bl .. ·1Bl ~ ~ 

and we refer to the elements B 1, ... , Bn of ~ as the blocks of the configu­

ration. We shall sometimes write 0 to mean the configuration whose 
only element is the set B-such a configuration is a 1-block configuration. 

Informally we read ~ as saying "either all the elements of B1 are true 
or all the elements of B2 are true or ... or all the elements of Bn are true." 
More precisely, we define ~ to be true under an interpretation (or 
valuation) I if ~ contains at least one block all of whose elements are 
true under I. (In particular, the empty configuration is always false, 
whereas the configuration whose only block is the empty set is always 
true.) Then we define a configuration to be valid if it is true in all inter­
pretations, and satisfiable if it is true in at least one. We define two con­
figurations ~ 1, ~ 2 to be equivalent if they are true in the same inter­
pretations. We say that ~ 1 implies ~ 2 if ~ 2 is true in every interpretation 
in which ~ 1 is true. Let us note that if we remove one or more elements 
from any block of a configuration ~ 1, the resulting configuration ~ 2 is 
implied-indeed truth1unctionally implied-by ~ 1 (i. e. ~ 2 is true in all 
Boolean valuations which satisfy ~ 1)' 

Let ~ be a configuration ~ ... [B:] in which the blocks consists of 
unsigned formulas. Then the configuration ~ is equivalent to the single 
formula E1 V'" v En (if Bi is empty, then by Ei we shall mean t). We 
shall refer to E 1 v··· v En as a translation of the configuration ~. If ~ is 
empty, then we define its translation to be f. 

For any finite set S of signed formulas, by S we shall mean the result 
of first unsigning the formulas (i.e. deleting "T"s and replacing "F"s by 
"", "s) and then taking the conjunction (the order is immaterial). Then 

for a configuration IB1 I··· @Jwhose ~locks Bi consist of signed formulas, 
we again call the formula B1 v··· v Bn a translation of the configuration 
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1 B 1 I· .. [BJ We remark that the translation of a configuration is not 
unique, but any two translations are equivalent-indeed truth-function­
ally equivalent-and contain the same predicates and parameters. 

Now we define ~2 to be a reduction of~l if~2 can be obtained from 
~ 1 by finitely many of the following operations: 

A: Replace any block ~ by 

B: Replace any block []JO by ~ 1 S,/32 1 (i.e. we 

we replace []JO by the two blocks ~,~; 

c: Replace any block [IlJ 

D: Replace any block ~ 
new to the configuration. 

by 

by 

1 S,y,y(a) I; 

1 S,b(a) I, providing that a is 

If ~ is a configuration []"J ... [LJ, then by ~ [IJ we mean 

[]"J ... [LJ [}J; by ~ [}] [}] we mean [}J ... [LJ [}] [}] etc. 
We thus can display our reduction operation in the following schematic 
form: 

A: 
~~ 

~ 1 S'(/.1'(/.21 

B: 
~ []JO 
~~~ 

C: 
~ [II] 

~ 1 S,y,y(a) 1 

~ [TI] 
D: providing a is new to ~ ~. 

~ 1 S,t5(a) I' 

We call a block closed if it contains some element X and its conjugate 
X. If the block contains some atomic X and X, then we call the block 



144 XVII. Systems of Linear Reasoning 

atomically closed. We call a configuration closed if each of its blocks is 
closed, and atomically closed if each of its blocks is atomically closed. 
A closed configuration is obviously unsatisfiable. 

We leave it to the reader to verify that any reduction of a satisfiable 
configuration is again satisfiable. Therefore if C(} is reducible to a closed 
configuration, then C(} is unsatisfiable. In particular, if a I-block configura-

tion rn is reducible to a closed configuration, then S must be unsatis­
fiable. 

Next we wish to show that if Sis un satisfiable, then rn is reducible 
to an atomically closed configuration. This "completeness" theorem is an 
easy consequence of the completeness theorem for modified block 
tableaux. For any modified block tableau :Y, define its corresponding 
configuration C(} to be the set of end points of:Y. Now, it is obvious that ifc(} 
is the corresponding configuration of :Y, then C(} is a reduction of the 
origin of !Y. And if :Y is atomically closed, so is C(}. Now, if S is unsatis­
fiable, then there is an atomically closed tableau for S. Hence the corres­
ponding configuration C(} of :Y is an atomically closed reduction of S. 
This proves: 

Theorem 1. S is unsatisfiable iffrn is reducible to an atomically closed 

configuration. 

Exercise 1. Define S to be T-inconsistent if []J is reducible to an 
atomically closed configuration. Establish Theorem 1 as a consequence of 
the Unifying Principle. 

Exercise 2. Show that a configuration C(} (with possibly more than 
one block) is unsatisfiable iff C(} is reducible to a closed configuration. 

Clashing Configurations. We shall say that an ordered pair (C(} 1, C(}~) of 
configuratioris IS reducible to an ordered pair (C(}n' C(}~) if there exists a 
finite sequence (C(}1' C(}{), ... , (%" C(}~)-which we call a reduction sequence-­
such that for each i < n, either %+ 1 is obtained from % or %'+ 1 is obtained 
from C(}; by (one application of) one of the operations A, B, C, D and 
moreover if it is operation D, then the parameter a must be new to both 
% and %'. If (C(}1'C(}{) is reducible to (%,C(}D, and if the former pair is 
jointly satisfiable (i. e. if there is an interpretation in which C(}1, C(}{ are both 
true) then the latter pair is also jointly satisfiable (why?). We shall say 
that a pair (C(}, C(}') of configurations clash iffor each block B ofC(} and each 
block B' of C(}', BuB' is atomically closed. Obviously a clashing pair of 
configurations is not jointly satisfiable, hence any pair of configurations 
which is reducible to a clashing pair is not jointly satisfiable. 

If (.Y1 ,.Y2 ) is a joint pair of modified block tableaux for SlIS2' and 
if C(}1, C(}2 are the configurations corresponding to .Y1, .Y2 respectively, 
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then <'6'1' '6'2> is a reduction of <ITJ, [}J> (verify!). We know from § 1 

of the last chapter that if Sl is incompatible with S2' then there does 
exist a clashing pair <:Y1 ,:Y2> of modified block tableaux for SlIS2' 
The corresponding configurations '6'1' '6'2 obviously clash. We have 
thus shown: 

Theorem 2. Sl is incompatible with S2 iff <ITJ, [}J> is reducible 
to a clashing pair of configurations. 

Remarks. We wish to discuss how a clashing pair <'6'1' '6' 2> which 

is a reduction of <ITJ, [}J> yields an interpolation formula for the 

stroke sequent S liS 2' In the case of propositional logic, the matter is 
quite simple. Of course in propositional logic, our reduction procedure 
uses only operations A and B, and clearly if '6' 1 is reducible to '6'2 using 
only operations A and B, then the configuration '6' 1 is equivalent to the 
configuration C(j 2' We might also make the following remark: In both 
propositional logic and quantification theory, if <'6"1' '6'~> is a reduction 
of <'6' 1, '6'2>' then certainly '6"1 is a reduction of '6' 1 and '6'~ is a reduction 
of '6'2' Now suppose conversely that '6"1 is a reduction of '6' 1 and '6'~ is 
a reduction of '6'2' Then in quantification theory, <'6"1' '6'~> is generally 
not a reduction of <'6' 1, '6'2> (because of operation D), but in the case of 
propositional logic, it is a reduction. 

Now let S l' S2 be (finite) sets of signed formulas of propositional 

logic, and let <'6'1' '6'2> be a reduction of <ITJ, [}J> which clashes. 
To find an interpolation formula for SliS2 we proceed as follows. First 
we delete all closed blocks from '6'1; the resulting configuration '6"1 is 
obviously equivalent to '6' l' Then we delete all non-atomic elements from 
all blocks of '6"1> and also all atomic elements X such that X does not 
occur in any block of '6'2' Then the resulting configuration---call it 
'6'd'6'2-Still clashes with '6'2 (why?), and is implied by '6'1' and all pro­
positional variables which occur in any block Bi of '6' 1 1'6'2 must occur 
in '6'2' hence they occur in both Sl and in S2' Now let X be a translation 
of '6' 11'6'2 and consider the signed formula T X. Clearly S 1 ---> T X holds. 

And since '6' 11 C(j 2 clashes with C(j 2, and '6'2 is equivalent to [}J and T X 

is equivalent to C(jdC(j2, then TX is incompatible with S2-i.e. S2--->FX 
holds. And all propositional variables of X occur in both S 1 and S 2' So 
T X is an interpolation formula for S 1iS2' 

Further Remarks. At the propositional level, the use of configurations 
to obtain interpolation formulas is tantamount to reduction to disjunc­
tive normal form (cf. Exercise 3, end of Chapter I). Indeed, suppose X is 
truth-functionally incompatible with Y. Let C 1 v··· V Cn be a reduction 
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of X to disjunctive normal form. If in each Ci we delete all conjunctive 
components P; where Pj does not occur in Y, the resulting disjunctive 
normal formula C'1 v ... v C~ is still incompatible with Y, and is still implied 
by X, and is hence an interpolation formula for X ::;:) ( ~ Y). 

Quantified Configurations. For Quantification Theory, the use of 
clashing configurations to obtain interpolation formulas is more com­
plicated. The trouble is this: In propositional logic, our "reduction" 
operations A, B are such that any reduction of a configuration !(j is 
equivalent to !(j, but (as we have already remarked), this is not the case 
in quantification theory because of operation D. We now remedy the 
situation as follows. 

By a parameter prefix-which we will also refer to just as a "prefix"­
we shall mean an expression (qlal)(q2a2)"'(qnan), which we also write 
as qlalq2a2 ... qnan' where a1, ... ,an are distinct parameters and each qi 
is one of the symbols ""if", "3" (e.g. "if a1 3 a2 "if a3 "if a4 is a parameter 
prefix). We also allow the empty prefix. Now consider a prefix ql a1• •• qnan 
and an unsigned formula X and consider the expression qlal ... qnanX, 
Strictly speaking, this expression is not a formula, since our formation 
rules do not allow quantifying parameters. But for our present purposes, 
it will be convenient to "pretend" that a1, ... , an are variables rather than 
parameters. To be precise, let Xl' ... , Xn be variables which do not occur 
in X (and such that Xi of X j for i of j); let X' be the result of substituting Xl 

for a1, ••• , Xn for an in X. Call ql Xl'" qnxnX' a translation of ql a1 ••• qnanX. 
By an interpretation I of the expression ql a1 ... qnanX we mean an 
assignment of values to all predicates of X and to all parameters of X 
other than a1, ... , an' Now we define the expression ql a1 ... qnanX to be 
true under I if a translation ql Xl'" qnxnX' is true under I. 

By a quantified configuration we shall mean an ordered pair <(1/(/) 
-also written (1!(j-where !(j is a configuration and (1 is a prefix such 
that every parameter which occurs in (1 also occurs in !(j (i.e. in at least 
one element of at least one block of !(j). (It will prove technically con­
venient to arrange matters so that we never have "vacuous" quantifiers 
in our prefix.) By a translation of (1!(j we shall mean a translation of (1 X, 
where X is a translation of!(j. By an interpretation I of (1!(j we mean an 
interpretation of (1 X, where X is a translation of!(j, and we call (1!(j true 
under I if (1 X is true under I. 

Preparatory to our consideration of "reduction" operations for 
quantified configurations, we make the following observations. Con­
sider two prefixes (11' (12 which contain exactly the same parameters. 
For such a pair we shall say that (11 implies (12' or that (12 is weaker than 
(11' if for any formula X with the same parameters as (11 (or (12), (11 X 
implies (12 X. Let us note the following implications of prefixes: 
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(1) 'l:/a'l:/b implies 'l:/b'l:/a. 

(2) 3 a'l:/b implies 'l:/b3 a (but not conversely). 

(3) 3 a 3 b implies 3 b3 a. 

(4) 'l:/a implies 3 a. 

More generally: 

(1) ITl 'l:/a 'l:/b IT2 

(2) IT 1 3a'l:/bIT2 
(3) IT 1 3 a 3 b IT 2 

(4) ITl'1:/alT2 

implies 
implies 
implies 
implies 

ITl 'l:/b'l:/aIT2' 
ITl 'l:/b 3aIT2' 
ITl 3 b 3 aIT2. 
ITl 3 a IT2 • 

147 

This means that in a prefix, if we move a universal quantifier any 
number of places to the left, or move an existential quantifier any number 
of places to the right, or if we change a universal quantifier to an existen­
tial quantifier, we weaken the prefix. Thus IT 1 IT 2 '1:/ a implies both IT 1 '1:/ a IT 2 

and IT 1 3 a IT 2' Using our notation "q" to mean either "'1:/" or " 3", we 
can say IT 1 IT 2 '1:/ a implies IT 1 q a IT 2, regardless of whether q is "'1:/" or "3 ". 

The following are our reduction operations for quantified configu­
rations: 

ITC(} [II] 
B: 

ITC(} ~ [[&] 

ITC(} [[LJ 
C: , where IT' is defined as follows: If a is in IT or in 

IT'C(} I S, y, y(a} I ~ 

ITC(} ~ 
D: 

IT' C(} I S,(5(a} I' 

C(} ~ or not in C(} 1 S, y, y(a) I, then IT' = IT. 

Otherwise, IT' is any prefix obtained by inserting 
either 'l:/a or 3 a anywhere in IT. 

where a does not occur in J nor in C(} ~ and IT' 

is defined as follows: If a does not occur in J(a), 
then IT' = IT. Otherwise IT' = IT 3 a. 

We remark that in operations A, B, D the conclusion is equivalent to 
the premise. As for operation C, if the first case holds (i. e. if a is in IT 

or in C(} [[LJ or not in C(} 1 S, y, y(a) I), then the conclusion is equivalent 
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to the premise. In the second case, then O"~~ is equivalent to O"'<;fa 

~I S,y,y(a) I, which in turn implies O"'~I S,y,y(a) I. Thus in all four 
operations, the premise always implies the conclusion . 

. An unquantified configuration ~ is a logically distinct object from 
the quantified configuration (/J~ (where (/J is the empty prefix) even 
though they are true under precisely the same interpretations. In parti­
cular, by a reduction of ~ we mean a reduction using the original opera­
tions A, B, C, D; by a reduction of (/J~ is meant a reduction using the new 
operations A, B, C, D. Thus a reduction of ~ is not in general implied 
by ~, whereas a reduction of (/J~ is implied by ~. 

We similarly define a reduction of an ordered pair (0" 1 ~1 ,0"2 ~2) (but 
in using operation D, the parameter a must be new to both quantified 
configurations). More precisely, to perform a reduction operation on an 
ordered pair (0" 1 ~1' 0" 2 ~2) we mean the act of performing the operation 
on just the first or second member of the pair, doing nothing to the other 
member, and if the operation is D, we demand that the principal para­
meter a must be new to both ~1 and %. 

For any prefixes 0"1' 0"2' by 0"1 ~0"2 we mean the result of deleting 
from 0" 1 all quantifiers q a such that a does not occur in 0"2' (E. g. if 
0" 1 = '<;f a 3 b 3 c '<;f d and 0"2 = 3 e '<;f a 3 f '<;f c, then 0" 1 ~ 0" 2 = '<;f a 3 c, and 0" 2 ~ 0" 1 

= '<;f a '<;f c.) By the dual 0"0 of a prefix 0" is meant the result of changing each 
"'<;f" to "3" and each" 3" to "'<;f" (e. g. the dual of '<;fa 3 b '<;fc is 3 a '<;fb 3 c). 
Obviously 0"1 ~O"~ is the same as 0"1 ~0"2' We shall call a pair (0"1,0"2) of 
prefixes a special pair if 0" 1 ~ 0"2 is the dual of 0" 2 ~ 0" I-equivalently, if 
0" 1 ~ O"~ = (0" 2 ~ 0" 1)°. The following lemma is basic. 

Lemma I. If (~1 , ~2) is reducible to (!?fi1,!?fi2) and if (0" 1,0" 2) is special, 
then there is a special pair (1/11,1/12) such that (0"1 ~1'0"2~2) is reducible to 
(1/1 1 !?fil, 1/1 2 !?fi2)· 

Proof. By an obvious induction argument, it suffices to prove the lemma 
for the case that (!?fi1,!?fi2 ) is obtained from (~1' ~2) by just one reduction 
step. If the step is operation A or B, then we obviously take 1/1 1 to be 0" 1 

and 1/1 2 to be 0"2' Now suppose the step is an application of operation C­
applied say to the left member ~1 (a similar argument would apply if the 
application were to the right member ~ 2)' Let a be the principal parameter 
of the application. Of course we take 1/12 to be 0"2' As for 1/1 l' if the first 
case holds, then we have no choice but to take 1/1 1 to be 0" l' in which case 
certainly (1/1 1> 1/1 2) is special. Suppose the second case holds (i. e. a is not 
in 0"1 nor ~1 but is in y(a)). If a does not occur in 0"2' then (0"1 '<;fa, 0"2) is 
again a special pair, so we then take 1/11 to be 0"1 '<;fa. If a is in 0"2' then we 
take q to be "3" if '<;fa occurs in 0"2 or "'<;f" if 3 a occurs in 0"2; then we 
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must put q a somewhere in the prefix 0" 1 so that the resulting prefix 1/1 1 
will be such that (1/1 1> 0" 2) is again special. We do this as follows. Let q 1 b 
be the rightmost quantifier of 0" 1 such that b is to the left of a in 0"2 and 
let q2 c be the leftmost quantifier of 0" 1 such that c occurs to the right of a 
in 0"2. Then we can insert qa anyhere in 0"1 between qlb and q2C. This 
takes care of operation C. As to operation D, there is little to prove! 
We must take 1/12 =0"2 and 1/11 to be 0"1 if a does not occur in 6(a), or 
0" 3 a otherwise. In the first case, (1/1 1> 1/1 2) = (0" 1,0" 2) hence is special. In the 
second case, since a does not occur in 0"2 (because it does not occur in rtf2), 
then (0" 1 3 a, 0" 2) is again special. This concludes the proof. 

Next we consider, in addition to the reduction operations A, B, C, D, 
the following two operations: 

E: (Existential Generalization) 

0" rtf ·d· . rLJ b . 
~~, pro VI Illg a occurs Ill"Til ut not III 0". 
0"3 a rtf 

F: (Deletion) 

0" rtf 
where rtf' is the result of either removing a closed block from 
rtf or removing an element from an open block of rtf, and 0"' 

is the result of deleting all quantifiers q a from 0" such that a 
does not occur in ~'. 

In operations E and F, the premise implies the conclusion (verify!). 
To perform operation E or F on an ordered pair <0"1 rtf!> 0" 2 rtf2) of con­
figurations, we mean the act of performing E, F on either 0" 1 rtfl or 0"2 rtf2. 

The main result we wish to show is that if Sl is incompatible with S2' 

then by using operations A, B, C, D, E, F it is possible to reduce < (/>~, 

(/>~) to a pair <0"1 rtfl ,0"2 rtf2) which satisfies the following four con­
ditions: 

(1) rtfl clashes with rtf2. 
(2) All blocks of rtfl and of rtf2 contain only atomic elements. 
(3) An element occurs in some block of rtfl iff its conjugate occurs in rtf2. 
(4) 0"2 is the dual of 0"1. 

A pair <0"1 rtf1,0"2rtf2) satisfying conditions (1), (2), (3), (4) above we 
shall call a basic pair. Such a pair is incompatible (i. e. not jointly satisfi­
able) (why?). We re-state the result we wish to prove as 

Theorem 3. If Sl is incompatible with S2' then <(/>~, (/>[}J) 

is A - F reducible (i. e. reducible using operations A, B, C, D, E, F) to 
a basic pair <0"1 rtfl' 0" 2 rtf2)· 
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Proof. Suppose Sl is incompatible with S2' Then by Theorem 2, 

<~] ~) is reducible to a clashing pair <~1'~2)' Let a l , ... ,an be 

the parameters (in any order) of Sl which do not occur in S2; let bl , ••• ,bk 

be the parameters common to S 1, S 2, and let C 1 , ... , Ct be the parameters 
of S2 which do not occur in Sl' Let ljJl be the prefix 3 al , ... , 3 an; let ljJ2 

be the prefix 3 Cl , ••. , 3 Ct. Now <<P[}J, <P~) is reducible to 

< ljJ 1 [LJ, ljJ 2 ~ using operation E. Since ljJ 1, ljJ 2 contain no common 

parameters, then (ljJl,ljJ2) is obviously a special pair of prefixes. And 

<[}J, ~ is reducible to <~1'~2)' so by Lemma I there is a special 

pair (ljJ~, ljJ~) such that < ljJ 1 [}J, ljJ 2~) is A, B, C, D reducible to 

<ljJ'l~1,ljJ~~2)' Hence <<P[}J, <P~) is A, B, C, D, E reducible to 

<ljJ'l ~1' ljJ~ ~2)' Now let ~1 be the result of first deleting all closed blocks 
from ~1' then all non-atomic elements from the remaining blocks, and 
in any blocks of ~2' Let u 1 be the result of deleting all quantifiers q a 
from ljJ'l such that a does not occur in ~1' Similarly we define ~2 and u 2' 

Now <ljJ~~1,ljJ~~2) is reducible to <ul ~1,U2~2) by operation F. It 
remains to show that < u 1 ~1' U 2 ~2) is a basic pair 

Clearly ~1' ~2 satisfy conditions (1), (2), (3) of our definition of a 
basic pair; the point now is to verify that u 2 is the dual of u l' Well, since 
(ljJ~, ljJ~) is a special pair, so is (u 10 u 2) (why?). Since (u 1, u 2) is special, it 
remains only to show that u 1, U 2 contain exactly the same parameters 
(and this will imply that u 2 = u~). Well suppose k is a parameter of u 1 . 

Then k is in ~1' but k is not in the set {b l , ••• ,bk } (why?). The parameters 
of ~1 are obviously the same as the parameters of ~2' hence k is in ~2' 
Hence k is in ~2' But k is not in the set {b 1o ••• ,bk }, therefore k must be 
in the prefix ljJ~ (why?). Now the only parameters of ljJ~ not in U2 are 
those of ~2 not in ~2' But k is in ~2' so k is in u2 • Thus all parameters of 
u 1 are in u 2' A similar argument shows that all parameters of u 2 are in u 1 . 

This concludes the proof. 

Discussion. Suppose < <P [}J, <P [1J) is A - F reducible to a 
basic pair <ul ~1' U2~2); let Xl be a translation of Ul ~1 and X2 be a 
translation of u 2 ~ 2' We assert that Xl must be an interpolation for­
mula for the stroke sequent Sll S2 (and thus Theorem 3 affords yet 
another proof of Craig's interpolation lemma-rather closer in spirit to 
the original proof of Craig). For we know that ~1' ~2 contain the same 
predicates and parameters; u 1, U 2 contain the same parameters, hence 
the predicates of Xl' X 2 are the same, and the parameters of Xl are 
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those of ~ 1 not in (J 1; the parameters of X 2 are those of ~ 2 not in (J 2, 
hence Xl' X 2 contain the same parameters. All predicates and para­
meters of Xl are in Sl; all predicates and parameters of X 2 are in S 2, 
thus all predicates and parameters of Xl are in both Sl and S2. Finally, Sl 
implies Xl' S2 implies X2 , but Xl is incompatible with X 2 , so S2 im­
plies ~Xl. Thus Xl is an interpolation formula for SlIS2. 

§ 2. Linear Reasoning 

Theorem 3 can be converted to a theorem on linear reasoning in 
the following· manner. 

By a dual configuration we shall mean an ordered pair < ~, 0 )-also 
written ~o-where ~ is a configuration. The "label" 0 is to be thought 
of as directions for interpreting the configuration differently-i.e. read­
ing the comma inside the blocks as "v" rather than" /\ ", and inter­
preting juxtaposition of blocks as "/\" rather than" v". To be more 
precise, let ~ be a configuration ~ ... ~. Then we say that ~o 
is true under a given interpretation I if every block of ~ contains at 
least one element which is true under I. And we define a translation 
of ~o not as Bl v ... v Bn (which is a translation of ~), but rather as 
El /\ ... /\ En. We shall sometimes write {Bd~Bn} for ([]J ... [KJ)D. 

Note that a one-block configuration W whose block contains 
only one element is equivalent to the dual configuration {X} (i.e. to [KJ 0). 
Note also that if ~ is closed, the translation of ~ is truth-functionally 
un satisfiable, whereas the translation of ~o is a tautology. 

For any configuration ~, by its conjugate configuration ~ we mean 
the result of replacing every element X of every block by its conjugate 
X. We note the following facts: 
(a) Under any interpretation, ~ has the opposite truth-value to ~o. 
(b) ~ 1 implies ~~ iff ~ 1 is incompatible with ~ 2. 
(c) (J 1 ~? implies (J 2 ~g iff (J~ ~ 2 implies (J? ~ 1· 

We shall collectively refer to operations A, B, C, D, E, F-as applied 
to single quantified configurations-as L 1-operations. Now we shall 
define the "duals" of Lcoperations; these are to be applied to quantified 
dual configurations. We shall say that (J 2 ~~ is obtainable from (J 1 ~? by 
a dual L l-operation iff (J? ~ 1 is obtainable from (J~ ~ 2 by that L l-operation. 
We shall refer to dual Lcoperations as L2-operations. In detail, the 
L2-operations are 

(J~o {S,/31,/32} 
AO : 

(J~o {S,/3} 

(J~o {S,C(d {S'C(2} 
(J~o {S,C(} 
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where (J' is defined as follows: 
(i) if a does not occur in (J, then (J' = (J. 
(ii) if a occurs in ~o {S,b}, then (J' =(J. 
(iii) if q a occurs in (J but a does not occur in 

~o {S, b} then (J' is the result of deleting q a 
from (J. 

where a does not 
occur in ~o {S, y} 

(J~O{S,y(a)) 

(J~o {S, y} 

where a does not occur in ~o {S, y} nor in 
y( a). 

EO: (Universal Instantiation) 

(JVa~o 

(J~o 

(J~? 
F O : where ~ 2 is the result of adding a closed block to ~ 1 or 

(J' ~~' adding an arbitrary element to some block of ~ 1 and (J' 
is the result to taking those parameters a1 , . .. , an which 
occur in ~ 2 but not in (J 1 and for each ai' inserting either 
Vai or 3 ai anywhere in the prefix (J. 

In addition to the L 1-operations and Lz-operations, we finally con­
sider the operation 

S: (Switching Operation) 

(J~1 -
-~O' where ~1 strongly clashes with ~2' 
(J~2 

We use the term "L-operations" collectively for L 1,L2 and S opera­
tions. We say that (J 2 ~~ is L-deducible from (J 1 ~ 1 is there exists a 

I 
sequence of lines (called an L-deduction of (J2 ~~ from (J 1 ~ 1), starting 
with (J1 ~1 and ending with (J2~~' such that each line (except the first) 
is obtainable from the preceding line by an application of an L-operation. 
(Every L-deduction must obviously begin with L 1-steps, then comes 
just one S-step, and then come Lz-steps.) Since in all L-operations, the 

premise implies the conclusion, then if <P~o is L-deducible from <P~, 
then the sequent Sl -->S2 is valid. Theorem 3 now easily yields 

Theorem 4. (Completeness of Linear Reasoning). If Sl-->SZ is valid, 

then there exists an L-deduction of<P[LJ° from <P[}J. 



§ 3. Linear Reasoning for Prenex Formulas 153 

Proof. Suppose Sl -+S2 is valid. Then SI is incompatible with S2. 

Then by Theorem 3, < cP []J, cPl s 2 1 ) is A - F reducible to a basic 

pair <()~l' ()0~2)· .This means that ()~l is Lt-deducible from cP[]J 

(i. e. L-deducible using Lcoperations) and ()U ~ 2 is L 1-deducible from 

cPl S2 I. Since ~ 1 strongly clashes with ~ 2, then ()(rC 2)° is obtainable from 

()~ I by an S-step. Since ()o~ 2 is Lcdeducible from cPl S2 I, then cP[}J° 

is L2-deducible from ()(rC 2)°, which in turn is S-deducible from ()~ 2, 

which in turn is L 1-deducible from cP[]J. Thus cP[}J° is L-deducible 

fromcP[]J. 

Remark. Consider an L-deduction of cP[};J from cP[}J; let ()~ 
be the last configuration of the deduction (the next line is the first dual­
configuration). Then any translation of ()~ is an interpolation formula 
for the sequent SI -+S2 (cf. the discussion following the proof of Theo­
rem 3). 

The completeness of our system of linear reasoning derives ultimately 
from our completeness theorem for clashing tableaux. Two other new 
systems oflinear reasoning-which arise naturally from our completeness 
theorem for clashing prenex tableaux and from the strong symmetric 
form of the fundamental theorem-are presented below. 

§ 3. Linear Reasoning for Prenex Formulas 

If we consider only prenex formulas, then we need use only configu­
rations (and dual-configurations) with only one block. (This is a counter­
part to the fact that prenex tableaux have only one branch.) We shall now 
identify a set S (of prenex sentences) with the 1-block configuration 

[}] (and by SO we shall mean the dual configuration [}]O). Using the 

completeness theorem for P-clashing prenex tableaux, one easily proves 

Theorem 5. If S 1, S2 are incompatible sets of prenex sentences, then 
<SI,S2) is C, D reducible (i.e. reducible using just operations C, D) to a 
pair <Sf1 , S~) such that Sfl U S~ is truth-functionally unsatisfiable. 

Next it is easily verified that Lemma I (preceding Theorem 3) holds, 
reading "C - D reducible" for "reducible". We again consider operation E, 
and in place of operation F, the following operation: 

() lSI ·d· A SA. 1 d 11 d· d --, pro VI mg S I ~ 2 IS a tauto ogy, an a pre lcates an 
()2 S2 parameters of S2 occur in Sl' and ()2 results from ()l by 

Ff: 

deleting all quantifiers qa such that a does not occur in S2. 
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The following is the analogue of Theorem 3 for prenex formulas: 

Theorem 6. If S 1, S 2 are incompatible sets of prenex sentences, then 
<tPS1,tPS2) is C, D, E, F reducible to a pair <a1S'1,a2S'z) such that 
S'1 U S'z is truthlunctionally unsatisfiable, and S~, S'z contain the same 
predicates and parameters, and a 2 is the dual of a 1 . 

Theorem 6 is proved much in the manner of Theorem 3, using 
Theorem 5 in place of Theorem 2, and also using Craig's Interpolation 
Lemma for propositional logic (verify!). 

Next we consider in place of operation S, the following operation: 

aS1 A A 

S': -0' where S 1 ::::l S 2 is a tautology. 
aS2 

By the dual £,0 of operation F' we mean: 

a 1 S? 'd' SA SA. 1 d 11 d' d --0' provl mg 1::::l 2 IS a tauto ogy, an a pre lcates an 
a 2 S 2 parameters of S 1 are in S 2, and a 1 is the result of deleting 

all quantifiers q a from a 2 such that a does not occur in S l' 
Now Theorem 6 easily yields 

Theorem 7. (A Completeness Theorem for Linear Reasoning for 
Prenex Formulas). If Sl -+S2 is valid, then sg is deducible from Sl using 
operations C, D, E, F' and their duals, and operation S'. 

The reader might find it of interest to compare this system with the 
original system of Craig [1]. 

§ 4. A System Based on the Strong Symmetric Form 
of the Fundamental Theorem 

This system (perhaps the simplest of all) again uses I-block configu­
rations but does not appeal to prenex normal form. It is like the preceding 
system except that we replace operations C, D by the following operations: am 
C· 

. all S,Y::::l y(a) I' 

D': 
a'l S,b::::l (j(a»' 

where y is a Boolean descendent of some element 
of S, and a' is a if a is in a or S or not in y(a); 
otherwise a ' is the result of putting 3 a or \;;f a 
anywhere in a. 

where b is a Boolean descendent of some element 
of S, a does not occur in S nor in b, and a' is a or 
a 3 a depending respectively upon whether a 
does or does not occur in b(a). 

The definition of the dual operations Co, D'O should be obvious. 
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Theorem 8. For any sets Sl,S2 of sentences (not necessarily prenex), 
if S 1 --+ S 2 is valid, then sg is deducible from S 1 using operations C', D', E, F' 
and their duals and the operation S'. 

The proof of Theorem 8 should be easily obtainable to the reader-it 
uses in place of Theorem 3 the strong symmetric form of the Fundamen­
tal Theorem (or more directly, the completeness of the system Q Q in the 
Gentzen type formulation (cf. end of preceding chapter)) as well as 
Craig's Interpolation Lemma for propositional logic. 
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