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Abstract
Cloud computing services have become ubiq-

uitous, and currently, every organization uses 
some form of cloud computing service. Further-
more, even if an organization does not allow 
BYOD for work, employees will still bring their 
own devices to manage their personal commu-
nication while at work. Moreover, in this post 
COVID-19 era, working from home has become 
common. These new trends have diminished 
the previously known boundary between the 
enterprise-owned trusted network and untrusted 
outside networks. Therefore, a new cybersecu-
rity paradigm is emerging that is referred to as 
zero trust architecture (ZTA). A ZTA protects an 
enterprise infrastructure based on the principles 
of never trusting and always verifying. The core 
component of ZTA is a Zero Trust (ZT) algorithm 
which ensures dynamic access control and con-
tinuous monitoring to establish never trusting and 
always verifying principles. This article provides a 
novel research direction based on federated artifi-
cial intelligence to develop a ZT algorithm.

Introduction
With the advancements in cloud computing 
technology, a typical enterprise’s infrastructure 
has grown increasingly complex. Most enterpris-
es have a hybrid (combination of on-cloud and 
on-premise) network infrastructure. Moreover, 
teleworking has become common in the post-
COVID-19 era. This complex enterprise network 
has limited use of traditional perimeter-based 
network security architecture because there is 
no easily identified boundary between the inter-
nal and the external parameters. However, this 
hybrid network complexity has led to the devel-
opment of a new cybersecurity model known as 
Zero Trust Architecture (ZTA) which is based on 
the concept of never trusting and always verify-
ing [1]. ZTA cannot be seen as a single technol-
ogy. Instead, ZTA relies on various data sources, 
e.g., resource access policies, threat intelligence, 
subject database, and activity logs to improve an 
enterprise’s security posture. Moreover, we also 
require a dynamic approach that continuously 
learns from varying data sources (e.g., threat intel-
ligence and activity logs) to enforce ZTA. Hence, 
resorting to Artificial Intelligence (AI) techniques 
can provide a promising solution for ZTA because 

relying on humans to update the policies contin-
uously is time-consuming and prone to error [2]. 
However, the prohibition of sensitive data circula-
tion in ZTA makes federated AI techniques more 
suitable than traditional AI techniques because 
federated learning allows the collaborative train-
ing of an AI model without sharing the data [3].

The main goal of ZTA is to reduce the security 
risks to an enterprise’s resources by hardening 
the access control process and using continuous 
detection and mitigation approaches. The Nation-
al Institute of Standards and Technology (NIST) 
defines guiding principles that must be strategi-
cally implemented to secure enterprise assets to 
achieve the primary goal of ZTA. One of the ZTA 
guiding principles is having a dynamic policy to 
decide whether to grant or deny access to enter-
prise resources. Moreover, Zero Trust (ZT) pol-
icy enforcement should be moved closer to the 
resources and avoid the circulation of sensitive 
data, e.g., user credentials [1]. 

The core of ZTA is a “ZT algorithm” that enforc-
es ZTA policies. ZT algorithm is powered by a vari-
ety of data sources, e.g., the policy database with 
observable information about subjects (i.e., human 
users or applications), subject attributes and roles, 
historical subject behavior patterns, and threat intel-
ligence to implement dynamic access control and 
continuous monitoring [4]. However, the prohibi-
tion of data circulation forces the data to exist in 
isolated data silos. Therefore, a privacy-preserving 
AI technique, i.e., Federated Learning (FL), can be 
adopted to develop a dynamic ZT algorithm while 
solving the data isolation problem. FL builds mod-
els collaboratively by sharing the model parameters 
instead of the private data. In this article, we pres-
ent a federated ZTA using AI. The major contribu-
tions of this article are as follows:
•	 We discuss the applicability of FL-based AI to 

enable ZTA.
•	 We argue that the potential adoption of the 

proposed ZTA would be beneficial for learning 
the zero-trust algorithm without the need to 
share private data.

•	 We argue that the data privacy and security 
concerns in ZTA can be appropriately over-
come using FL.

Background
This section provides a brief background of ZTA, 
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ZERO TRUST SECURITY METHODS FOR WIRELESS NETWORKS FL, and Distributed Learning (DL) and an over-
view of existing AI-based ZTA approaches.

Zero trust ArchItecture
Zero trust is a term commonly used to describe 
various cybersecurity solutions that focus on eval-
uating the identity of the user on a per-transaction 
basis instead of implied trust based on the network 
location (i.e., local area networks versus the Inter-
net) or based on asset ownership (enterprise or 
personally owned). A ZTA uses zero-trust principles 
to plan an enterprise’s network infrastructure [2].

Components of ZTA: The ZTA proposed by 
the NIST has three main components as shown 
in Fig. 1.
• Policy Engine (PE): It hosts a ZT algorithm which 

is responsible for the decision to grant, deny, or 
restrict access to the resource for a user. The 
inputs to the ZT algorithm are enterprise policy 
and external sources, e.g., Continuous Diag-
nostic and Mitigation (CDM) systems, threat 
intelligence services, and activity logs. The PE is 
linked with the policy administrator (PA) com-
ponent to execute a decision.

• Policy Administrator (PA): It is closely linked 
with the PE and policy enforcement point (PEP) 
to ultimately allow or deny a session. The PA 
configures the PEP to allow or deny a session 
based on the input from the PE. For instance, 
the PA would generate an authentication token 
or a session-specific credential for a user to 
access an enterprise resource.

• Policy Enforcement Point (PEP): It acts as a 
communication portal between two sides, i.e., 
untrusted subject/user and enterprise resourc-
es. The PEP is responsible for dynamic access 
management by enabling, monitoring, and 
eventually terminating connections between a 
subject and an enterprise resource. 
Trust Algorithm: The PE uses the trust algo-

rithm to decide whether to grant or deny access 
to a resource. If the PE is considered the brain of 
ZTA then the trust algorithm can be viewed as 
the primary thought process of the brain. A ZTA 
provides assurance that no subject can be trusted 
even after initial authentication and authorization. 
Hence, each request is individually authorized 
and monitored during the access period. There-
fore, the trust algorithm must be continuously 
updated to ensure dynamic access and authoriza-
tion instead of static pre-defi ned policies.

According to the NIST ZTA standard [1], 
resources required to shape a dynamic ZT algo-
rithm are broadly categorized based on the infor-
mation they provide to the trust algorithm as 
shown in Fig. 2. A brief overview of these resourc-
es is provided as follows.
• Subject Database: This database contains a set 

of enterprise or collaborator subjects (i.e., cre-
dentials of human users or applications) and 
subject information, e.g., attributes and privileg-
es assigned to them.

• Asset Database: This database contains the 
observable status, e.g., OS versions, software, 
device integrity, and the location (geographical 
and network) of each resource owned by the 
enterprise and possibly non-enterprise resourc-
es. Access to assets can be granted, restricted, 
or denied based on the state of the asset. 

• Resource Requirements: This database contains 

the set of enterprise policies to complement 
subject and asset databases. These policies may 
include minimum requirements to access an 
enterprise resource, e.g., multifactor authenti-
cation, data sensitivity, and authenticator assur-
ance levels. 

• Threat Intelligence: This is an information feed or 
feeds from various sources about cyber threats 
to protect information technology (IT) systems 
preemptively. These feeds include information, 
e.g., active malware operating on the Internet, 
attack signatures, or suspected queries from 
malicious device(s). An enterprise can gather 
threat intelligence from external services as well 
as internal scans and discoveries to plan ahead.
The resort to AI techniques seems to provide 

promising solutions to automatically build a ZT 
algorithm, considering the variety and volume of 
data. However, the privacy of users and secur-
ing private information is a prime concern for 
organizations implementing AI-based ZTA [4]. 
For instance, it is challenging to manage access 
control in large-scale enterprises with geograph-
ically dispersed database resources that are not 
joined by an enterprise-owned network connec-
tion such that employees from one location may 
need access to the enterprise-owned resources in 
another location. On the other hand, collecting 
subject or asset data in a centralized location to 
facilitate access control is costly and raises pri-
vacy concerns. Another scenario is where multi-
ple enterprises collaboratively work on a project. 
However, the project participants may not agree 
to share their subject and asset databases with 
each other for privacy and security concerns [1]. 
In such scenarios, we believe Distributed Artifi cial 
Intelligence (DAI) approaches can be beneficial 
for developing an intelligent trust algorithm.

Th e resort to AI 
techniques seems to 

provide promising solu-
tions to automatically 
build a ZT algorithm, 

considering the variety 
and volume of data. 

FIGURE 1. Zero trust architecture.
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I. INTRODUCTION

With the advancements in cloud computing technology,
a typical enterprise’s infrastructure has grown increasingly
complex. Most enterprises have a hybrid (combination of
on-cloud and on-premise) network infrastructure. Moreover,
teleworking has become common in the post-COVID-19 era.
This complex enterprise network has limited use of traditional
perimeter-based network security architecture because there
is no easily identified boundary between the internal and the
external parameters. However, this hybrid network complexity
has led to the development of a new cybersecurity model
known as Zero Trust Architecture (ZTA) which is based on
the concept of never trusting and always verifying [1]. ZTA
cannot be seen as a single technology. Instead, ZTA relies
on various data sources, e.g., resource access policies, threat
intelligence, subject database, and activity logs to improve
an enterprise’s security posture. Moreover, we also require a
dynamic approach that continuously learns from varying data
sources (e.g., threat intelligence and activity logs) to enforce
ZTA. Hence, resorting to Artificial Intelligence (AI) techniques
can provide a promising solution for ZTA because relying on
humans to update the policies continuously is time-consuming
and prone to error [2]. However, the prohibition of sensitive
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Fig. 1. Zero Trust Architecture.

data circulation in ZTA makes federated AI techniques more
suitable than traditional AI techniques because federated learn-
ing allows the collaborative training of an AI model without
sharing the data [3].

The main goal of ZTA is to reduce the security risks to an
enterprise’s resources by hardening the access control process
and using continuous detection and mitigation approaches. The
National Institute of Standards and Technology (NIST) defines
guiding principles that must be strategically implemented to
secure enterprise assets to achieve the primary goal of ZTA.
One of the ZTA guiding principles is having a dynamic policy
to decide whether to grant or deny access to enterprise re-
sources. Moreover, Zero Trust (ZT) policy enforcement should
be moved closer to the resources and avoid the circulation of
sensitive data, e.g., user credentials [1].

The core of ZTA is a ‘ZT algorithm’ that enforces ZTA poli-
cies. ZT algorithm is powered by a variety of data sources, e.g.,
the policy database with observable information about subjects
(i.e., human users or applications), subject attributes and roles,
historical subject behaviour patterns, and threat intelligence to
implement dynamic access control and continuous monitoring
[4]. However, the prohibition of data circulation forces the data
to exist in isolated data silos. Therefore, a privacy-preserving
AI technique, i.e., Federated Learning (FL), can be adopted
to develop a dynamic ZT algorithm while solving the data
isolation problem. FL builds models collaboratively by sharing
the model parameters instead of the private data. In this paper,
we present a federated ZTA using AI. The major contributions
of this paper are as follows:

• We discuss the applicability of FL-based AI to enable
ZTA.

FIGURE 2. Zero trust algorithm.
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• We argue that the potential adoption of the proposed ZTA
would be beneficial for learning the zero-trust algorithm
without the need to share private data.

• We argue that the data privacy and security concerns in
ZTA can be appropriately overcome using FL.

II. BACKGROUND

This section provides a brief background of ZTA, FL, and
Distributed Learning (DL) and an overview of existing AI-
based ZTA approaches.

A. Zero Trust Architecture

Zero trust is a term commonly used to describe various
cybersecurity solutions that focus on evaluating the identity
of the user on a per-transaction basis instead of implied
trust based on the network location (i.e., local area networks
versus the Internet) or based on asset ownership (enterprise or
personally owned). A ZTA uses zero-trust principles to plan
an enterprise’s network infrastructure [2].

1) Components of ZTA: The ZTA proposed by the NIST
has three main components as shown in Fig. 1.

• Policy Engine (PE): It hosts a ZT algorithm which is
responsible for the decision to grant, deny, or restrict
access to the resource for a user. The inputs to the ZT
algorithm are enterprise policy and external sources, e.g.,
Continuous Diagnostic and Mitigation (CDM) systems,
threat intelligence services, and activity logs. The PE is
linked with the policy administrator (PA) component to
execute a decision.

• Policy Administrator (PA): It is closely linked with the PE
and policy enforcement point (PEP) to ultimately allow
or deny a session. The PA configures the PEP to allow
or deny a session based on the input from the PE. For
instance, the PA would generate an authentication token
or a session-specific credential for a user to access an
enterprise resource.

• Policy Enforcement Point (PEP): It acts as a communica-
tion portal between two sides, i.e., untrusted subject/user
and enterprise resources. The PEP is responsible for
dynamic access management by enabling, monitoring,
and eventually terminating connections between a subject
and an enterprise resource.

2) Trust Algorithm: The PE uses the trust algorithm to
decide whether to grant or deny access to a resource. If the
PE is considered the brain of ZTA then the trust algorithm can
be viewed as the primary thought process of the brain. A ZTA
provides assurance that no subject can be trusted even after
initial authentication and authorisation. Hence, each request
is individually authorised and monitored during the access
period. Therefore, the trust algorithm must be continuously
updated to ensure dynamic access and authorisation instead
of static pre-defined policies.

According to the NIST ZTA standard [1], resources required
to shape a dynamic ZT algorithm are broadly categorised
based on the information they provide to the trust algorithm
as shown in Fig. 2. A brief overview of these resources is
provided as follows.

Trust Algorithm

R
ou

rc
e 

P
ol

ic
y 

R
eq

ui
re

m
en

ts

A
ss

et
 D

at
ab

as
e

Su
bj

ec
t D

at
ab

as
e

Th
re

at
 In

te
lli

ge
nc

e

A
ct

iv
it

y 
Lo

gs

Fig. 2. Zero Trust Algorithm.

• Subject Database: This database contains a set of enter-
prise or collaborator subjects (i.e., credentials of human
users or applications) and subject information, e.g., at-
tributes and privileges assigned to them.

• Asset Database: This database contains the observable
status, e.g., OS versions, software, device integrity, and
the location (geographical and network) of each resource
owned by the enterprise and possibly non-enterprise
resources. Access to assets can be granted, restricted, or
denied based on the state of the asset.

• Resource Requirements: This database contains the set
of enterprise policies to complement subject and asset
databases. These policies may include minimum require-
ments to access an enterprise resource, e.g., multifactor
authentication, data sensitivity, and authenticator assur-
ance levels.

• Threat Intelligence: This is an information feed or feeds
from various sources about cyber threats to protect in-
formation technology (IT) systems preemptively. These
feeds include information, e.g., active malware operating
on the Internet, attack signatures, or suspected queries
from malicious device(s). An enterprise can gather threat
intelligence from external services as well as internal
scans and discoveries to plan ahead.

The resort to AI techniques seems to provide promising
solutions to automatically build a ZT algorithm, considering
the variety and volume of data. However, the privacy of
users and securing private information is a prime concern for
organisations implementing AI-based ZTA [4]. For instance,
it is challenging to manage access control in large-scale
enterprises with geographically dispersed database resources
that are not joined by an enterprise-owned network connection
such that employees from one location may need access to
the enterprise-owned resources in another location. On the
other hand, collecting subject or asset data in a centralised
location to facilitate access control is costly and raises pri-
vacy concerns. Another scenario is where multiple enterprises
collaboratively work on a project. However, the project partic-
ipants may not agree to share their subject and asset databases
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dIstrIbuted AI
Distributed Artificial Intelligence (DAI) is where 
model training and inference can be performed 
in a distributed manner nearby the data sourc-
es instead of collecting data under single central 
authority for model training. Hence, DAI is secure, 
trusted, and efficient compared to the tradition-
al AI. The concept of DAI was first introduced 
in the 1980s. Since then, extensive growth has 
been seen in this area. At its core, DAI is a way of 
learning AI models by exploiting parallelism tech-
nologies. The parallelism mechanisms adopted in 
DAI can be broadly classifi ed into two categories, 
explained as follows:
• Data parallelism solves the problem in case the 

data set is too big to be computed by the sin-
gle node by partitioning the data and distribut-
ing each batch to multiple computing nodes 
[3]. This approach is quite useful for Internet 
of Things (IoT) devices. However, we assume 
an enterprise has sufficient resources to com-
pute an AI model closer to each database. 
Moreover, we suggest that an AI model of ZT 
algorithm must be developed closer to each 
database rather than to ensure data privacy 
and security in a ZTA.

• Model parallelism is an approach that splits 
an AI model into several submodels trained 
by multiple nodes. One way to split a large 
AI model or achieve model parallelism is by 
deploying different neural network layers on 
different nodes. We believe the model paral-
lelism technique is most suitable for learning 
a ZT algorithm because model parallelism can 
ensure data privacy, unlike the data parallel-
ism technique. An example of a model paral-
lelism-based DAI approach that ensures data 

privacy is known as FL [3] discussed in the fol-
lowing section.

FederAted leArnIng
Federated Learning (FL) is a DAI approach 
in which a model is trained from multiple data 
sources without sharing the training data [6]. The 
concept of FL is rooted in the principles of devel-
oping intelligent and privacy-enhanced systems. 
Unlike traditional AI approaches, which require 
data from various organizations or devices needs 
to be aggregated in a central server, FL enables 
model training close to the location from where 
the data originated, and model parameters from 
local models are shared and aggregated under 
the coordination of a central server [3].

Classification of FL: FL can be classified into 
two broad categories based on the network archi-
tecture as follows: 
• Centralized Federated Learning (CFL) is the 

most common architecture of FL systems. This 
architecture includes a centralized server and a 
set of distributed clients as shown in Fig. 3. The 
centralized server act as a coordinator to aggre-
gate and distribute the global model among 
the clients. The main drawback of centralized 
federated learning is a single point of failure, 
i.e., the centralized server.

• Distributed Federated Learning (DFL) is a rel-
atively new architecture of FL systems that do 
not contain a centralized aggregator and dis-
tributor; instead, all the participants (clients) are 
connected in a peer-to-peer model as shown in 
Fig. 4. In fact, there is no concept of a global 
model in DFL; each participant improves their 
model by sharing the parameters of their model 
with neighbors.
Characteristics of FL for ZTA: Several char-

acteristics and benefi ts of FL are discussed in the 
literature [6]. Here we discuss some of the FL 
characteristics that make FL an ideal approach for 
the automated development of the ZT algorithm. 
• Privacy and Data Protection: FL is a decentral-

ized technology that enables an enterprise to 
train a collaborative AI model from scattered 
data resources without the need to collect any 
raw data [6]. Hence, enabling the development 
of an eff ective zero-trust algorithm following the 
NIST guidelines for implementing ZTA, i.e., limit-
ing the data and privacy risks in an organization.

• Open Source Framework: The FL concept has 
attracted extensive attention from academia 
and industry. There are several open-source 
FL frameworks, e.g., FATE, PySyft6, PaddleFL7, 
FedML now up and available to support large-
scale deployment of FL tasks [6]. These frame-
works can be used as the basis for building ZT 
algorithms. 

MotIVAtIng scenArIos
There can be several ways to deploy ZTA based 
on each enterprise environment in mind. There-
fore, before discussing our approach in detail, we 
provide the motivational scenario, i.e., an enter-
prise environment that can benefi t from our pro-
posed ZTA.

One specific enterprise environment consid-
ered in our approach involves an enterprise with 
a single headquarters and one or more geographi-
cally dispersed offi  ces connected over the Internet 

FIGURE 3. Centralised federated learning.
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with each other for privacy and security concerns [1]. In such
scenarios, we believe Distributed Artificial Intelligence (DAI)
approaches can be beneficial for developing an intelligent trust
algorithm.

B. Distributed AI

Distributed Artificial Intelligence (DAI) is where model
training and inference can be performed in a distributed
manner nearby the data sources instead of collecting data
under single central authority for model training. Hence, DAI
is secure, trusted, and efficient compared to the traditional AI.
The concept of DAI was first introduced in the 1980s. Since
then, extensive growth has been seen in this area. At its core,
DAI is a way of learning AI models by exploiting parallelism
technologies. The parallelism mechanisms adopted in DAI can
be broadly classified into two categories, explained as follows:

• Data parallelism solves the problem in case the data set is
too big to be computed by the single node by partitioning
the data and distributing each batch to multiple computing
nodes [3]. This approach is quite useful for Internet of
Things (IoT) devices. However, we assume an enterprise
has sufficient resources to compute an AI model closer to
each database. Moreover, we suggest that an AI model of
ZT algorithm must be developed closer to each database
rather than to ensure data privacy and security in a ZTA.

• Model parallelism is an approach that splits an AI model
into several submodels trained by multiple nodes. One
way to split a large AI model or achieve model paral-
lelism is by deploying different neural network layers
on different nodes. We believe the model parallelism
technique is most suitable for learning a ZT algorithm
because model parallelism can ensure data privacy, unlike
the data parallelism technique. An example of a model
parallelism-based DAI approach that ensures data privacy
is known as FL [3] discussed in the following section.

C. Federated Learning

Federated Learning (FL) is a DAI approach in which a
model is trained from multiple data sources without sharing the
training data [6]. The concept of FL is rooted in the principles
of developing intelligent and privacy-enhanced systems. Un-
like traditional AI approaches, which require data from various
organisations or devices needs to be aggregated in a central
server, FL enables model training close to the location from
where the data originated, and model parameters from local
models are shared and aggregated under the coordination of a
central server [3].

1) Classification of FL: FL can be classified into two broad
categories based on the network architecture as follows:

• Centralised Federated Learning (CFL) is the most
common architecture of FL systems. This architecture
includes a centralised server and a set of distributed
clients as shown in Fig. 3. The centralised server act as a
coordinator to aggregate and distribute the global model
among the clients. The main drawback of centralised
federated learning is a single point of failure, i.e., the
centralised server.
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Fig. 3. Centralised Federated Learning
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Fig. 4. Distributed Federated Learning.

• Distributed Federated Learning (DFL) is a relatively
new architecture of FL systems that do not contain a
centralised aggregator and distributor; instead, all the par-
ticipants (clients) are connected in a peer-to-peer model
as shown in Fig. 4. In fact, there is no concept of a global
model in DFL; each participant improves their model by
sharing the parameters of their model with neighbours.

Th e concept of FL is 
rooted in the principles 
of developing intelli-
gent and privacy-en-
hanced systems. Unlike 
traditional AI approach-
es, which require data 
from various organisa-
tions or devices needs 
to be aggregated in a 
central server, 
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[1]. Employees’ credentials are stored locally for 
data security reasons. Although the local offices 
have their own network infrastructure, employees 
still require remote access to enterprise resources 
available in another location. Likewise, employ-
ees may be teleworking using enterprise-owned 
or personally-owned devices. In remote access 
scenarios, an enterprise may set policies to grant 
access to some resources but deny or restrict 
access to more sensitive resources. 

Another scenario considered for applying our 
approach is a cross-enterprise collaboration [1]. 
An example of it can be a private agency collabo-
rating with a government agency or a government 
agency that has outsourced some of its projects 
to private agencies. Let’s government agency 
operates the database used for the project, but 
access to the database must be provided to some 
or all members of private agencies. Meanwhile, 
the government agency must restrict/deny access 
to all other resources.

There are several challenges an enterprise can 
face in the above-mentioned scenarios. A major 
challenge is the authentication of employees from 
other enterprises for cross-enterprise collaboration. 
A simple solution for cross-enterprise authentication 
could be that the enterprise can set up specialized 
accounts for the employees of other enterprises 
that need access to their resources. However, it is 
very challenging to manage specialized accounts. 
Another option is to use federated identities for 
authentication. However, the main challenge in 
implementing a federated identity management 
system is user privacy concerns because it involves 
the transfer of user credentials from one enterprise 
to another [10]. Another challenge is the authen-
tication of geographically dispersed enterprise 
resources while having a centralized authentication 
system is that it becomes a single point of failure. 
Therefore, we present a ZTA solution with distribut-
ed authentication systems such that authentication 
is provided near to the resources. 

proposed Zero trust leArnIng AlgorIthM
We have previously discussed the requirements 
of ZTA and how they can be addressed using 
FL-based AI approaches. In this section, we pres-
ent our FL-based ZTA approach. Our FL-based 
ZTA approach is divided into two components 
that provide dynamic authentication and contin-
uous diagnostics and mitigation (CDM) as shown 
in Fig. 1. Our approach reaps the benefi ts of both 
CFL and DFL as shown in Fig. 5. 

The core component of our proposed ZTA is a 
Federated AI-based authentication and authoriza-
tion system as shown in Fig. 5. It is a combination 
of ZTA components, PDP and PEP, that ultimately 
decides whether a subject can or cannot access 
the requested enterprise resource. We employ 
the CFL approach to ensure fast dynamic authen-
tication of users in a distributed environment 
without the need for cross-enterprise sharing of 
user IDs. The working of this component can be 
seen as a federated identity management system 
without the need to share user ID or security con-
text. Hence, our approach addresses the priva-
cy concerns within traditional federated identity 
management systems. The specific AI algorithm 
we suggest a support vector machine (SVM)-
based classifier to train local models to ensure 

fast authentication and the least privilege-based 
access to enterprise resources based on subject 
attribute [11].

The second component of our approach 
complements the PDP/PEP system by including 
time-varying features such as threat intelligence 
and subject behaviors as shown in Fig. 5. It pro-
vides fi ne-grained access recommendations such 
as session time allocation and the resource access 
level to the policy engine for continuous detec-
tion and mitigation based on external and internal 
resources, e.g., threat intelligence, activity logs, 
asset database, and resource requirement policies. 
To train local models we suggest using natural lan-
guage processing to convert policy documents 
into access rules [12] and SVM-based classifier 
to learn fine-grained access rules. We employ 
the DFL approach to share local model param-
eters instead of sharing or collecting the data to 
a central location [13]. Hence, avoiding privacy 
and security concerns with cross-enterprise shar-
ing of sensitive data, e.g., CTIs. The main chal-
lenge for creating a global AI model from various 
data sources is dealing with data heterogeneity 
because each database may contain a completely 
different feature space. We understand that FL 
is most suitable in scenarios where data is parti-
tioned horizontally along the sample dimension, 
i.e., all the databases contain homogeneous data 
with the same set of feature spaces [3]. However, 
there has been growing interest in FL from het-
erogeneous data, also referred to as federated 
transfer learning [14]. Federated transfer learning 
combines FL and transfer learning [3] to enable all 
parties to transfer the knowledge of feature space 
among the trained models. One such approach is 
using Homomorphic encryption [14]. 

FIGURE 4. Distributed federated learning.
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with each other for privacy and security concerns [1]. In such
scenarios, we believe Distributed Artificial Intelligence (DAI)
approaches can be beneficial for developing an intelligent trust
algorithm.

B. Distributed AI

Distributed Artificial Intelligence (DAI) is where model
training and inference can be performed in a distributed
manner nearby the data sources instead of collecting data
under single central authority for model training. Hence, DAI
is secure, trusted, and efficient compared to the traditional AI.
The concept of DAI was first introduced in the 1980s. Since
then, extensive growth has been seen in this area. At its core,
DAI is a way of learning AI models by exploiting parallelism
technologies. The parallelism mechanisms adopted in DAI can
be broadly classified into two categories, explained as follows:

• Data parallelism solves the problem in case the data set is
too big to be computed by the single node by partitioning
the data and distributing each batch to multiple computing
nodes [3]. This approach is quite useful for Internet of
Things (IoT) devices. However, we assume an enterprise
has sufficient resources to compute an AI model closer to
each database. Moreover, we suggest that an AI model of
ZT algorithm must be developed closer to each database
rather than to ensure data privacy and security in a ZTA.

• Model parallelism is an approach that splits an AI model
into several submodels trained by multiple nodes. One
way to split a large AI model or achieve model paral-
lelism is by deploying different neural network layers
on different nodes. We believe the model parallelism
technique is most suitable for learning a ZT algorithm
because model parallelism can ensure data privacy, unlike
the data parallelism technique. An example of a model
parallelism-based DAI approach that ensures data privacy
is known as FL [3] discussed in the following section.

C. Federated Learning

Federated Learning (FL) is a DAI approach in which a
model is trained from multiple data sources without sharing the
training data [6]. The concept of FL is rooted in the principles
of developing intelligent and privacy-enhanced systems. Un-
like traditional AI approaches, which require data from various
organisations or devices needs to be aggregated in a central
server, FL enables model training close to the location from
where the data originated, and model parameters from local
models are shared and aggregated under the coordination of a
central server [3].

1) Classification of FL: FL can be classified into two broad
categories based on the network architecture as follows:

• Centralised Federated Learning (CFL) is the most
common architecture of FL systems. This architecture
includes a centralised server and a set of distributed
clients as shown in Fig. 3. The centralised server act as a
coordinator to aggregate and distribute the global model
among the clients. The main drawback of centralised
federated learning is a single point of failure, i.e., the
centralised server.
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Local TrainingLocal Training Local TrainingLocal Training

Local TrainingLocal Training Local TrainingLocal Training

Fig. 3. Centralised Federated Learning

M
od

el
 E

xc
ha

ng
e

Model Exchange

Local TrainingLocal Training Local TrainingLocal Training

Local TrainingLocal Training Local TrainingLocal Training

Model Exchange

Fig. 4. Distributed Federated Learning.

• Distributed Federated Learning (DFL) is a relatively
new architecture of FL systems that do not contain a
centralised aggregator and distributor; instead, all the par-
ticipants (clients) are connected in a peer-to-peer model
as shown in Fig. 4. In fact, there is no concept of a global
model in DFL; each participant improves their model by
sharing the parameters of their model with neighbours.

A major challenge is 
the authentication 

of employees from 
other enterprises for 
cross-enterprise col-
laboration. A simple 

solution for cross-en-
terprise authentication 

could be that the 
enterprise can set up 
specialised accounts 
for the employees of 
other enterprises that 
need access to their 

resources.
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For communication between the two compo-
nents of our proposed ZTA, we suggest using a 
context-aware recommendation approach [15]. 
In this proposed communication scheme, the 
fi rst component, i.e., PDP/PEP as shown in Fig. 5 
provides basic authorization (i.e., grant or deny) 
while the second component, as shown in Fig. 
5 provides the context for resources based on 
the activity of a user, time, location, and resource 
access policies. The context provides addition-
al security context and trust awareness to grant, 
restrict, or deny a user’s access.

In our proposed ZTA, the information/attributes 
from subject databases form the basis of resource 
access policies. At the same time, PE recommend-
er system minimizes the uncertainty to ensure the 
least privilege per request based on the current 
information from multiple sources such as threat 
intelligence and activity logs. Hence, our proposed 
ZTA model enables a dynamic attribute-based 
access control (ABAC) mechanism by ensuring 
that both ABAC rules and trust levels are evaluated 
concurrently for each request.

dIscussIon
In this section, we provide a comparison of our pro-
posed ZTA with the recent state-of-the-art schemes. 
Moreover, we discuss the challenges associated 
with the implementation of our approach.

coMpArIson WIth eXIstIng ZtA Models
To demonstrate the benefit of adopting our pro-
posed ZTA, we provide a comparison of our 
approach with the recent state-of-the-art ZTA mod-
els based on a set of criteria (in Table 1). The fi rst 
criterion is the inclusion of static rules such as sub-
ject attributes, organization’s resource access poli-
cy, and asset attributes. The second criterion is the 
inclusion of dynamic rules in ZTA such as threat 
intelligence and behavior analysis (activity logs). 
The third, fourth, and fi fth criteria are related to the 
implementation of ZTA, i.e., design architecture, the 
process is automated using AI or requires human 
intervention, and the computational resources 
required respectively. The fi nal criterion is the inte-
gration of ZTA into the existing infrastructure.

Hosney et al. [7] proposed the use of a classi-
fi cation approach to automate the ZT algorithm. 
However, their approach is not useful for the 
effective implementation of ZTA because does 
not take into consideration the dynamic environ-
ment variables such as threat intelligence or activi-

ty logs. Ramezanpour and Jagannath proposed an 
AI-based ZTA (i-ZTA) for next-generation commu-
nication networks [2]. Their approach enables the 
automation of the ZT algorithm using reinforce-
ment and joint learning approaches. The main lim-
itation of their work is that it requires centralized 
access to all the databases to learn AI-based ZT 
algorithms. Hence, raises user data privacy and 
security concerns.

Chen et al. [8] proposed a hierarchical ZTA 
model based on subject attributes, trust levels, 
and security policies. The dynamic aspect in their 
model is the trust level calculated using a trust-
worthy weighting method. The resource access 
is granted only when the trust level of a sub-
ject reaches a certain level. Safwa et al. [5] pro-
posed the integration of ZT in a traditional policy, 
enforcement, and implementation framework. 
Their approach [5] also adopts a score-based trust 
assessment method. The main challenge of both 
techniques [5, 8] is to automatically establish risk 
scores to assess a subject’s trust level.

D’Silva and Ambawade [9] proposed a ZTA 
for a Kubernetes-based containerized environ-
ment. Their work relies on a human to define 
policies for subject attributes for access control 
which is challenging in a continuously changing 
IT environment. Moreover, their approach does 
not take into consideration dynamic rules-based 
continuous monitoring. 

chAllenges For usIng Fl For ZtA
Our approach mainly relies on FL, which was first 
introduced in 2016, and since then, there has been 
extensive research conducted in this area by aca-
demics and industry experts. However, challeng-
es still hinder the mass adoption of FL for practical 
applications [6]. We summarize some of these chal-
lenges concerning its application in ZTA as follows:
• Model Update Time: The main bottleneck in FL 

is the high model update time. As mentioned 
earlier, a ZTA involves dynamic authentication 
and continuous monitoring after access, which 
requires a very short model update time. Several 
factors infl uence the model update time, includ-
ing the model upload time and the model aggre-
gation on the server side or in a peer-to-peer 
network. Advanced communication technolo-
gies, e.g., 5G or 6G can reduce model upload 
time. However, developing an efficient model 
aggregation is still an open challenge. 

• Data Heterogeneity: FL is most suitable in 
scenarios where data is partitioned horizon-
tally along the sample dimension, i.e., all the 
databases contain homogeneous data with 
the same set of feature space. This issue has 
been recently considered in several publica-
tions as vertical FL and federated transfer learn-
ing, where the non-overlapping features are 
learned. However, FL with heterogeneous data 
is still in its infancy and requires further atten-
tion regarding privacy and optimization.

• Privacy Risks: FL was introduced as a distribut-
ed privacy-preserving machine learning or AI 
approach such that the data remains private 
and is never shared among the participants. 
However, some revelations have been made 
recently that retrieval of data is possible in the 
FL framework [6]. Data retrieval may allow an 
attacker to target the ZTA. One solution sug-

FIGURE 5. Proposed FL-based intelligent zero trust architecture.
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mendation approach [15]. In this proposed communication
scheme, the first component, i.e., PDP/PEP as shown in Fig. 5
provides basic authorisation (i.e., grant or deny) while the
second component, as shown in Fig. 5 provides the context
for resources based on the activity of a user, time, location,
and resource access policies. The context provides additional
security context and trust awareness to grant, restrict, or deny
a user’s access.

In our proposed ZTA, the information/attributes from sub-
ject databases form the basis of resource access policies. At the
same time, PE recommender system minimises the uncertainty
to ensure the least privilege per request based on the current
information from multiple sources such as threat intelligence
and activity logs. Hence, our proposed ZTA model enables a
dynamic attribute-based access control (ABAC) mechanism by
ensuring that both ABAC rules and trust levels are evaluated
concurrently for each request.

V. DISCUSSION

In this section, we provide a comparison of our proposed
ZTA with the recent state-of-the-art schemes. Moreover, we
discuss the challenges associated with the implementation of
our approach.

A. Comparison with Existing ZTA Models

To demonstrate the benefit of adopting our proposed ZTA,
we provide a comparison of our approach with the recent state-
of-the-art ZTA models based on a set of criteria (in Table I).
The first criterion is the inclusion of static rules such as subject
attributes, organization’s resource access policy, and asset
attributes. The second criterion is the inclusion of dynamic
rules in ZTA such as threat intelligence and behaviour analysis
(activity logs). The third, fourth, and fifth criteria are related
to the implementation of ZTA, i.e., design architecture, the

process is automated using AI or requires human intervention,
and the computational resources required respectively. The
final criterion is the integration of ZTA into the existing
infrastructure.

Hosney et al. [7] proposed the use of a classification ap-
proach to automate the ZT algorithm. However, their approach
is not useful for the effective implementation of ZTA because
does not take into consideration the dynamic environment vari-
ables such as threat intelligence or activity logs. Ramezanpour
and Jagannath proposed an AI-based ZTA (i-ZTA) for next-
generation communication networks [2]. Their approach en-
ables the automation of the ZT algorithm using reinforcement
and joint learning approaches. The main limitation of their
work is that it requires centralised access to all the databases to
learn AI-based ZT algorithms. Hence, raises user data privacy
and security concerns.

Chen et al. [8] proposed a hierarchical ZTA model based
on subject attributes, trust levels, and security policies. The
dynamic aspect in their model is the trust level calculated
using a trustworthy weighting method. The resource access is
granted only when the trust level of a subject reaches a certain
level. Safwa et al. [5] proposed the integration of ZT in a tra-
ditional policy, enforcement, and implementation framework.
Their approach [5] also adopts a score-based trust assessment
method. The main challenge of both techniques [5], [8] is to
automatically establish risk scores to assess a subject’s trust
level.

D’Silva and Ambawade [9] proposed a ZTA for a
Kubernetes-based containerized environment. Their work re-
lies on a human to define policies for subject attributes for
access control which is challenging in a continuously changing
IT environment. Moreover, their approach does not take into
consideration dynamic rules-based continuous monitoring.
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gested in the literature is to use Homomorphic 
encryption to improve the security of FL [6]. 
However, further investigation is required in 
this direction.

•	 Verification of Non-Enterprise Data Sources: 
Another challenge for the enforcement of our 
ZTA is the verification of non-enterprise data 
sources (e.g., threat intelligence or activity logs) 
such that it does not contain any malicious 
data, either targeted or non-targeted towards 
the enterprise. 

Conclusion and Future Work
In this article, we have presented an FL-based 
approach to implement a ZTA. Our approach is 
based on a decentralized AI to ensure data priva-
cy and minimize security risks following the NIST 
guidelines for ZTA. We believe that our proposed 
ZTA model may serve as potential future direc-
tions for combining ZTA and AI. In the future, 
we aim to evaluate our approach in a real-life 
environment. Extending our ZTA to deal with the 
limitations of AI, for instance, An AI system can 
generate false negatives which can undermine 
ZTA model. We also consider integrating our pro-
posed ZTA in legacy systems such as SCADA.
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TABLE 1. Comparison of our proposed ZTA framework with existing frameworks.

Test Case
Case Studies

Hosney et al. [7] Ramezanpour et al. [2] Chen et al. [8] Safwa et al. [5] D’Silva et al. [9] [Our ZTA]

Static Rules Yes Yes Yes Yes Yes Yes

Dynamic Rules No Yes Yes Yes No Yes

Architecture Centralised Centralised Centralised Centralised Centralised Distributed

Automation Decision Tree GNN Score-Based Score-Based Manual FL

Computational Resources Medium High Medium Medium Low High

Integration No No No No Yes No
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