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Chapter 1

ARITHMETIC FUNCTIONS

1.1. Introduction

By an arithmetic function, we mean a function of the form f : N — C. We say that an arithmetic
function f : N — C is multiplicative if f(mn) = f(m)f(n) whenever m,n € N and (m,n) = 1.

ExXAMPLE. The function U : N — C, defined by U(n) = 1 for every n € N, is an arithmetic function.
Furthermore, it is multiplicative.

THEOREM 1A. Suppose that the function f : N — C is multiplicative. Then the function g : N — C,
defined by

g(n) = f(m)
m|n

for every n € N, is multiplicative.

Here the summation Zm‘n denotes a sum over all positive divisors m of n.

PROOF OF THEOREM 1A. Suppose that a,b € N and (a,b) = 1. If u is a positive divisor of a and v
is a positive divisor of b, then clearly uv is a positive divisor of ab. On the other hand, every positive
divisor m of ab can be expressed uniquely in the form m = wv, where wu is a positive divisor of a and v
is a positive divisor of b. It follows that

glab) =D fm) =" > fluo) =3 > flu)f(w)=| D flw) | [ D fv) | = gla)g(b).

m|ab ula v|b ula v|b ula v|b

This completes the proof. ()
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1.2. The Divisor Function

We define the divisor function d : N — C by writing

(1) dn) =1

m|n

for every n € N. Here the sum is taken over all positive divisors m of n. In other words, the value
d(n) denotes the number of positive divisors of the natural number n. On the other hand, we define the
function o : N — C by writing

(2) o(n) =Y "m

m|n

for every n € N. Clearly, the value o(n) denotes the sum of all the positive divisors of the natural
number n.

THEOREM 1B. Suppose that n € N and that n = p{* ...p¥ is the canonical decomposition of n.

Then
up+1 up+1
D1 -1 Y2 -1
dn)=14wuy)...(1+u and o(n) =
(n) = (14w (1 + ) =B B
PROOF. Every positive divisor m of n is of the form m = p{*...p%, where for every j =1,...,r, the

integer v; satisfies 0 < v; < u;. It follows from (1) that d(n) is the number of choices for the r-tuple
(v1,...,v,). Hence

U1

d(n) = Z...ilz(1+u1)...(1+ur).

v1=0 v,=0
On the other hand, it follows from (2) that

uy

a(n) = Z-~-2p¥l~--pﬁ"= (ip’{l)...(ipp)

v1=0 V=0 v1=0 v,=0
Note now that for every j =1,...,r, we have
uj ’fj"‘l -1
S opP =14pi+pit.. +py =
ﬂjZO p‘j o 1

The second assertion follows. O
The result below is a simple deduction from Theorem 1B.
THEOREM 1C. The arithmetic functions d: N — C and 0 : N — C are both multiplicative.
Natural numbers n € N where o(n) = 2n are of particular interest, and are known as perfect
numbers. A perfect number is therefore a natural number which is equal to the sum of its own proper
divisors; in other words, the sum of all its positive divisors other than itself.

EXAMPLES. It is easy to see that 6 =1+ 2+ 3 and 28 =1+ 2+ 4 + 7 4 14 are perfect numbers.

It is not known whether any odd perfect number exists. However, we can classify the even perfect
numbers.
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THEOREM 1D. (EUCLID-EULER) Suppose that m € N. If 2™ — 1 is a prime, then the number
2m=1(2™m — 1) is an even perfect number. Furthermore, there are no other even perfect numbers.

PROOF. Suppose that n = 2m~1(2™ — 1), and 2™ — 1 is prime. Clearly
(2m=tom—1)=1.
It follows from Theorems 1B and 1C that

on) =c2™ He2™ - 1) =

so that n is a perfect number, clearly even since m > 2.

Suppose now that n € N is an even perfect number. Then we can write n = 2™ 1y, where m € N
and m > 1, and where u € N is odd. By Theorem 1B, we have

2™y = o(n) = o(2™ Ho(u) = (2™ — 1)o(u),

so that

(3) o(u) = =u+

Note that o(u) and u are integers and o(u) > u. Hence u/(2™ — 1) € N and is a divisor of u. Since
m > 1, we have 2™ — 1 > 1, and so u/(2™ — 1) # u. It now follows from (3) that o(u) is equal to the
sum of two of its positive divisors. But o(u) is equal to the sum of all its positive divisors. Hence u
must have exactly two positive divisors, so that u is prime. Furthermore, we must have u/(2™ — 1) = 1,
so that u =2" —-1. O

We are interested in the behaviour of d(n) and o(n) as n — oo. If n € N is a prime, then clearly
d(n) = 2. Also, the magnitude of d(n) is sometimes greater than that of any power of logn. More

precisely, we have the following result.

THEOREM 1E. For any fized real number ¢ > 0, the inequality d(n) < (logn)“ as n — oo does not
hold.

PRrROOF. The idea of the proof is to consider integers which are divisible by many different primes.

Suppose that ¢ > 0 is given and fixed. Let £ € NU {0} satisfy £ < ¢ < ¢+ 1. For every j = 1,2,3,...,
let p; denote the j-th positive prime in increasing order of magnitude, and consider the integer

n=(pr...pex1)".
Then in view of Theorem 1B, we have

o1
logn )> > K(¢)(logn)™™! > K(c)(logn)®,

(4) d(n) = (m+1)"" > (m

where the positive constant

Fle) = (W)

depends only on ¢. The result follows on noting that the inequality (4) holds for every m € N. O

On the other hand, the order of magnitude of d(n) cannot be too large either.
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THEOREM 1F. For any fized real number € > 0, we have d(n) <. n° as n — oo.

PRrROOF. For every natural number n > 1, let n = p{* ... p%" be its canonical decomposition. It follows
from Theorem 1B that

dn) _ (+w) (L+u,)

€Ul €U

ne Py Dr

We may assume without loss of generality that e < 1. If 2 < p; < 21/¢ then

p;u7 2 QEUj — €U log 2 >14 eu; 10g2 > (1 + Uj)€10g27

so that
1 ; 1
( tuu]) < .
p;”’ elog?2

On the other hand, if p; > 21/¢ then p§ > 2, and so

() I;f‘j <1.

p;

It follows that

d(n) 1
ne H elog2’

p<21/£
a positive constant depending only on e. ()

We see from Theorems 1E and 1F and the fact that d(n) = 2 infinitely often that the magnitude of
d(n) fluctuates a great deal as n — co. It may then be more fruitful to average the function d(n) over a
range of values n, and consider, for positive real numbers X € R, the value of the average

1

n<X

THEOREM 1G. (DIRICHLET) As X — oo, we have

> d(n) = Xlog X + (2y - 1)X + O(X'/?).
n<X

Here v is Euler’s constant and is defined by

1
v=lim | Y = —logY | =0.5772156649. ...
n

Y —oo
n<Y

REMARK. It is an open problem in mathematics to determine whether Euler’s constant v is rational
or irrational.

The proof of Theorem 1G depends on the following intermediate result.



THEOREM 1H. AsY — oo, we have

1 1
Zﬁ—logY—i-v—%-O(?).

n<Y

PrROOF. AsY — oo, we have

1 1 Y1 [V] Y1 (Y] Y1
Y o= <?+/n quu>:7—|—Z/n ﬁd“—7+/l S| D1 du
n<Y n<Y n<Y n<u
Y] /Y [u] ], ("1 /Y u — [u]
== —du=-—+ —du— d
Y + 1 U,Q Y Y + 1 U Y 1 u2 Y
=logY +1+0 1) mu—[u]du+/°°u—[u]du
a & Y 1 2 Y u2
u— [u] 1
:10gY—|—<1—/1 - du)+0<?>
It is a simple exercise to show that
1—/ u_Q[u]du:'y
1 u
and this completes the proof. ()
PrOOF OF THEOREM 1G. As X — oo, we have
2odm= 3 1= 3 D 1+ > 2 1= ) 1
n<X xy<X r<X1/2 y<X y<Xx1/2 wgi r<X1/2 y<X1/2
=2 > [ ] X2 =2 Z = +0(X1/2) (X2 +0(1))”
r<X1/2 1<X1/2

1
=2X (1ogX1/2 +7+0 (X1/2>) +O(X'?) - X
= XlogX + (27— )X + O(X/?).

This completes the proof. ()
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We next turn our attention to the study of the behaviour of o(n) as n — co. Every number n € N
has divisors 1 and n, so we must have ¢(1) = 1 and o(n) > n if n > 1. On the other hand, it follows

from Theorem 1F that for any fixed real number € > 0, we have
o(n) <nd(n) <. n'™ asn — occ.

In fact, it is rather easy to prove a slightly stronger result.

THEOREM 1J. We have o(n) < nlogn as n — .

PROOF. Asn — oo, we have

1
<n Z - < nlogn.

m<n

3=

This completes the proof. ()
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As in the case of d(n), the magnitude of o(n) fluctuates a great deal as n — oco. As before, we shall
average the function o(n) over a range of values n, and consider some average version of the function.
Corresponding to Theorem 1G, we have the following result.

THEOREM 1K. As X — oo, we have

Z o(n) = EXZ +O(X log X).

PrROOF. As X — o0, we have

2 2
:%Z<%+0(1)> :XTZ%JFO XZ% +o| > 1

m<X m<X m<X m<X

X2 =1 72
- - X2 (Xlog X ™ x? X log X).
—I—O( Z >+O og X) = 13 +O(X log X)

2
m= 1 m>X

This completes the proof. ()

1.3. The Mobius Function

We define the Mébius function p: N — C by writing

1 ifn=1
pw(n) =19 (-=1)" ifn=p;...p,, a product of distinct primes,
0 otherwise.

REMARKS. (i) A natural number which is not divisible by the square of any prime is called a squarefree
number. Note that 1 is both a square and a squarefree number. Furthermore, a number n € N is
squarefree if and only if u(n) = £1.

(ii) The motivation for the definition of the M&bius function lies rather deep. To understand the
definition, one needs to study the Riemann zeta function, an important function in the study of the
distribution of primes. At this point, it suffices to remark that the Mdbius function is defined so that if
we formally multiply the two series

n=1 n=1

where s € C denotes a complex variable, then the product is identically equal to 1. Heuristically, note
that

(50) (£22) £ 5505 (2] £

m=1
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It follows that the product is identically equal to 1 if
Zﬂ(m):{l ifn=1,
0 ifn>1.
m|n
We shall establish this last fact and study some of its consequences over the next four theorems.

THEOREM 1L. The Mobius function u: N — C is multiplicative.

PROOF. Suppose that a,b € N and (a,b) = 1. If a or b is not squarefree, then neither is ab, and so
p(ab) = 0 = p(a)u(db). On the other hand, if both a and b are squarefree, then since (a,b) = 1, ab must
also be squarefree. Furthermore, the number of prime factors of ab must be the sum of the numbers of
prime factors of a and of b. ()

THEOREM 1M. Suppose that n € N. Then

1 difn=1,
Z“(m){o ifn>1.

m|n

ProOF. Consider the function f: N — C defined by writing
f(n) =2 u(m)
m|n

for every n € N. It follows from Theorems 1A and 1L that f is multiplicative. For n = 1, the result is

trivial. To complete the proof, it therefore suffices to show that f(p*) = 0 for every prime p and every
k € N. Indeed,

F@OM) =" pim) = p(1) + pp) + p@®) + ... +p@*) =1-1+0+...+0=0.

m|p*
This completes the proof. ()

Theorem 1M plays the central role in the proof of the following two results which are similar in
nature.

THEOREM 1N. (MOBIUS INVERSION FORMULA)  For any function f : N — C, if the function
g : N — C is defined by writing

g(n) = f(m)

m|n
for every n € N, then for every n € N, we have

o)=Y nm)g(—) = > (=) gm).

PROOF. The second equality is obvious. Also

Soutm)g() = um) | S Sk | = Y wlm)fk) =3 f0) [ 3 wm) | = S,

m|n

in view of Theorem 1M. O
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THEOREM 1P. For any function g : N — C, if the function f : N — C is defined by writing

o) =3 n(=) glm)

m|n

for every n € N, then for every n € N, we have

gm) =D fm) =Y 7).

PROOF. The second equality is obvious. Also

S ()= Sul) o | = a0 | X (") | =t | 3 uton) | st

in view of Theorem 1M. O

REMARK. In number theory, it occurs quite often that in the proof of a theorem, a change of order of
summation of the variables is required, as illustrated in the proofs of Theorems 1N and 1P. This process
of changing the order of summation does not depend on the summand in question. In both instances,
we are concerned with a sum of the form

SO Ak, m).

mln k| %

This means that for every positive divisor m of n, we first sum the function A over all positive divisors
k of n/m to obtain the sum

> Alk,m),

k|75

which is a function of m. We then sum this sum over all divisors m of n. Now observe that for every
natural number k satisfying k | n/m for some positive divisor m of n, we must have k | n. Consider
therefore a particular natural number k satisfying k | n. We must find all natural numbers m satisfying
the original summation conditions, namely m | n and k | n/m. These are precisely those natural numbers
m satisfying m | n/k. We therefore obtain, for every positive divisor k of n, the sum

Z A(k,m).

Summing over all positive divisors k of n, we obtain

> Ak, m).

k|n m\%

Since we are summing the function A over the same collection of pairs (k, m), and have merely changed
the order of summation, we must have

SN Aleym) =" Ak, m).

min k| 7% k|n m\%
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1.4. The Euler Function

We define the Euler function ¢ : N — C as follows. For every n € N, we let ¢(n) denote the number of
elements in the set {1,2,...,n} which are coprime to n.

THEOREM 1Q. For every number n € N, we have

Z o(m) =n.

m|n

PROOF. We shall partition the set {1,2,...,n} into d(n) disjoint subsets B,,, where for every positive
divisor m of n,

By, ={r:1<z<nand (x,n) =m}.

If x € By, let © = ma’. Then (ma’,n) = m if and only if (', n/m) =1. Also 1 < z < n if and only if
1 <a’ <n/m. Hence

B, ={x':1<2" <n/mand (z',n/m) =1}

has the same number of elements as B,,,. Note now that the number of elements of B}, is exactly ¢(n/m).

Since every element of the set {1,2,...,n} falls into exactly one of the subsets B;,, we must have
n
n= Y o(2) = X o).

This completes the proof. ()

Applying the Mo6bius inversion formula to the conclusion of Theorem 1Q, we obtain immediately
the following result.

THEOREM 1R. For every number n € N, we have

o) = 3 ulm) ™ = n 3 ),

THEOREM 1S. The Euler function ¢ : N — C is multiplicative.

PROOF. Since the Mobius function p is multiplicative, it follows that the function f : N — C, defined
by f(n) = u(n)/n for every n € N, is multiplicative. The result now follows from Theorem 1A. O

THEOREM 1T. Suppose thatn € N and n > 1, with canonical decomposition n = pi*...pt . Then

¢(n) = nlfll (1 - > - ﬁp}”_l(pj - 1).

j=1

1
bj

PRrROOF. The second equality is trivial. On the other hand, for every prime p and every u € N, we have
by Theorem 1R that

o) _ o mm) o opp) 1
pv _Z m =1+ p ! p.

m|p®

The result now follows since ¢ is multiplicative. ()
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We now study the magnitude of ¢(n) as n — co. Clearly ¢(1) =1 and ¢(n) <n if n > 1.

Suppose first of all that n has many different prime factors. Then n must have many different
divisors, and so o(n) must be large relative to n. But then many of the numbers 1,...,n cannot be
coprime to n, and so ¢(n) must be small relative to n. On the other hand, suppose that n has very few
prime factors. Then n must have very few divisors, and so o(n) must be small relative to n. But then
many of the numbers 1,...,n are coprime to n, and so ¢(n) must be large relative to n. It therefore
appears that if one of the two values o(n) and ¢(n) is large relative to n, then the other must be small

relative to n. Indeed, our heuristics are upheld by the following result.
THEOREM 1U. For every n € N, we have

L amotn)

PROOF. The result is obvious if n = 1, so suppose that n > 1. Let n = p}*..

decomposition of n. Recall Theorems 1B and 1T. We have

r p@jJrl 1 1 _p_*ujfl
J(n):H],_l :TLH 1 jfl
=1 P j=1 TPy
and
¢(n) =n][1-p;")
j=1
Hence

a(n)¢(n) _ 1 —uy—1
—r = Ha-r".
j=1
The upper bound follows at once. On the other hand,

[Ta-p=[la-r>z=]] (1_%) il

j=1 pln m=2
as required. ()
Combining Theorems 1J and 1U, we have the following result.
THEOREM 1V. We have ¢(n) > n/logn as n — oo.
We now consider some average version of the Euler function.

THEOREM 1W. (MERTENS) As X — oo, we have

> bn) = %)ﬂ + O(X log X).
n<X

.py" be the canonical
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PrOOF. As X — oo, we have, by Theorem 1R, that

Sosn) =3 D um)= =3 pm) Yo S =3 um) Y

n<X n<X m|n m<X n<X m<X r<X/m
m|n
1[X X 1 X 2
m<X m<X
X2 w(m) 1
2 mz © m) © Z
m<X m<X m<X
X2 o~ p(m) 2 1
:72 O X —5 | +0(Xlog X)
m=1 m>X
X2 X p(m
:72 7512)+O(X10gX)

It remains to show that

m=1

But

() () = | 3 o | =32 () -
= m= ’ nm=k

in view of Theorem 1M. O

1.5. Dirichlet Convolution

We shall denote the class of all arithmetic functions by A, and the class of all multiplicative functions

by M.

Given arithmetic functions f, g € A, we define the function f * g : N — C by writing

(Fx9)m) =Y fm) g(=)
m|n

for every n € N. This function is called the Dirichlet convolution of f and g.

It is not difficult to show that Dirichlet convolution of arithmetic functions is commutative and
associative. In other words, for every f,g,h € A, we have

fxg=gxf and (fxg)xh=fx(gxh).

Furthermore, the arithmetic function I : N — C, defined by I(1) = 1 and I(n) = 0 for every n € N
satisfying n > 1, is an identity element for Dirichlet convolution. It is easy to check that I« f = fxI = f
for every f € A.

On the other hand, an inverse may not exist under Dirichlet convolution. Consider, for example,
the function f € A satisfying f(n) = 0 for every n € N.
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THEOREM 1X. For any f € A, the following two statements are equivalent:
(i) We have f(1) # 0.
(ii) There exists a unique g € A such that fxg=gx* f=1.

PROOF. Suppose that (ii) holds. Then f(1)g(1) = 1, so that f(1) # 0. Conversely, suppose that
f(1) # 0. We shall define g € A iteratively by writing

(5) o(1) = ﬁ
and
1 n
(6) 9 = 715 ; f@g(%)
d>1

for every n € N satisfying n > 1. It is easy to check that this gives an inverse. Moreover, every inverse
must satisfy (5) and (6), and so the inverse must be unique. O

We now describe Theorem 1M and Mobius inversion in terms of Dirichlet convolution. Recall that
the function U € A is defined by U(n) =1 for all n € N.

THEOREM 1Y.

(i) We have uxU = 1.

(i) If fe Aand g= f+U, then f = g * p.

(isi) If g€ A and f = g*u, then g= f*U.

PROOF. (i) follows from Theorem 1M. To prove (ii), note that
grp=(f+U)sp=fxUxp)=[f*I=f

To prove (iii), note that
[U=(gxp)«U=gx(uxU)=g=I=g.

This completes the proof of Theorem 1Y. ()

We conclude this chapter by exhibiting some group structure within A and M.

THEOREM 1Z. The sets A" = {f € A: f(1) # 0} and M" = {f € M : f(1) = 1} form abelian
groups under Dirichlet convolution.

REMARK. Note that if f € M is not identically zero, then f(n) # 0 for some n € N. Since f(n) =
f(1)f(n), we must have f(1) = 1.

PROOF OF THEOREM 1Z. For A’, this is now trivial. We now consider M’. Clearly I € M’. If
f,g€ M and (m,n) =1, then

(f *g)(mn) = Z f(d)g(%) = Z Zf(d1d2)g<;:§2
(S sans(3) ) [ S staa(5) ] = (o

dlmn di|m dz|n
d]\’m dz‘n
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so that fxg € M. Since (f x g)(1) = f(1)g(1) # 0, we have f x g € M’. Tt remains to show that if
f € M, then f has an inverse in M’. Clearly f has an inverse in A’ under Dirichlet convolution. Let
this inverse be h. We now define g € A by writing ¢g(1) = 1,

for every prime p and k£ € N, and

gn) = 1] 9"

pFln

for every n > 1. Then g € M’. Furthermore, for every integer n > 1, we have

(fxg)n) =[] (f*9)@") = [] (f=n)@") = [] 10") = 1(n),

pFln pFn p*ln

so that g is an inverse of f. O

PROBLEMS FOR CHAPTER 1
1. Prove that d(n) < d(2™ — 1) for every n € N.
2. Suppose that n € N is composite. Prove that o(n) > n + /n.

3. Prove that d(n) is odd if and only if n € N is a square.

4. Prove that H m = n2%" for every n € N.

m|n

5. Suppose that n € N. Show that the number N of solutions of the equation 22 — y? = n in natural
numbers x and y satisfies

d(n) — ey, if n is an odd number,
2N =<0 if n is twice an odd number,
d(n/4) —e, if4d|n,

where e, = 1 if n is a perfect square, and e,, = 0 otherwise.

6. Prove that there are no squarefree perfect numbers apart from 6.

1
7. Prove that Z — = 2 for every perfect number n € N.
m

m|n

8. Prove that every odd perfect number must have at least two distinct prime factors, exactly one of
which has odd exponent.

9. Suppose that a € N satisfy a > 1. Let d run over all the divisors of a that have no more than m
prime divisors. Prove that

Z (d) >0 if m is even,
H <0 if mis odd.

[HINT: Write down first the canonical decomposition of a.]
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10. Suppose that k € N is even, and the canonical decomposition of a € N is of the form a = p1ps ... p,
where p1,pa, ..., pr are distinct primes. Let d run over all the divisors of a such that 0 < d < /a.
Prove that > u(d) = 0.

11. Prove that Z u(d) = p*(n) for every n € N.
d?|n

[HINT: Distinguish between the cases when n is squarefree and when n is not squarefree.]

12. By first showing that the function f(n) = (—1)"~! is multiplicative, evaluate the sum

h(n) = Z(—l)mflu(%) for every n € N.

13. Explain why Z,u(m) a(ﬁ) =n for every n € N.
m

m|n
n
14. Prove that Z m = n¢2(n) for every n € N.
m=1

(m,n)=1
15. Suppose that n € N satisfies ¢(n) | n. Prove that n = 223° for some non-negative integers a and b.
16. Suppose that p1,pa,...,pr € N are distinct primes, and that there are no other primes.
(i) Let a = p1p2 ... pk. Explain why we must have ¢(a) = 1.
(ii) Obtain a contradiction.
[REMARK: This is yet another proof that there are infinitely many primes.]

17. Prove that o(n) + ¢(n) = nd(n) if and only if n € N is prime.

18. Suppose that n = p}*...pY%", where p; < ... < p, are primes and w1, ...,u, € N.
pPp 1 i

(i) Write
s(n) = Z m?.
m=1
(m,n)=1
Prove that

2 s(d nn+1)2n+1
nlz%: ENLES)
d|n

(ii) Apply the Mdbius inversion formula to deduce that

Z m? = %qﬁ(n)rﬂ + %(—l)rqﬁ(n)pl . Dr

m=1

(m,n)=1

19. For every n € N, let Q(n) denote the number of squarefree numbers not exceeding n.
(i) Prove that n — Q(n) < g + mZ:1 m, and deduce that Q(n) > n/2.

(ii) Hence show that every natural number is a sum of two squarefree numbers.
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20. An arithmetic function f : N — C is said to be completely multiplicative if f is not identically zero
and f(mn) = f(m)f(n) for all m,n € N.
(i) Show that the Mobius function p is not completely multiplicative.

(ii) Show that the Euler function ¢ is not completely multiplicative.

(iii) Suppose that f: N — C is multiplicative. Show that f is completely multiplicative if and only
if its Dirichlet inverse f~! satisfies f~!(n) = p(n)f(n) for all n € N.

(iv) Prove that the Liouville function A : N — C, defined by A\(1) = 1 and A\(n) = (—1)wFFur jf
n = pi*...ptr, is completely multiplicative. Prove also that for every n € N,

|1 if nis asquare,
Z Alm) = { 0 otherwise,
m|n

and A7 (n) = |p(n)].

21. Suppose that F : Rt — C, where R denotes the set of all positive real numbers. For any real
number X > 1, let

Prove that

22. Suppose that G : Rt — C. For any real number X > 1, let

Prove that

23. Prove that each of the following identities is valid for every real number X > 1:

() Y o) =5 3 uin) [%] .
n<X n<X
n n) [ X

24. Suppose that the function F' : RT — C satisfies F/(X) = 0 whenever 0 < X < 1. For any arithmetic
function «, we define the function aco F': R* — C by writing
X
(o F)(X) = Za(n)F — for every X € RT.

n
n<X

(i) Prove that for any arithmetic functions « and (3, we have ao (o F) = (a* ) o F.
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(ii) Suppose that the arithmetic function a has inverse a~! under Dirichlet convolution. Prove

that if

X
GX)= E a(n) F(—) for every real number X € RT,
n

n<X

then

F(X) = Z a~l(n) G<£> for every real number X € RT.

n
n<X
[HINT: Note that the identity function I under Dirichlet convolution satisfies I o F' = F'.]

[REMARK: If o is completely multiplicative, then a~!(n) = u(n)a(n) for every n € N by
Problem 20(iii). Hence

G(X)=>_ a(n)F(§> if and only if  F(X)

I
=
S
2
2
@Q
R
3 |
~

n
n<X n<X
This is a generalization of Problems 21 and 22.]
25. For every n € N, let f(n Z Z
m|n
(i) Prove that f(n) = n/¢(n) for every n € N.
1
(ii) Deduce that for every real number X > 1, we have Z ¢ ; m) t<X/ 7

l
(iii) Show that the series Z e (m) and Z N og both converge.

12
(iv) Deduce that as X — oo, we have Z p ~ Clog X, where C = Z (m)

o(m)

( ) me(m)’

m=1

26. Consider a square lattice consisting of all points (a, b), where a,b € Z. Two lattice points P and Q
are said to be mutually visible if the line segment which joins them contains no lattice points other
than the endpoints P and Q.

(i) Prove that (a,b) and (0,0) are mutually visible if and only if a and b are relatively prime.
(i) We shall prove that the set of lattice points visible from the origin has density 6/72. Consider

a large square region on the xy-plane defined by the inequalities |z| < r and |y| < r. Let N(r)
denote the number of lattice points in this square, and let N'(r) denote the number of these
which are visible from the origin. The eight lattice points nearest the origin are all visible from
the origin. By symmetry, N'(r) is equal to 8 plus 8 times the number of visible points in the
region {(x,y) : 2 <z <rand 1 <y < z}. Prove that

'(r) =8> ¢(n)
n=1

Obtain an asymptotic formula for N(r), and show that

N'(r) 6
— —  as T — o0.

N(r) w2
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Chapter 2

ELEMENTARY PRIME NUMBER THEORY

2.1. Euclid’s Theorem Revisited

We have already seen the elegant and simple proof of Euclid’s theorem, that there are infinitely many
primes. Here we shall begin by proving a slightly stronger result.

THEOREM 2A. The series

is divergent.

PROOF. For every real number X > 2, write

p<X
Then
log Px = — Z log <1 — —) =51+ Sy,
p<X
where
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Since
o0 o0
1 1 1
0< — E =
— h i h _ 9
= hph T = ph p(p—1)
we have

so that 0 < S5 < 1. On the other hand, we have

— 1 1
Px =] (ZT)ZZEHOO as X — oo.

p<x \h=0?
The result follows. O

For every real number X > 2, we write

m(X) =) 1,

p<X

so that 7(X) denotes the number of primes in the interval [2, X]|. This function has been studied
extensively by number theorists, and attempts to study it in depth have led to major developments in
other important branches of mathematics.

As can be expected, many conjectures concerning the distribution of primes were made based purely
on numerical evidence, including the celebrated Prime number theorem, proved in 1896 by Hadamard
and de la Vallée Poussin, that

X)log X
iy T(X)log X

1.
X —oo X

We shall prove this in Chapter 5, and give another proof in Chapter 6. Here we shall be concerned with
the weaker result of Tchebycheff, that there exist positive absolute constants ¢; and co such that for
every real number X > 2, we have

X
<71'(X)<02 X

“ log

log X

2.2. The Von Mangoldt Function

The study of the function 7(X) usually involves, instead of the characteristic function of the primes, a
function which counts not only primes, but prime powers as well, and with weights. Accordingly, we
introduce the von Mangoldt function A : N — C, defined for every n € N by writing

Aln) = {logp if n = p", with p prime and r € N,

0 otherwise.

THEOREM 2B. For every n € N, we have

Z A(m) =logn.

m|n
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PRrROOF. The result is clearly true for n = 1, so it remains to consider the case n > 2. Suppose that
n = pi'...p¥ is the canonical decomposition of n. Then the only non-zero contribution to the sum
on the left hand side comes from those natural numbers m of the form m = p}’j with j =1,...,r and
1 <wv; <wujy. It follows that

T Uj T
ZA(m) = Z Z logp; = Zlogp}” = logn.
m|n j=1lv;=1 j=1

This completes the proof. ()

THEOREM 2C. As X — oo, we have

> A(m) [ﬂ = Xlog X — X + O(log X).
m<X

PROOF. It follows from Theorem 2B that

> logn=> Y Am)= Y A(m) Y 1=> A(m) {%]

n<X n<X m|n m<X n<X m<X
m|n
It therefore suffices to prove that
(1) Zlogn:XlogX—X—i—O(logX) as X — oo.

n<X
To prove (1), note that log X is an increasing function of X. In particular, for every n € N, we have
n+1
logn < / log u du,
n
so that

X
Z logn —log(X +1) < / log u du.
n<X 1

On the other hand, for every n € N, we have

logn > / log u du,
n—1

so that
[X] X X X
Zlogn: Z lognZ/ logudu:/ logudu—/ loguduz/ log u du — log X.
n<X 2<n<X 1 1 [X] 1

The inequality (1) now follows on noting that
X
/ logudu = Xlog X — X + 1.
1

This completes the proof. ()
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2.3. Tchebycheff’s Theorem

The crucial step in the proof of Tchebycheff’s theorem concerns obtaining bounds on sums involving the
von Mangoldt function. More precisely, we prove the following result.

THEOREM 2D. There exist positive absolute constants c3 and cq4 such that

1 .
(2) Z A(m) > §X10g2 if X > cs,
m<X
and
(3) > Am)<eaX ifX >0
X <m<X

PrOOF. If m € N satisfies X/2 < m < X, then clearly [X/2m] = 0. It follows from this and Theorem
2C that as X — oo, we have

R ERE BRI

m<X m<X

= (XlogX — X +O(log X)) — 2 <§log§ - % —|—O(10gX)) = Xlog2+ O(log X).

Hence there exists a positive absolute constant c; such that for all sufficiently large X, we have
1 X X
—Xlog?2 A —| =2|— X.
o< 3o ([ 25a]) <

We now consider the function [a] — 2[a/2]. Clearly [o] — 2[a/2] < a — 2(a/2 — 1) = 2. Note that the
left hand side is an integer, so we must have [a] — 2[a/2] < 1. It follows that for all sufficiently large X,
we have

1
;X log2 < > A(m).
m<X

The inequality (2) follows. On the other hand, if X/2 < m < X, then [X/m] = 1 and [X/2m] = 0, so
that for all sufficiently large X, we have

Z A(m) < esX.

X am<X
The inequality (3) follows easily. O
We now state and prove Tchebycheff’s theorem.

THEOREM 2E. (TCHEBYCHEFF) There exist positive absolute constants ¢; and ca such that for
every real number X > 2, we have

PRrOOF. To prove the lower bound, note that

S Am) = Y logp= Y (lozp) 1= 3 (logp) | 1] < #(x) g .

m<X p<X 1<n<[lEX]  p<X

n
"<



It follows from (2) that

Xlog?2
>
— 2log X

m(X)

if X Z Cs3.

Since 7(2) = 1, we get the lower bound for a suitable choice of ¢;.

Chapter 2 : Elementary Prime Number Theory

To prove the upper bound, note that in view of (3) and the definition of the von Mangoldt function,

the inequality

1 < X
Z ng_04§

X X
2T <PSy;

holds for every integer j > 0 and every real number X > 0. Suppose that X > 2. Let the integer k > 0

be defined such that 2% < X1/2 < 2k+1 Then

k k
Z logp < Z logp < cy X ZQ‘j < 204X,
X1/2<p<X =0 zj)frl <p§% 7=0
so that
log p deg X
1< < ,
Z - Z 10gX1/2 log X
X1/2<p<X X1/2<p<X

whence

4C4X CQX

X) < x1/?
(&) = + log X < log X

for a suitable co. O

2.4. Some Results of Mertens
We conclude this chapter by obtaining an improvement of Theorem 2A.
THEOREM 2F. (MERTENS) As X — oo, we have

A(m)

(4) Z ———~ =log X +O(1),
m<X m
1
(5) Z =8P _ log X + O(1),
p<X
and
1
(6) > = =loglog X + O(1).
p<X

ProoOF. Recall Theorem 2C. As X — oo, we have

> A(m) [%} = Xlog X — X 4+ O(log X).
m<X
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Clearly [X/m] = X/m + O(1), so that as X — oo, we have

It follows from (3) that

m<X j=0 X <m§2X—j

so that as X — oo, we have
m

x Y A _ X 1og X + 0(X),.

The inequality (4) follows. Next, note that

A(m lo lo 1
Ay KR SRR e Y o

m<X kP px p<X pchtonx P
kaX ogp
As X — oo, we have
1 =1 logp logn
> (logp) — <> (logp) Y — = oD > w1 = 00
p<X QSkSlogX p p<X k=2 p p<X pp

The inequality (5) follows. Finally, for every real number X > 2, let

T(X) =Y logp

p<x P

Then it follows from (5) that there exists a positive absolute constant cg such that |T(X) —log X| < ¢g
whenever X > 2. On the other hand,

log p _T(X) |, [FT(ydy
SEEDY L0 [
D logX ylog Y log X 2 ylog™y

p<X p<X

_T(X)—logx (¥ (T(y) —logy) dy T dy
= + 5 +1+ :
log X 5 ylog®y 2 ylogy

It follows that as X — oo, we have

1 X e d
3 bt < g | gy 1 n= ot
p<X 2

The inequality (6) follows. O

PROBLEMS FOR CHAPTER 2

1. Prove that A(n) + Z w(m)logm = 0 for every n € N.

m|n
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. For any arithmetic function f, we define f’ to be the arithmetic function given by f/(n) = f(n)logn
for every mn € N. Then for the arithmetic function U defined by U(n) = 1 for every n € N, we have
U'(n) = logn and U”(n) = log® n for every n € N.
(i) Suppose that f and g are arithmetic functions.
(I) Prove that (f +g)" = f'+g¢" and (f xg)" = (f'*g) + (f x¢).
(IT) Suppose that f(1) # 0. By noting that (f * f=!)(n) = 0 for every n € N, prove that
(N ==f*(f+f)"
(ii) Explain why A « U = U’. Then establish Selberg’s identity A’ + (A A) =U" « p.

—1
1
. Prove that for every real number X > 2, we have H (1 — —) > log X.
p
p<X

. Use the well-known inequality
—— <log(l+1t) < t, where ¢t > —1 and ¢ # 0,

to show that

1 1
Z Tl>loglogX and Z—>loglogX—l.
p<X p<X

. Suppose that
e )\, is an increasing sequence of real numbers with limit infinity;
e ¢, is an arbitrary sequence of real or complex numbers; and
e f has continuous derivative for X > ;.

For every X > Aq, let

C(X)= Z Cn.-
An<X

Establish the partial summation formula, that for every X > A1, we have
X

S enf(h) = CXF(X) - / Cw)f'(y) dy.

A <X A1

. Use Theorem 2F and partial summation to show that as X — oo, we have

X
1
/2 Kg)dyz Z - +0(1) ~ loglog X.

y p<X

. Derive the Prime number theorem, that

m(X) as X — oo,

~ log X
from the hypothetical relation

ZlogpNX as X — oo,

p<X
and the information
X

dy X X
= X .
/2 logy 10gX+O(logX) asad oo

. 1
. Show that the series Z converges as X — 00.
plogp

p<X
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Chapter 3

DIRICHLET SERIES

3.1. Convergence Properties

A Dirichlet series is a series of the type

(1) F(s)=>_ f(n)n*,

where f : N — C is an arithmetic function and s € C. We usually write s = o + it, where o,t € R.
Our first task is to investigate the convergence properties of Dirichlet series.

THEOREM 3A. Suppose that the series (1) converges for some s € C. Then there exist unique real
numbers o, 01,09 satisfying —oo < 0¢g < 01 < 09 < 00 and such that the following statements hold:
(i) The series (1) converges for every s € C with o > og. Furthermore, for every ¢ > 0, the series (1)

diverges for some s € C with g — e < 0 < 0gg.

(ii) For every n > 0, the series (1) converges uniformly on the set {s € C: o > o1 +n} and does not
converge uniformly on the set {s € C:0 > o1 —n}.

(iii) The series (1) converges absolutely for every s € C with o > o2. Furthermore, for every € > 0, the
series (1) does not converge absolutely for some s € C with o3 — e < 0 < 09.

ExXAMPLE. The Dirichlet series

((s) =) n~*

n=1

converges absolutely for every s € C with ¢ > 1 and diverges for every real s < 1. It follows that
09 = 01 = 02 = 1 in this case.
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PROOF OF THEOREM 3A. Suppose that the series (1) converges for s = s* = o*+it*. Then f(n)n=°" —
0 as n — oo, so that |f(n)n~=°"| = O(1), and so |f(n)| = O(n?"). It follows that for every s € C with
o> o*+ 1, we have

|f(m)n=*| = |f(n)n~7| = O(n" ~°),
so that the series (1) converges by the Comparison test. Now let
oo = inf{u € R : the series (1) converges for all s € C with ¢ > u}
and
o2 = inf{u € R : the series (1) converges absolutely for all s € C with o > u}.

Clearly (i) and (iii) follow, and oy < 5. To prove (ii), let § > 0 and € > 0 be chosen. Then there exists
N € N such that

S fm)n7 0 <
n=N+1
Hence
N oo -
SUP{ Zf(n)nfs — Zf(n)n*s Lo > 09 +5} < Z |f(n)\n7"275 <e
n=1 n=1 n=N+1

It follows that the series (1) converges uniformly on the set {s € C: o > g3 + §}. Now let
o1 = inf{u € R: the series (1) converges uniformly on {z € C: 0 > u}}.
Clearly o9 < 01 < 03 4+ d. Since § > 0 is arbitrary, we must have o9 < 01 < g3.

A simple consequence of uniform convergence is the following result concerning differentiation term
by term.

THEOREM 3B. For every s € C with o > o1, the series (1) may be differentiated term by term. In
particular, F'(s) erists and

F/(s) = =3 f(n)(log n)n~".

n=1

3.2. Uniqueness Properties

Our next task is to prove the uniqueness theorem of Dirichlet series, a result of great importance in view
of the applications we have in mind.

THEOREM 3C. Suppose that

F(s)=Y flnn™  and  G(s) =) gn)n",

n=1

where f: N — C and g : N — C are arithmetic functions and s € C. Suppose further that there exists
o3 € R such that for every s € C satisfying o > o3, we have F(s) = G(s). Then f(n) = g(n) for every
n € N.
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It is clearly sufficient to prove the following special case.

THEOREM 3D. Suppose that

=3 fln)n~

where f : N — C is an arithmetic function and s € C. Suppose further that there exists o3 € R such
that for every s € C satisfying o > o3, we have F(s) =0. Then f(n) =0 for every n € N.

PROOF. Since the series converges for s = o3, we must have |f(n)| = O(n°®) for all n € N. Now let
o > 03+ 2. Then

(2) > fm7 =0 (Z n03—0> :
n=N n=N

Note next that y?3~7 is a decreasing function of y, so that

(3) Z oo = N93=°9 4 Z no3—c < Nos—° +/ yag—o dy _ O(NUS_U+1).
n=N+1 N

Combining (2) and (3), we see that for every N € N, we have
(4) Z fn O(N7==7*1).
Using (4) with N = 2, we obtain, for o > o3 + 2,
0= Jer (1) + 027377t — f(1) as o — +oo.

Hence f(1) = 0. Suppose now that f(1) = f(2) =... = f(M — 1) = 0. Using (4) with N = M + 1, we
obtain, for ¢ > o3 + 2,

0=F(o)=f(M)M~° + Z fn)n™7 = f(M)M™7 + O((M +1)7 =71,
n=M+1
so that

M
M+1

0= f(M)+0O ((M + 1)7stt ( )U) — f(M) aso— +oc.

Hence f(M) = 0. The result now follows from induction. O

3.3. Multiplicative Properties
Dirichlet series are extremely useful in tackling problems in number theory as well as in other branches
of mathematics. The main properties that underpin most of these applications are the multiplicative

aspects of these series.

THEOREM 3E. Suppose that for every j = 1,2,3, we have

)= Jilmn~*,
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where f; : N — C is an arithmetic function and s € C. Suppose further that for every n € N, we have

fs(m) =Y fi@)faly) =D f1(@)f (g) => A (g) f2(y).
il yln

Y z|n
Ty=n

Then

Fl(S)FQ(S) = F3(S),

provided that o > max{oél),af)}, where, for every j = 1,2, the series Fj(s) converges absolutely for

every s € C with o > créj).

PROOF. We have

N
Y o fnn™ = Y A@r T hy)y
n=1 1<z<N
1<y<N
zy<N
so that
N
S fatnn = D A@a > fayy
n=1 z<VN y<VvN
= Y. A@2 ) Ry + > A@z Y Ryt
VN<z<N y<N/=z z<VN VN<y<N/z

It follows that

N
(5) o fstnn = Y Al > hly)y
n=1 e<VN y<VN

<[ X Ih@l=—" <Z|fz(y)y“’> + (Zh(mﬂx—“) S Wy

z>VN z=1 y>VN

Suppose now that o > max{crél), 052)}. Clearly

> lA@)e  and ST kW
z>VN y>VN

converge to 0 as N — oco. Furthermore, the series

Yola@lz and Y faly)ly 7
=1 y=1

are convergent. It follows that the right hand side of (5) converges to 0 as N — co. On the other hand,

Y A@az  and > fly)y?
2<V'N y<VN

converge to Fi(s) and Fs(s) respectively as N — oo. The result follows. O



Chapter 3 : Dirichlet Series ______  3-5

REMARK. Theorem 3E generalizes to a product of k Dirichlet series Fi(s), ..., Fx(s), where the general
coefficient is

> Al frla).

L1s.-,Tk
X1...Tp=n

In many applications, the coefficients f(n) of the Dirichlet series will be given by various important
arithmetic functions in number theory. We therefore study next some consequences when the function
f: N — C is multiplicative.

THEOREM 3F. Suppose that the function f : N — C is multiplicative. Then for every s € C
satisfying o > o9, the series (1) satisfies

F(s)=]] (i f(ph)p"”> :
h=0

P

Proor. By the Remark, if p; is the j-th prime in increasing order, then

k [e%) %)
I (zf@mhs) S ek |
j=1 \h=0 n=1 hiyeeshi

By the uniqueness of factorization, the inner sum on the right hand side contains at most one term.
Hence

k o) 0o
11 < f(P?)PjM) = Ox(n)f(n)n™*,

j=1 \h=0
where

O (n) = { 1 if all the prime factors of n are among p1, ..., pk,
b 0 otherwise.

It follows that

k 0o 00 )
11 ( f(p?>pjhs> =S fyn = S (0k(n) — 1) f(n)n

j=1 \h=0

:O< Z f(n)|n_"> —0 ask — oo

n=k+1

The result follows. O

An arithmetic function f : N — C is said to be totally multiplicative or strongly multiplicative if
flmn) = f(m)f(n) for every m,n € N.

THEOREM 3G. Suppose that the function f : N — C is totally multiplicative. Then for every s € C
satisfying o > o9, the series (1) satisfies

F(s) =[] - flpp—) "

p
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PROOF. The absolute convergence of the series
(oo}

(6) > @Mt
h=0

is immediate for o > oy by comparison with the series

S I,

Furthermore, if f is not identically zero, then it is easy to see that f(1) = 1, so that the series (6) is now
a convergent geometric series with sum (1 — f(p)p=%)~t. O

ExaMpLE. Consider again the Dirichlet series

o0
((s) = Z n=°.
n=1
For every s € C satisfying o > 1, we have

¢ =Ia-p)"

p

This is called the Euler product of the Riemann zeta function ¢(s).

PROBLEMS FOR CHAPTER 3

1. Prove that for o > 1, we have

(i) L = /J(TL) (i) CQ(S) = Z d(’l‘l); (iif) ¢(s) _ Z |M(n)|’

(s) g no —= ((2s) = n°
Bls) _ & dn?) ) &)
(iv) ¢(2s) _n:1 ns ) ¢(2s) _ngl ns
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Chapter 4

PRIMES IN ARITHMETIC PROGRESSIONS

4.1. Dirichlet’s Theorem

The purpose of this chapter is to prove the following remarkable result of Dirichlet, widely regarded as
one of the greatest achievements in mathematics.

THEOREM 4A. (DIRICHLET) Suppose that q € N and a € Z satisfy (a,q) = 1. Then there are
infinitely many primes p = a (mod q).

Note that the requirement (a,q) =1 is crucial. If n = a (mod ¢), then clearly (a,q) | n. It follows
that if (a,q) > 1, then the residue class n = a (mod ¢) of natural numbers contains at most one prime.
In other words, Dirichlet’s theorem asserts that any residue class n = a (mod ¢) of natural numbers
must contain infinitely many primes if there is no simple reason to support the contrary.

It is easy to prove Theorem 4A by elementary methods for some special values of a and q.

ExXAMPLES. (i) There are infinitely many primes p = —1 (mod 4). Suppose on the contrary that
P1,...,pr represent all such primes. Then 4p; ...p, — 1 must have a prime factor p = —1 (mod 4). But
p cannot be any of py,...,p..

(ii) There are infinitely many primes p = 1 (mod 4). Suppose on the contrary that pi,...,p,
represent all such primes. Consider the number 4(p;...p,)%? + 1. Suppose that a prime p divides
4(py...p)? + 1. Then 4(py...p,)? +1 =0 (mod p). It follows that —1 is a quadratic residue modulo
p, so that we must have p =1 (mod 4). Clearly p cannot be any of p1,...,p,.
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4.2. A Special Case

The idea of Dirichlet is to show that if (a,q) = 1, then the series
>
p=a (mod gq)

is divergent. For technical reasons, it is easier to show that if (a,q) = 1, then

1
E o8 — 400 as o — 14.
_ o
p=a (mod gq)

Let us illustrate the idea of Dirichlet by studying the case n =1 (mod 4).

First of all, we need a function that distinguishes between integers n = 1 (mod 4) and the others.
Suppose that n is odd. Then it is easy to check that
1+ (-1 1 ifn=1 (mod 4),
2 T 10 ifn=-1(mod 4);

so that

3 logp :% 3 logp (1+ 0=,

o o
p=1 (mod 4) p p odd p

Now the series

1
Z oga — 400 as o — 1+,
p odd p

so it suffices to show that the series

(1) logp
s 0

p odd

converges as 0 — 1+.

The next idea is to show that if we consider the series

n odd

instead, then the contribution from the terms corresponding to non-prime odd natural numbers n is
convergent. It therefore suffices to show that the series (1) converges as o — 1+.

Note now that the function

_ [ (1) ifnis odd,
x(n) { 0 if n is even,

is totally multiplicative; in other words, x(mn) = x(m)x(n) for every m,n € N. Write

(2) Loy =Y X

nU

n=1
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and note that for every n € N, we have
n
x(m)logn = x(n) 3" A(m) = > x(m)A(m)x ().
It follows from Theorems 3B and 3E that for ¢ > 1, we have

oo

_ o xmlon (i X(n)A(n)> @ x(n)) .

Hence

n=1 n=1 n? L(U)
n od
Now as ¢ — 1+, we expect
1 1 1 log3 logb log7
L LH)=1—-=-+-—=-+4... d r — — ...
(o) = L{1) st 7 t->0 an (@)= =5 5 7

which converges by the Alternating series test. We therefore expect the series (1) to converge to a finite
limit.

4.3. Dirichlet Characters

Dirichlet’s most crucial discovery is that for every ¢ € N, there is a family of ¢(q) functions x : N — C,
known nowadays as the Dirichlet characters modulo ¢, which generalize the function x in the special
case and satisfy

L Z X" 1 ifn=a (mod q),
o(q x(a) " 10 ifn#a (mod q),

X mod q
where the summation is over the ¢(q) distinct Dirichlet characters modulo g.

To understand Dirichlet’s ideas, we shall first of all study group characters. Our treatment here is
slightly more general than is necessary, but easier to understand.

Let G be a finite abelian group of order h and with identity element e. A character on G is a
non-zero complex-valued function y on G for which x(uv) = x(u)x(v) for every u,v € G. It is easy to
check the following simple results.

REMARK. We have

(i) x(e) =1L

(ii) for every u € G, x(u) is an h-th root of unity;

(iii) the number c¢ of characters is finite; and

(iv) the characters form an abelian group.

Slightly less trivial is the following.
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REMARK. If u € G and u # e, then there exists a character x on G such that x(u) # 1. To see

this, note that G can be expressed as a direct product of cyclic groups G1,...,Gs of orders hy,..., hg
respectively, where h = h; ... hs. Suppose that for each j =1, ..., s, the cyclic group G; is generated by
vj. Then we can write u = v{" ... v¥%, where y; (mod h;) is uniquely determined for every j =1,...,s.

Since u # e, there exists k = 1,..., s such that y; # 0 (mod hy). Let x(vg) = e(1/hg), and let x(v;) =1
for every j = 1,...,s such that j # k. Clearly x(u) = e(yx/hr) # 1.

We shall denote by xo the principal character on G. In other words, xo(u) = 1 for every u € G.
Also, > denotes a summation over all the distinct characters on G.

THEOREM 4B. Suppose that G is a finite abelian group of order h and with identity element e.
Suppose further that xo is the principal character on G.
(i) For every character x on G, we have

_ h Z.fX:XO;
%X(u) N {0 if X # Xo-

(ii) For every u € G, we have
_Je ifu=e,
ZX(U) o {0 ifu#e,
X
where ¢ denotes the number of distinct characters on G.

(iii) We have ¢ = h.
(iv) For every u,v € G, we have

==

xw) _ [1 ifu=w,
EX:X(U)_{O if u # wv.

ProoFr. (i) If x = xo, then the result is obvious. If x # xo, then there exists v € G such that x(v) # 1,
and so

X(0) Y x(w) =Y x(u)x(v) =Y x(uv) = > x(u),

ueG ueG ueG ueG

the last equality following from the fact that wv runs over all the elements of G as u runs over all the
elements of G. Hence

(1= x(0) > x(w) =0,

ueG

The result follows since x(v) # 1.

(ii) If u = e, then the result is obvious. If u # e, then we have already shown that there exists a
character x; such that xi(u) # 1, and so

u) Y x(w) = xa(uw)x(u) = (x1x)( Zx

the last equality following from noting that the characters on G form an abelian group so that x;x runs
through all the characters on G as x runs through all the characters on GG. Hence

(1= xa(u ZX
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The result follows since x1(u) # 1.
(iii) Note that

=33 xw =3 Y vw) =

X ueG ueG X

(iv) Note that

1 x(u) 1 —1y _
7 XX: X@) 7 ZX(WX(U )=

X

1

“1yv_ Je/h fuvt=e,
;X(uv >_{0 if uv=t #e.

> =

The result follows since h = ¢. ()

We are now in a position to introduce Dirichlet characters. Let ¢ € N be given. Then there
are exactly ¢(q) residue classes n = a (mod q) satisfying (a,q) = 1. Under multiplication of residue
classes, they form an abelian group of order ¢(g). Suppose that these residue classes are represented
by ai,...,a4(q modulo q. Let G = {a1,...,a4(g}. We can now define a character x on the group G
as described earlier, interpreting the group elements as residue classes. Furthermore, we can extend the
definition to cover the remaining residue classes. Precisely, for every n € N; let

> = {3 =t ) =1t

A function x : N — C of the form (3) is called a Dirichlet character modulo ¢q. Note that y is totally

multiplicative. Also, clearly there are exactly ¢(q) Dirichlet characters modulo ¢g. Furthermore, the
principal Dirichlet character yo modulo ¢ is defined by

1 if (n,q) =1,
i > 1.

The following theorem follows immediately from these observations and Theorem 4B.

THEOREM 4C. Suppose that g € N. Suppose further that xo is the principal Dirichlet character
modulo q.
(i) For every Dirichlet character x modulo q, we have

_Jo(@) if x = xo,
2 X(”)‘{o X% X0

(ii) For every n € N, we have

_J @) ifn=1(modyq),
X(mzod q)X(n)_{O ifn# 1 (mod q).

(#ii) For every a € Z satisfying (a,q) = 1 and for every n € N, we have

1 (n){l if n =a (mod q),

@ (a) 0 ifn#a (mod q).

X (mod q) X
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4.4. Some Dirichlet Series

Our next task is to introduce the functions analogous to the function (2) earlier. Let s = o + it € C,
where o,t € R. For o > 1, let

(4) C(s) =) _n";

furthermore, for any Dirichlet character y modulo ¢, let
(5) L(s,x) = Y x(n)n™".
n=1

The functions (4) and (5) are called the Riemann zeta function and Dirichlet L-functions respectively.
Note that the series are Dirichlet series and converge absolutely for ¢ > 1 and uniformly for o > 149
for any § > 0. Furthermore, the coefficients are totally multiplicative. It follows from Theorem 3G that
for o > 1, the series (4) and (5) have the Euler product representations

() =JIa-p)""  and  L(s,0) =[]0 = x(pp~)~"

p p

respectively. The following are some simple properties of these functions.

THEOREM 4D. Suppose that o > 1. Then ((s) # 0. Furthermore, L(s,x) # 0 for any Dirichlet
character x modulo q.

PROOF. Since o > 1, we have

s =TT =p = [T+ = T2 = 22 w0
and
1L(s, 0 = |[[a = x@p) = [[a+p ) = [Ja+p7) " >0.
P ptq p

This completes the proof. O

THEOREM 4E. Suppose that xo is the principal Dirichlet character modulo q. Then for o > 1, we
have

Lis.xo) = () [JA ~p).

plg

PROOF. Since o > 1, we have

L(s, x0) = 1;[(1 —xolp)p~*) "' = g(l -p )= m = ((s) g(l —p ).

This completes the proof. ()



THEOREM 4F. Suppose that o > 1. Then
SONES -
- = A(n)n
G &
Furthermore, for every Dirichlet character x modulo q, we have

X)) = Zx(n)A n)n~

PROOF. Since o > 1, it follows from Theorem 3B that

o0

~¢'(s) = 3 (logm)n ™",

n=1

It now follows from Theorem 3E and

logn = ZA(m

m|n

The first assertion follows. On the other hand, it also follows from Theorem 3B that

that

-~

—

i Y(logn)n™2.

n=1

It now follows from Theorem 3E and

m)logn =Y x(m)A(m)x ()

m|n

= (Z x(n)/\(n)ns> (Z x(n)ns> .

THEOREM 4G. Ifo > 1, then for every Dirichlet character x modulo q, we have

log L(s, x) sz x(p™)p~™".

p m=1

that

The second assertion follows. O

Proor. Taking logarithms on the Euler product representation, we have

(6) log L(s, X) logH L=x(pp~*)~" = log(1 - x(p)p~*) ",

Chapter 4 : Primes in Arithmetic Progressions
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so that

—log L(s,x) = Zlog(l —x(@)p~°).

The justification for (6) is that the series on the right hand side converges uniformly for o > 1+ 6, as
can be deduced from the Weierstrass M-test on noting that

| log(1 — x(p)p~%)| < 2|x(p)p~2| < 2p~ 7.

The proof is now completed by expanding log(1 — x(p)p~*). O

4.5. Analytic Continuation

Our next task is to extend the definition of ((s) and L(s,x) to the half plane ¢ > 0. This is achieved
by analytic continuation.

An example of analytic continuation is the following: Consider the geometric series

fls) =" s"
n=0

This series converges absolutely in the set {s € C : |s| < 1} and uniformly in the set {s € C: |s| < 1—4}
for any 6 > 0 to the sum 1/(1 — s). Now let

in C. Then g is analytic in the set C\ {1}, g(s) = f(s) in the set {s € C: |s| < 1}, and g has a pole at
s =1. So g can be viewed as an analytic continuation of f to C with a pole at s = 1.

Returning to the functions ((s) and L(s,x), we shall establish the following results on analytic
continuation.

THEOREM 4H. The function {(s) admits an analytic continuation to the half plane o > 0, and is
analytic in this half plane except for a simple pole at s = 1 with residue 1.

THEOREM 4J. Suppose that ¢ € N and xq is the principal Dirichlet character modulo q. Then the
function L(s,xo) admits an analytic continuation to the half plane o > 0, and is analytic in this half
plane except for a simple pole at s = 1 with residue ¢(q)/q.

THEOREM 4K. Suppose that ¢ € N and x is a non-principal Dirichlet character modulo q. Then
the function L(s,x) admits an analytic continuation to the half plane o > 0, and is analytic in this half
plane.

The proofs of these three theorems depend on the following two simple technical results. The first
of these is basically a result on partial summation.
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THEOREM 4L. Suppose that a(n) = O(1) for every n € N. For every x > 0, write

Suppose further that for o > 1, we have

F(s) = Z a(n)n™°.

n=1

Then for every X >0 and o > 1, we have

X
(7) Z aln)n™ =S(X)X° + s/1 S(z)x™"da.

n<X

Furthermore, for o > 1, we have

(8) F(s) = 5/1(><> S(z)z—"t da.

PROOF. To prove (7), simply note that

Z aln)n™® = S(X)X° = Z an)(n™® = X7%) = Z a(n)/ se— "z
n<X n<X n<X n
X X
=3 a(n) |z tde =s T
s [ [ Xatm do=s [ Sy

Also, (8) follows from (7) on letting X — co. O
The second technical result, standard in complex function theory, will be stated without proof.
THEOREM 4M. Suppose that the path T' is defined by w(t) = u(t) + iv(t), where u(t),v(t) € R for

every t € [0,1]. Suppose further that u'(t) and v'(t) are continuous on [0,1]. Let D be a domain in C.
For every s € D, let

F(s) = [ fsw)du,

where
o f(s,w) is continuous for every s € D and every w € T'; and
o for every w € T, the function f(s,w) is analytic in D.
Then F(s) is analytic in D.

PROOF OF THEOREM 4H. Let F(s) = ((s). In the notation of Theorem 4L, we have a(n) = 1 for
every n € N, so that S(z) = [z] for every x > 0. It follows from (8) that

o (o) o) 1 o
¢(s) = s/ [z]z™ 5 de = s/ = %dx — s/ {z}e*tde =1+ 1 s/ {z}z— " da.
1 1 1 §— 1

We shall show that the last term on the right hand side represents an analytic function for ¢ > 0. We
can write

/100{;6}95_5_1 dz = ni_o:an(s)7
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where for every n € N,

F,(s) = /:H{a:}:r_s_l dz.

It remains to show that (i) for every n € N, the function F,,(s) is analytic in C; and (ii) for every § > 0,
the series Y > | F,,(s) converges uniformly for o > §. To show (i), note that by a change of variable,

1 1
Fn(s)z/ t(n+t)_5_1dt:/ te~ (st log(n+t) q¢
0 0

and (i) follows from Theorem 4M. To show (ii), note that for o > J, we have

n+1
/ {x}r—*"td2| <

and (ii) follows from the Weierstrass M-test. O

[Fu(s)| =

PROOF OF THEOREM 4J. Suppose that ¢ > 1. Recall Theorem 4E, that

L) =< T (1- ).

plg

Clearly the right hand side is analytic for ¢ > 0 except for a simple pole at s = 1. Furthermore, at
s =1, the function ((s) has a simple pole with residue 1, while

()

plg

The result follows. O

The proof of Theorem 4K is left as an exercise.

4.6. Proof of Dirichlet’s Theorem
We now attempt to prove Theorem 4A. The result below will enable us to consider the analogue of (1).

THEOREM 4N. Suppose that o > 1. Then

yooler_ oy AW gy

pO' nD’

p=a (mod q) n=a (mod q)

PRrROOF. Note first of all that the sum on the left hand side does not exceed the first term on the right
hand side. On the other hand, we have

Aln lo lo
3 750)7 3 gp ZZ gp

n=a (mod q) p=a (mod gq) p m= 2
> logp logp > logn
zp: mZ:: zp: 5 < Z 1) O(1).

The result follows. O
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Combining Theorems 4N, 4C and 4F, we have

U A£Z)+0<1>=Z GG X Ao

p=a (mod gq) n=a (mod q) n=1 q x (mod q) X(a) "
1 x(n 1 1 L'(o,x)
=— Y Z o(l) = —— +0(1).
L
oa) | oot x@) i #a) o= x(a) Lioyx)
Suppose now that
1 L'(o,x)
(10) > —= =0(1) aso — 1+.
L
\ (o g X(@) L(o,x)
XFX0
Then combining (9) and (10), we have
logp 1 L'(o,x0) 1 1
=— +0(1)=——+0(1) 200 aso— 1+.
2 T T Ta@ Lo TOW T Giga—1 TOW

p=a (mod gq)

since the function L'(s,x0)/L(s, xo) has a simple pole at s = 1 with residue —1 by Theorem 4J. To
complete the proof of Dirichlet’s theorem, it remains to prove (10). Clearly (10) will follow if we can
show that for every non-principal Dirichlet character x (mod g), we have L(1,x) # 0. Here we need to
distinguish two cases, represented by the next two theorems.

THEOREM 4P. Suppose that ¢ € N and x is a non-real Dirichlet character modulo q. Then we have
L(1,x) #0.

ProOOF. For o > 1, we have, in view of Theorem 4G, that

IR TCRED DD ) SRUO MU

X (mod q) X (mod q¢) p m=1
=22 | X x| mTh = Z Z m~p~" > 0,
p m=1 \x (mod q)

pr=l (mod q)
where the change of order of summation is justified since
Z >3 Iy
(mod q) p m=1

is finite. It follows that

(11) II Zex|>1

x (mod q)

Suppose that x; is a non-real Dirichlet character modulo ¢, and L(1,x;) = 0. Then x1 # X1, and
L(1,x1) = L(1,x1) = 0 also. It follows that these two zeros more than cancel the simple pole of L(c, xo)
at o = 1, so that the product on the left hand side of (11) has a zero at o = 1. This gives a contradiction.

O

Clearly this approach does not work when y is real.
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THEOREM 4Q. Suppose that ¢ € N and x is a real, non-principal Dirichlet character modulo q.
Then we have L(1,x) # 0.

PRrROOF. Suppose that the result is false, so that there exists a real Dirichlet character x modulo ¢ such
that L(1,x) = 0. Then the function F(s) = ((s)L(s, x) is analytic for & > 0. Note that for o > 1, we
have

= fln~

where for every n € N,
fn) =" x(m).
m|n
Let the function ¢ : N — R be defined by

1 if n is a perfect square,
n ==
9(n) {0 otherwise.

We shall first of all show that for every n € N, we have

(12) f(n) = g(n).

Since x is totally multiplicative, it suffices to prove (12) when n = p*, where p is a prime and k € N.
Indeed, since x assumes only the values £1 and 0, we have

1 if x(p) =
P =14 x) + () -+ () =4 T ﬁﬁgz_lwdkmww
0 if x(p) = —1 and & is odd,

so that

. ky _ 1 if k is even,
f") 2 g(p") {0 if & is odd.

Suppose now that 0 < r < 3/2. Since F(s) is analytic for o > 0, we must have the Taylor expansion

> pW)
FE2-r)=>" @) (—7)

V!
v=0

Now by Theorem 3B, we have

F(” Zf (—logn)’n2.

It follows that for every v € NU {0}, we have, in view of (12),

F® (9 Y _
1/!( ) = Zf (logn)” > — Zg (logn)'n=2 = o Z(logkz)”(kz) 2
k=1
ad —2r)" b =2r)Y .,
(m)ij—bu0k4=ijr<“@>

k=1 k=1

by Theorem 3B. It follows that for 0 < r < 3/2, we have

23

=((4—2r).
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Now as r — 3/2—, we must therefore have F'(2 —r) — 4o00. This contradicts our assertion that F'(s) is
analytic for o > 0 and hence continuous at s = 1/2. O

PROBLEMS FOR CHAPTER 4

1. Suppose that ¢ € N, and that x is a non-principal character modulo gq.
(i) Show that for every X > 0, we have

(ii) Noting that the function

is constant between consecutive natural numbers, prove Theorem 4K.
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Chapter 5

THE PRIME NUMBER THEOREM

5.1. Some Preliminary Remarks

In this chapter, we give an analytic proof of the famous Prime number theorem, a result first obtained
in 1896 independently by Hadamard and de la Vallée Poussin.

THEOREM 5A. (PRIME NUMBER THEOREM) We have

m(X) ~ log X as X — o0.

As in our earlier study of the distribution of primes, we use the von Mangoldt function A. For every
X >0, let

P(X) =Y An).
n<X
THEOREM 5B. As X — oo, we have

X
log X~

P(X)~X if and only if  w(X)

Proor. Recall the proof of Theorem 2E due to Tchebycheff. We have

St X 1= X (o) || < nlx)log x.

lo
p<X l<k<lEX  p<X &P

1) w0 =3 Am) =3 logp=
n<X p,k
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On the other hand, for any o € (0,1), we have

(2)  $(X)> Y logp> Y logp> (w(X) —m(X))log(X*) = a(r(X) — n(X))log X.
p<X Xo<p<X

Combining (1) and (2), we have

7(X) (X)) _¢(X) m(X)
(3) aX/]ogXiaX/logXS X SX/logX'

Since a < 1, it follows from Tchebycheff’s theorem that

m(X?)
— X — o0.
X/log X 0 as

Suppose that 7(X) ~ X/log X as X — oo. Then

X)) w(x)
X/log X X/log X

—a as X — oo.

It follows that for any € > 0, the inequality

a76§@<1+e

holds for all large X. Since a < 1 is arbitrary, we must have

X
% —1 as X — oo.
Note next that the inequalities (3) can be rewritten as

$(X) _w(X)
X ~ X/logX

PX) | (XY
X X/logX

1
< -
«

Suppose that ¥(X) ~ X as X — oco. Then

LX)  w(X%) 1
a X +X/logX_>o¢ as X = oc.

It follows that for every € > 0, the inequality

|—e< m(X) <1—|—e
T X/logX T«

holds for all large X. Since a < 1 is arbitrary, we must have

m(X)

)1 as X -
X/logx =~ ®4T®

This completes the proof. ()
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5.2. A Smoothing Argument

To prove the Prime number theorem, it suffices to show that ¢¥/(X) ~ X as X — oo. However, a direct
discussion of (X)) introduces various tricky convergence problems. We therefore consider a smooth
average of the function 1. For X > 0, let

(4) Y1 (X) = /0 ¥(z) da.

THEOREM 5C. Suppose that 11(X) ~ $X? as X — oo. Then ¢(X) ~ X as X — 0.

PROOF. Suppose that 0 < o < 1 < . Since A(n) > 0 for every n € N, the function % is an increasing
function. Hence for every X > 0, we have

1 (BX) — i (X)
B-nx

BX

so that

B(X) _ i(BX) — h(X)
X - B-1)Xx2

()

On the other hand, for every X > 0, we have

1 X V1(X) — 1 (aX)
W) > g [ vty de = PUEIES)

so that

(6)

As X — oo, we have

VY1(BX) — 1(X) 1 1o 1 1
7 e~ 5 (2 5) =
and

G(X)—paX) 1 (1 1 ,\ 1
(8) LR £ Nla(§_§a)_§(a+1)

Since a and @ are arbitrary, we conclude, on combining (5)—(8), that ¥(X)/X ~1as X — oo. O
The rest of this chapter is concerned with establishing the following crucial result.

THEOREM 5D. We have

(X))~ L1X? as X — .
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5.3. A Contour Integral
The following result brings the Riemann zeta function ((s) into the argument.

THEOREM 5E. Suppose that X >0 and ¢ > 1. Then

1 c+ioco Xs-&-l CI(S)
—%/c—ioo s(s+1) ((s) >

Y1 (X) =
where the path of integration is the straight line o = c.
A crucial step in the proof of Theorem 5E is provided by the following auxiliary result.
THEOREM 5F. Suppose that Y > 0 and ¢ > 1. Then
. 0 if Y <1,
1 c+ioco Ys
2l c—ioo S(S+1) 17? 'lfYZ]-

PROOF. Note first of all that the integral is absolutely convergent, since

Ys# < Ye
s(s+ 1)~ |t]?
whenever 0 = c. Let T > 1, and write
1 c+iT Ys
IT = — ds.

C 27 Joir s(s41)

Suppose first of all that Y > 1. Consider the circular arc A= (¢, T) centred at s = 0 and passing
from ¢ —iT to ¢+ iT on the left of the line o = ¢, and let

1 Ys#
27‘(1 A_(C,T) S(S + 1)

Note that on A~ (¢, T'), we have [Y*| =Y? <Y€ since Y > 1; also we have |s| = R and |s+ 1| > R—1,
where R = (¢? + T?)'/? is the radius of A~ (¢, T). Tt follows that

C C

1
Jol<—— 2 9rR<
el s o g RS 7

—0 asT — oo.

By Cauchy’s residue theorem, we have

I Jr + Y 0)+ Y 1 Jr+1 1

= T S T — 1| = S—
r T T s(s+1)’ o s(s+1)’ T Y
The result for Y > 1 follows on letting 7" — oo.

Suppose now that ¥ < 1. Consider the circular arc A% (¢, T) centred at s = 0 and passing from
¢ —iT to ¢+ iT on the right of the line ¢ = ¢, and let

S 1 Y

= ds.
T 27T1 A+(C,T) S(S + 1)
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Note that on AT (c,T), we have |[Y¥| = Y7 < Y since Y < 1; also we have |s| = R and |s + 1] > R,
where R = (¢ 4+ T?)'/2 is the radius of A*(c, T). It follows that

1 Ye¢ Ye¢
|J}L|§%ﬁ2wR§T—>O as T — oo.

By Cauchy’s integral theorem, we have
Ir = Jj.
The result for Y < 1 follows on letting T' — oco. O
Proor oF THEOREM 5E. Note that for X > 1, we have
X b'e X
P1(X) :/ Y(z)dr = / Y(z)dx :/ Z A(n) | dz = Z (X —n)A(n),
0 1 1 n<x n<X
the last equality following from interchanging the order of integration and summation. Note also that

the above conclusion holds trivially if 0 < X < 1. It therefore follows from Theorem 5F that for every
X > 0, we have

. 9] n c+ioco n)s
R (o= X () e =15 [ G

where ¢ > 1. Since ¢ > 1, the order of summation and integration can be interchanged, as

i /c+ioo‘ A(n)(X/n)S’ as| < Xci A(n) /°° dt

s(s+1) ne J_o 2+t?

n=1"c¢—ico n=1

is finite. It follows that

MO0 X A L e
X 2mi)o i s(s+1)z ds = ds

n® _% c—ioco S(S+ 1) C(S)

n=1

as required. ()

5.4. The Riemann Zeta Function

Recall first of all Theorem 4L. In the case of the Riemann zeta function, equation (7) of Chapter 4
becomes

X

) S = / ]! do + [X]X
n<X 1

X b's

= s/ x °dx — 5/ {e}r*"tde 4+ X T - {X}X ¢
1 1

b's
=2 _ i -5 {x}dx—i— ! —{X.
s—1 (s—1)Xs1 ; astl Xs—b X

Letting X — oo, we deduce that

(10) )= S —s [T Ay,

s—1 1 ISJFl
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if 0 > 1. Recall also that (10) gives an analytic continuation of {(s) to o > 0, with s simple pole at
s = 1. We shall use these formulae to deduce important information about the order of magnitude of
|¢(s)] in the neighbourhood of the line o = 1 and to the left of it. Note that ((o + it) and ((o — it) are
complex conjugates, so it suffices to study ((s) on the upper half plane.

THEOREM 5G. For everyo > 1 andt > 2, we have
(i) [¢(s)] = Ollogt); and
(ii) ¢’ (s)] = O(log® ).

Suppose further that 0 < § < 1. Then for every o > § and t > 1, we have
(iii) (s)] = Os(t'~0).

PROOF. For o >0,t>1and X > 1, we have, by (9) and (10), that

(11) C(S) B Z % = (S _ 1SXS—1 - Xi—l + {)ii} 75/00 ;i}l

X
1 X <z
T + {Xs} - S/X i&+}1

It follows that

1 1 1 t 1
12 < < — 14+ — | —.
( ) ‘C(S)l —T;( +tXU 1 +Xo' +‘ ‘/ G’+1 _7;( +tX0' 1 +XU + ( +O'> Xe

Ifo>1,t>1and X > 1, then

1
SZE
n<X

1 14+1¢

t
—+ < —.
t 5t S (ogX +1) 43+

X

w|>—

Choosing X = t, we obtain
C(s)] < (logt +1) +4 = O(log ),
proving (i). On the other hand, if 0 > 4, t > 1 and X > 1, then it follows from (12) that

1 1 1 Xlqey xt'=9 3¢  x1-9 3t
< 1 2 < axr < Xl 5 .
|C(8)|n<gxn5+—tX6_l+< +5> X(; 7/ ,236 + 1 +6X§ = 1—6+ +5X5

Again choosing X = t, we obtain

1 3
(13) ool <6 ({214 3).

proving (iii). To deduce (ii), we may differentiate (11) with respect to s and proceed in a similar way.
Alternatively, suppose that sg = o + itg satisfies o9 > 1 and tg > 2. Let C be the circle with centre sq
and radius p < 1/2. Then Cauchy’s integral formula gives

1
Lo,
271 Jo (s — sp)?
where M = sup,c[¢(s)]. Note next that for every s € C, we clearly have 0 > 09 — p > 1 — p and
2t >t >tog— p > 1. It follows from (13), with § = 1 — p, that for every s € C, we must have

1 3 10t5
C(s)| < (2t ”< +1+—)§—°,
€< @ty (o +14 ) <=

M
S_a

|C/(50)| = P
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since p < 1/2 <1 — p < 1. It follows that

We now take p = (logto +2)~!. Then t§ = e?!°8t < e and so
1¢'(s0)] < 10e(log tg + 2)%.
(ii) now follows. O

THEOREM 5H. The function ((s) has no zeros on the line o = 1. Furthermore, there is a positive
constant A such that as t — oo, we have, for o > 1, that

1
—— =0 ((logt)1).
5= 0 (oz?)
PRrOOF. For every 6 € R, we clearly have
(14) 3+ 4cos6 + cos20 = 2(1 + cosh)?

On the other hand, it is easy to check that for ¢ > 1, we have

lOg C Z Z mpms ’

p m=1

(15) log |((o +it)| = Re (i cnn_”_it> Z enn” 7 cos(tlogn),

n=2
where
(16) o — { 1/m if n = p™, where p is prime and m € N,
" 0 otherwise.

Combining (14)—(16), we have
log |¢3(0)¢H (o 4 it)¢ (o + 2it)| = Z cnn” 7 (3 4 4cos(tlogn) 4 cos(2tlogn)) > 0.

It follows that for o > 1, we have

. 4
OO o+ 2] > L

(17) (o = 1)¢(o) —

Suppose that the point s = 1 4 it is a zero of ((s). Then since ((s) is analytic at the points s = 1 + it
and s = 14 2it and has a simple pole with residue 1 at s = 1, the left hand side of (17) must converge to
a finite limit as ¢ — 1+, contradicting the fact that the right hand side diverges to infinity as ¢ — 1+.
Hence s = 1 4 it cannot be a zero of {(s). To prove the second assertion, we may assume without loss
of generality that 1 < o < 2, since for ¢ > 2, we have

<H +p77) < (o) <¢(2).
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Suppose now that 1 < o <2 and ¢t > 2. Then by (17), we have
(0 =1)% < (o = 1)¢(0)PI¢(o +it)[*[¢(o + 2it)] < Ar]¢(o +it)|* log(2t)
by Theorem 5G(i), where A; is a positive absolute constant. Since log(2t) < 2logt, it follows that

(o —1)3/4

(18) |C(o +it)] > Ay(log )1/

where Ay is a positive absolute constant. Note that (18) holds also when o = 1. Suppose now that
l<np<2 If1<o<nandt>2 then it follows from Theorem 5G(ii) that

n
Clo+it) = Cn+it)] = | [ Co+it)da| < Aaln - Dlog*,
where Aj is a positive absolute constant. Combining this with (18), we have
(19) IC(o +it)| > [C(n +it)| — Az(n — 1) log*t > RURSRYiS — As(n—1)log*t
Z 6N 3N g = Ay (log £)1/1 3\n g 1.

On the other hand, if n < o < 2 and t > 2, then in view of (18), the inequality (19) must also hold. It
follows that inequality (19) holds if 1 <o <2, ¢ > 2 and 1 <7 < 2. We now choose 7 so that

(n—1)%*

Aaflog7s AT

in other words, we choose
n =1+ (24245) *(log1)~,
where ¢ > g, so that 7 < 2. Then
Gl +it)] > Az(n — 1) log”t = Ay(logt) ™"

for1<o<2andt>ty. O

5.5. Completion of the Proof

We are now ready to complete the proof of Theorem 5D. By Theorem 5E, we have

(20) ¢1(X) — L /C+ioo G(S)Xs—l dS,

X2 2mi

where ¢ > 1 and X > 0, and where

L1 1
O =G - e Oy

By Theorems 4H, 5G and 5H, we know that G(s) is analytic for o > 1, except at s = 1, and that for
some positive absolute constant A, we have

(21) G(s) = O (|t|~*(log¢])*(log [t))*) < [t~/
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for all [t| > tp. Let € > 0 be given. We now consider a contour made up of the straight line segments

Ly =[1—iU,1 —iT],
Ly =1 —iT,a —iT],
L3 =[a—iT,a +iT],
Ly = la+iT, 14117,
Ls = [l +iT, 1 +iU],

where T' = T'(¢) > max{to, 2}, a = a(T) = a(e) € (0,1) and U are chosen to satisfy the following three
conditions:

(i) We have

/ G(1+ i) dt < e.
T

(ii) The rectangle [, 1] x [T, T] contains no zeros of ((s). Note that this is possible since ((s)
has no zeros on the line ¢ = 1 and, as an analytic function, has at most a finite number of zeros in the
region [1/2,1) x [-T,T].

(iii) We have U > T.

Furthermore, define the straight line segments

Ml = [C—iU,l—iU},
My = [1+1iU,c+iU].

1+iU—  chiu

Ls

a+iT—>L4—1+iT

L3

o—iT— 17

Ly
1-iU A c—iU
By Cauchy’s residue theorem, we have

1 c+iU . 1 2 L
22 — G(s)X* "ds=— G(s)X*7d
(22) omi ), G * 7 o Z/M () y

j=1 J
138

—1 -1

+ 3 ;/L] G(s)X° " ds+res(G(s)X°7 7, 1),
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where, for every X > 1, we have

(23) res(G(s)X*7',1) = 1.
Now
(24) G(s)X 1 ds| = / G(s)X*~1ds| < / G(1+it)|dt < e.
Ly Ls T
On the other hand,
1 1 '
25 G(s)X°™ ds:/GsXS* ds §M/ X ldo <
(25) [ ) [ ) [ e
and
(26) G(s)X*tds| <2TM X
L3
where
(27) M=M(a,T)=M()= sup |G(s).
LoUL3ULy
Furthermore, by (21), we have, for j = 1,2,
1 ¢ 3/2 1 Xt 3/2
28 GsXs_dsg/ Ul™/*X°"do < ——|U|°/~.
(28) [, o) o1 L

Combining (22)—(28), we have

1 [etiv 1| e M T™ X YU
— G(s)Xtds— =| < = )
27i /c_iU () ST % + mlog X + rX1-a * mlog X
On letting U — oo, we have
W) 1| e M TM
X2 2 m  mwlogX wX1l-«o
It then follows that
) P (X) 1 €
1 — =< -
Xoeo| X2 2|77

Note finally that € > 0 is arbitrary, and the left hand side is independent of €. It follows that

.o(X) 1
W SE T g

This completes the proof of Theorem 5D.
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Chapter 6

THE RIEMANN ZETA FUNCTION

6.1. Riemann’s Memoir
In Riemann’s only paper on number theory, published in 1860, he proved the following result.

THEOREM 6A. (RIEMANN) The function ((s) can be continued analytically over the whole com-
plex plane C, and satisfies the functional equation

) w2 (3) ots) = w0r (L5 ) -,

where T' denotes the gamma function. In particular, the function ((s) is analytic everywhere, except for
a simple pole at s = 1 with residue 1.

Note that the functional equation (1) enables properties of ((s) for ¢ < 0 to be inferred from
properties of ((s) for o > 1.

REMARKS. (i) As can be observed from the functional equation (1), the study of the Riemann zeta
function depends intimately on properties of the gamma function. The latter is usually defined by the
Euler integral

I'(s) :/ e ftsT 1 dt,
0

valid whenever Res > 0, and satisfies I'(s + 1) = sI'(s). The Weierstrass formula

1 b s
_ a7 1 _) —s/n
sT'(s) ¢ };[1 ( + n)S




62 __ W WL Chen : Distribution of Prime Numbers

where v is Euler’s constant, extends the gamma function to the whole complex plane C. It is then easy
to see that I'(s) has no zeros, but has simple poles at s =0,—1,-2,....

(ii) The formulas

1—
r (%) = 725175 (s)T ( 5 S) cos ?

and

r (1 . s> — w31 - )T (2) cos @

are particularly useful in the study of {(s), as we shall see later in the proof of Theorem 6V.
(iii) Stirling’s asymptotic formula

log 27

1
logT'(s) = <s - 5) logs— s+ +0(|s|™") as|s| — oo

is valid in any angle —7 + 6 < args < m — § for any fixed § > 0. The same condition gives the estimate

_ -1
T(s) =logs+O(|s|7") as|s| — oco.

(iv) The interested reader may refer to Chapters 12 and 13 in the volume Modern Analysis by
Whittaker and Watson for detailed proofs of the above.

In view of Remark (i) above, the only zeros of {(s) for ¢ < 0 are at the poles of I'(s/2); in other
words, at the points s = —2, —4, —6, . ... These are called the trivial zeros of {(s).

The part of the plane with 0 < ¢ <1 is called the critical strip.
Riemann’s paper is particularly remarkable for the conjectures it contains. While most of these
conjectures have been proved, the famous Riemann hypothesis has so far resisted all attempts to prove

or disprove it.

THEOREM 6B. (HADAMARD 1893) The function ((s) has infinitely many zeros in the critical
strip.

It is easy to see that the zeros of ((s) in the critical strip are placed symmetrically with respect to
the line t = 0 as well as with respect to the line o = 1/2, the latter observation being a consequence of

the functional equation (1).

THEOREM 6C. (HADAMARD 1893) The entire function
1 s
= — — 78/2 —
@ £(s) = 5t~ Dr20 (2) (0

has the product representation

®) §(s) = AP ] (1 - f) ol

where A and B are constants and where p runs over all the zeros of the function ((s) in the critical
strip.
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We comment here that the product representation (3) plays an important role in the first proof of
the Prime number theorem.

THEOREM 6D. (VON MANGOLDT 1905) Let N(T) denote the number of zeros p = 8+ iy of
the function ((s) in the critical strip with 0 <y <T. Then

T T T
= —log — — — logT).
2 8 21 27T+O( 8 )

(4) N(T)

The most remarkable of Riemann’s conjectures is an explicit formula for the difference m(X)—1i(X),
containing a term which is a sum over the zeros of {(s) in the critical strip. This shows that the zeros of
¢(s) plays a crucial role in the study of the distribution of primes. Here we state a result closely related
to this formula.

THEOREM 6E. (VON MANGOLDT 1895) Let

P(X)= An)  and  Po(X) = :

n<X

Then

%(X)—X=—Z£—®—%log(1—%>,

where the terms in the sum arising from complex conjugates are taken together.

However, there remains one of Riemann’s conjectures which is still unsolved today. The open
question below is arguably the most famous unsolved problem in the whole of mathematics.

CONJECTURE. (RIEMANN HYPOTHESIS) The zeros of the function ((s) in the critical strip
all lie on the line o0 = 1/2.

We shall nevertheless establish the following rather weak partial result which gives a zero-free region
for ((s). This will be sufficient to give another proof of the Prime number theorem, via the explicit
formula given in Theorem 6E.

THEOREM 6F. (DE LA VALLEE-POUSSIN 1899) There exists an absolute constant ¢ > 0 such
that the function ((s) has no zeros in the region

021—L and t> 2.
logt

6.2. Riemann’s Proof of the Functional Equation

Suppose that o > 0. Writing ¢t = n?mx, we have

S ° e 2

T (_) — / 253/2—16—15 dt = (n2ﬂ.)s/2/ ms/Z—le—n T dx,
2 0 0

so that

w_s/21“ (%) n=s = /OO xs/Z—le—nzwx d.
0
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It follows that for o > 1, we have

. S > o0 . 2 > . > 2
W—a/QF (5) C(S) — Z/ (Eb/Q_le_n T |y = / xs/Q—l Ze—n T d.’IJ,
n=170 0 n=1

where the change of order of summation and integration is justified by the convergence of

el oo
2
E / xa/Zflefn ™ qo.
n=170

Now write

w(z) = Z e T

n=1

Then for o > 1, we have

®) e (3) e = [ttt [ remay

/ xs/2_1w(x)dm—|—/ 732 (27 ) da.
1 1

We shall show that for every x > 0, the function

O(z) = Z e ] 4 2w(x)

n=—oo

satisfies the functional equation 6(x~!) = x/20(x) which can be written in the form

el 9]
(6) Z e_”Qﬂ'/m:xl/? Z e—n27rz.

n=-—oo n=—o0

It then follows that
2w(z™) =0z —1=2'20(x) =1 = —1 + 2"/? + 227 %w(z),

so that for o > 1, we have

(7) / a2 () de = / g8/t (—% + %551/2 + xl/zw($)> dz
1

1
1 (oo}
+ / 7327120 (2) da.
1

s(s—1)

It follows on combining (5) and (7) that for o > 1, we have

(8) n%/°T (g) ¢(s) = s(sl— 0 + /100 <xs/271 Jr:c*s/z*l/z) w(x)dx.

Note now that the integral on the right hand side of (8) converges absolutely for any s, and uniformly
in any bounded part of the plane, since w(z) = O(e™™*) as x — +oo. Hence the integral represents an
entire function of s, and the formula gives the analytic continuation of {(s) over the whole plane. Note
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also that the right hand side of (8) remains unchanged when s is replaced by 1 — s, so that the functional
equation (1) follows immediately. Finally, note that the function

(5) = (s — Vx T () ¢(s)

is analytic everywhere. Since sI'(s/2) has no zeros, the only possible pole of {(s) is at s = 1, and we
have already shown earlier that ((s) has a simple pole at s = 1 with residue 1.

It remains to establish the functional equation (6) for every = > 0. The starting point is the Poisson
summation formula, that under certain conditions on a function f(t), we have

! © B ori
(9) f(n) = f(t)e*™ dt,
AgzngB V—ZOO/A

where Y’ denotes that the terms in the sum corresponding to n = A and n = B are 1 f(A) and 1 f(B)
respectively. Using (9) with A= —N, B= N and f(¢) = e’tQ’T/m, we have

N
/

) N
Z onT/z _ Z / ot/ 2mivt gy
n=—N v=—00 -N
Letting N — o0, we obtain

(10) i e—n27r/;v — i /00 e—t27r/we2ﬂ'il/t dt.

n=—oo v=—00

This is justified by noting that

—N 9] 9]
/ +/ et/ Te2mivt gy 2/ et/ cos(2mvt) dt,
—o0 N N

and that

> —t’r/x
Z/ e cos(2nvt)dt| - 0 as N — oo.
v#0 N

Writing ¢ = zu and using (10), we have

> 2 > & 2 > > 2 2
(11) e " /T _ T / e U Tr:ceZWiuxu du =2 / e—(u—ii/) TE—VITE Q0
> > [ > [

n=-—00 v=—00 v=—00
St o)
—2rx —(u—iv)?nzx
=z E e e du.
v=—00 -0

Note now that the function e=*°™ is an entire function of the complex variable z. It follows from
Cauchy’s integral theorem that

o0 2 e 2

(12) / e—(u—w) LE Py / e W T qqy = A.T_l/g,
—o0 —o0

where

(13) A= / VT dy = 1.
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The functional equation (6) now follows on combining (11)—(13), and the proof of Theorem 6A is now
complete.

6.3. Entire Functions

In this section, we shall prove some technical results on entire functions for use later in the proof of
Theorems 6B and 6C.

An entire function f(s) is said to be of order 1 if
(14) f(s) = O, (e‘slw) as |s| — oo
holds for every o > 1 and fails for every a < 1.

Suppose that the entire function h(s) has no zeros on the plane. Then the function g(s) = log h(s)
can be defined as a single valued function and is also entire. Suppose that

(15) h(s) = Oq (els‘a> as |s| — oo
holds for every o > 1. Then
Reg(Re'?) = log|h(Re'?)| = O,(R*) as R — oo

holds for every o > 1. Without loss of generality, we may suppose that g(0) = 0. Then we can write
o0
Re‘e Z ay + iby) Rk k0 where ay, by € R,
k=1

so that

PReg(Re'?) = Z apR* cos kO — Z b R sin k6.
k=1 k=1

Note now that for every k,n € N, we have

I T ifk=n
/0 cosk@cosn@d&{o if & £ n,

and
27
/ sin kB cosnf df = 0.
0
It follows that
27 .
/ (Reg(Re'?)) cosnf df = ma, R",
0
so that

27
rlan|R" g/ [Reg(Re®)| 46 = O (R®)
0
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holds for all sufficiently large R and every a > 1. On letting R — oo, we see that a,, = 0 for every n > 1.
A similar argument using the function sinnf instead of the function cosnf gives b,, = 0 for every n > 1.
We have therefore proved the following result.

THEOREM 6G. Suppose that the entire function h(s) has no zeros on the complex plane C, and that
(15) holds for every a > 1. Then h(s) = eA*B% where A and B are constants.

REMARK. In the preceding argument, note that it is enough to assume that the estimates for h(s) hold
for a sequence of values R with limit infinity.

Our next task is to study the distribution of the zeros of an entire function. The first step in this
direction is summarized by the result below.

THEOREM 6H. (JENSEN’S FORMULA) Suppose that an entire function f(s) satisfies f(0) # 0.
Suppose further that si,...,s, are the zeros of f(s) in |s| < R, counted with multiplicities, and that
there are no zeros of f(s) on |s| = R. Then

n

27
(16) 3= | sl 00 —tog | (0)] = log .

[s1...8n]

ProOOF. We may clearly write

f(s)=(s—s1)...(5 = sn)k(s),

where k(s) is analytic and has no zeros in |s| < R, so that log k(s) is analytic in |s| < R. Tt follows from
Gauss’s mean value theorem that

2m

1 .

— log k(Re'?) d = log k(0).

2 Jo
Taking real parts, we obtain

1 [ :
(17) Py / log |k(Re'?)| df = log |k(0)| = log | f(0)| — log|s1 . .. $n].
0

Unfortunately, for every j = 1,...,n, we cannot apply a similar argument to log|s — s/, since the

function s — s; has a zero at s;. Note, however, that the function

2 o
R* —3js

has no zeros in |s| < R and satisfies

on the circle |s| = R, so that

R2 _ S—jReiQ

dé.
R

1 27 " 1 27
1 — [ 1 0 _sdg=— [ 1
(18) o / o5 | Rel® — 5,6 = 5 / og

Clearly the function



6-8 ___ W WL Chen : Distribution of Prime Numbers

is analytic in |s| < R. Applying Gauss’s mean value theorem over the circle |s| = R on this function and
taking real parts, we conclude that the right hand side of (18) is equal to log R. Finally, note that

log |/ (Re'”)| = log | Re'” — ;| + log [k(Re™"),
j=1

so that

1 27 .
2—/ log | F(Re!?)[ 6 = nlog R + log | £(0)] — log|s1 .. . snl.
™ Jo

This completes the proof. ()

REMARKS. (i) It is important to point out that Jensen’s formula was in fact only discovered after
Hadamard’s work in connection with Theorems 6B and 6C.

(ii) Gauss’s mean value theorem states that the value of an analytic function at the centre of a circle
is equal to the arithmetic mean of its values on the circle. In particular, if the function F(s) is analytic
for |s| < Ry, then for every R < Ry, we have

1

F(0) = o /O% F(Re'%) d6.

A simple consequence of Jensen’s formula is the following result on the zeros of entire functions.
THEOREM 6J. Suppose that f(s) is an entire function satisfying f(0) # 0, and that (14) holds for

every a > 1. Suppose further that s1,s2,583,... are the zeros of f(s), counted with multiplicities and
where |s1]| < |sa2| < s3] < .... Then for every a > 1, the series

[e%S)
> lsnl™
n=1

18 convergent.

PROOF. Note that the right hand side of (16) is equal to

R
/ r_ln(r) dr,
0

where, for every non-negative r < R, n(r) denotes the number of zeros of f(s) in |s| < r. To see this,
note that

R n—1
/ rin(r)dr =
0

—1 plsital R
Z/ r_ljdr+/ r indr
‘Sj‘ [sn]

j=1
n—1

= j(log|s; 1| —log|s;|) + n(log R — log|s|)
j=1

=nlogR —log|s1| — ... —log|sn|.

For every o > 1, write o* = (a4 1)/2, so that 1 < o* < a. Then

log | f(Re”)| = On(R*") as R — oo,
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so that by Jensen’s formula, we have
R * *
/ r~in(r)dr = On(R™ ) —log|f(0)| = On(R*) as R — oo.
0

On the other hand, note that

2R 2R
/ rtn(r)dr > n(R)/ r~tdr = n(R)log 2.
R

It follows that
n(R) = O,(R*") as R — oc.

Hence

Z ||~ = / r=%dn(r) = a/ r=* In(r)dr < co.
- 0 0

This completes the proof. ()

Suppose now that f(s) is an entire function satisfying f(0) # 0, and that (14) holds for every
a > 1. Suppose further that s, s2, s3,... are the zeros of f(s), counted with multiplicities and where
[s1] <|s2] < |[s3]| < .... Then for every € > 0, the series

oo
2 sl ™
n=1

converges, so that the series

[
> lsal™?
n=1

converges, and so the product

s s
19 P(s) = 1— — e/
(19) ©-1I (1-2)e

converges absolutely for every s € C, and uniformly in any bounded domain not containing any zeros of
f(s). It follows that P(s) is an entire function, with zeros at s, sz, s3, . ... Now write

(20) f(s) = P(s)h(s),

where h(s) is an entire function without zeros. If (15) holds for every a > 1, then h(s) = eAT5% where
A and B are constants, and so

(21) F(s) = eATBs ﬁ (1 _ i) o8/ 5n

THEOREM 6K. Under the hypotheses of Theorem 6J, the inequality (15) holds for every a > 1,
where the function h(s) is defined by (19) and (20). In particular, the function f(s) can be expressed in
the form (21), where A and B are constants.
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PROOF. To show that the inequality (15) holds for every o > 1, it clearly suffices, in view of (14) and
(20), to establish a suitable lower bound for |P(s)|. Since the series

[eS)
> sl
n=1

is convergent, the set
o0
§= U (Isn] — ‘5n|727 |$n| + ‘5n|72)
n=1

has finite total length. It follows that there exist arbitrarily large positive real numbers R such that
R & S. 1t is easy to see that for any such real number R ¢ S, we have
(22) IR — |sp|| > |sn|? for every n € N.

The idea now is to split up the product P(s) into three products according to the size of n € N relative
to R. More precisely, for any such R ¢ S, write

(23) P(s) = Pi(s)Pa(s)Ps(s),
where for every 7 = 1,2, 3, we have
P =TI (1-2) e
(24.5)

where the products are taken over all n € N satisfying

R

(24.1) [sal < 5
R

(24.2) 5 Slsnl <2R,

(24.3) |sn| > 2R,

respectively. Let € > 0 be chosen and fixed.

Suppose first of all that (24.1) holds. Then on |s| = R, we have

(-2)el=(
Sn

Sl < () Xl
n=1

(24.1)

S

Sn

- n —R/|sn
_1)e ol/Isnl 5 g=R/lsn]

and so it follows from

(25) 1Pi(s)] >ce B as R — 0.

Suppose next that (24.2) holds. Then on |s| = R, we have

o-3)e
Sn

S |En =8| gtotrtont o lsnl =Bl 2 ps

Sn
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in view of (22). Note that there are at most O (R'*) values of n for which (24.2) holds. Hence on
|s| = R, we have

(26) IPy(s)] > (RTHF T > e B as R — o

Suppose finally that (24.3) holds. Then on |s| = R, we have

S
2 1— e/
&) ‘( 3n>e

for some positive constant ¢ (see the Remark below), and so it follows from

Z |5n|72 < (2R)71+6 i |5n|717E
n=1

(24.3)

> efc(R/lsnl)2

_Rplt2e

(28) |P5(s)| >ce as R — oo.

It now follows from (23), (25), (26) and (28) that on |s| = R, we have
(29) |P(s)] e ™" as R— oo,

The result then follows on combining (20) and (29), and noting that the inequality (14) holds for oo = 1+-e.
O

REMARK. Note that the inequality (27) is of the form

(30) (1 = 2)e?| > e~

where |z| < 1/2. Write z = = + iy, where 2,y € R. Then (30) will follow if we show that
(1— x)zem S 6726:52

whenever |z| < 1/2. This last inequality can easily be established by using the theory of real valued
functions of a real variable.

Finally, we make the following simple observation.

THEOREM 6L. Under the hypotheses of Theorem 6J, suppose further that the series

[eS)
> lsal ™!
n=1

is convergent. Then there exists a positive constant ¢ such that

f(s) =0(e) as |s| — .

PROOF. This follows from (21) and the inequality |(1 — 2z)e?| < e2/#| which holds for every z € C. O
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6.4. Zeros of the Zeta Function
Recall that the function £(s), defined by (2), is an entire function, and that £(0) # 0. Note also that the

zeros of £(s) are precisely the zeros of ((s) in the critical strip. In order to establish Theorem 6C, we
shall use Theorem 6K. We therefore first need to show that for every a > 1, we have

&(s) = O, (e‘sla) as |s| — oo.
We shall in fact prove the following stronger result.
THEOREM 6M. There exists a positive constant ¢ such that
(31) €(s)| < eclslloslsl g |s| — oo,
Furthermore, for any positive constant c, the inequality
(32) 1€(s)] < el as |s| — oo
does not hold.

PROOF. Since £(s) = £(1 —s) for every s € C, it suffices to prove the inequality (31) for o > 1/2. First
of all, there exists a positive constant c¢; such that

1
’58(8 — )72 < erlsl,

Next, Stirling’s formula

s s 1 s s 1
1 F(—): ——-)log=— =+ =log2 -1
ogT' (5 (2 2) 0g 5 2+2 og2m+ O(|s| ™)

as |s| — oo is valid in the angle —7w/2 < args < m/2, and so there exists a positive constant ¢y such that
‘p (f)‘ < ec2lsllog s|
2

Finally, note that the formula

¢(s) = il - s/1 {}z™*"da

S

is valid for o > 0, and the integral is bounded for o > 1/2, so that there exists a positive constant c3
such that

¢(s)] < csls].

This proves (31). On the other hand, note that as s — +oo through real values, we have
S S
logT’ (5) ~ =log = and ¢(s) — 1,
so that (32) does not hold. O

To complete the proof of Theorems 6B and 6C, note that by Theorem 6L, the series

> o™
p
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is divergent, where p denotes the zeros of £(s) and so the zeros of ((s) in the critical strip. Theorem 6B
follows immediately. Theorem 6C now follows from Theorems 6K and 6M.

6.5. An Important Formula

It follows from (3) that
s s
logé(s)= A+ Bs+ E (— + log (1 — —)) )
p p
p

Differentiating with respect to s, we obtain

(33) g((ss)) =B+ zp: (1 T ) .

ps—p
On the other hand, it follows from (2) and sI'(s) = I'(s + 1) that
s s
log&(s) =log(s — 1) — B logm 4 log I’ (5 + 1) +log {(s).

Differentiating with respect to s, we obtain

&' (s) 1 1 15 +1)  ¢'(s)
4 - S| - .
(34 ) s 1 2 BTTRTE ) T
Combining (33) and (34), we obtain the following result.
THEOREM 6N. We have
¢'(s) 11 1T/(5+1) 11
(35) ¢(s) s—1 1 g°8" 2F(§+1)+; ers—p ’

where B is a constant and where p denotes the zeros of the function ((s) in the critical strip.

The formula (35) clearly exhibits the pole of ((s) at s =1 and the zeros p in the critical strip. On
the other hand, the trivial zeros are exhibited by the term

UG+
2T(5+1)

To see this last point, we start from the Weierstrass formula

1 1 - s
— — a8 1 _) —s/n
T(s+1) sI'(s) ¢ H ( + n)© ’

n=1

where 7 is Euler’s constant. This gives

1 i s
— aY8/2 (1 _) 75/2n'
rG+1) © Bl to,)°

Taking logarithms, we obtain

~togr (5 41) :;W+§j<l@g(l+%)_%).

n=1
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Differentiating with respect to s, we obtain

1rE+1) 1 > 1 1
S o ()
2I(3+1) 2 s+2n  2n

6.6. A Zero-Free Region

Recall Theorem 5H, where we show that the function ((s) has no zeros on the line ¢ = 1 by using the
function log ¢(s) together with the observation that

3+ 4cos + cos20 = 2(1 + cos0)? > 0.

Here it is more convenient to work with the logarithmic derivative (’(s)/{(s), since its only poles for
o >0 are at s = 1 and the zeros of ((s) in the critical strip. Starting from the Dirichlet series

) _ A
(s) =
valid for o > 1, we immediately deduce that

e ( i((f))) - i i

cos(tlogn).

It follows that for every o > 1,

2 ') e (o) e (e ) ¢

The simple pole of {(s) at s = 1 leads to a simple pole of —(’(s)/((s) there with residue 1. Hence
there exists a positive absolute constant A; such that

¢'(o) 1
¢(o) -

(37) - +4, ifl<o<2

On the other hand, it is well known that there exists a positive absolute constant As such that the
gamma function I'(s) satisfies the inequality

1 g t .
QF(S 1) 2 108 = fl

It follows from the identity (35) that there exists a positive absolute constant Az such that

) ot )
38 i)‘ie(— < Aszlogt — Re | -+ —— ifl<o<2andt>2.
(38) ¢(s) ’ Xp: p o s—p

Suppose that p = § + iy, where 8,7 € R, is a zero of the function {(s) in the critical strip. Then
0 < 8 < 1, and since o > 1, we have

1 1 -
Bele P o0 and et = 70
p el s=p [s—pl

> 0.
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This means that the inequality (38) remains valid if we omit any term from the sum on the right hand
side. In particular, when s = o + 2it, we have the inequality

¢'(o + 2it) )
Re | —————"+F Aszlog(2t) < Aglogt if 1 <2andt>2
(39) e( o+ 2i0) < Aslog(2t) < Aglogt ifl<o<2andt>2,
where A4 is a positive absolute constant.

Suppose now that ¢ > 2 is fixed and there exists a real number 3 such that p = 3 + it is a zero of
the function ((s) in the critical strip. Then removing all but one term from the sum on the right hand
side of (38), we have

¢'(o+1it) 1
(40) %e(_qa+u) (0 +it) — (B +it)
Combining (36), (37), (39) and (40), we obtain

1
><A310gt—9%e :Aglogt——ﬁ ifl<o<2.
o —

0< i'|‘3A1-|-(4143—|—A4)10g15— i ifl<o<2.
o—1 o—p
In other words, there exists a positive absolute constant As such that
4
o—p
Let 0 = 1+ §/logt, where 6 > 0 will be chosen later, sufficiently small to guarantee that 1 < o < 2.
Then elementary calculation gives the inequality

<L+A510gt ifl<o<2.
oc—1

(1 — Asd
g O1=450)
(3 + As0)logt
We now choose ¢ in terms of A5 to conclude that there exists a positive absolute constant ¢ such that
c
41 <l——--.
(41) B o1

In conclusion, we have shown that if ¢ > 2 and 8 + it is a zero of the function ((s) in the critical strip,
then the inequality (41) must hold. Theorem 6F follows immediately.

6.7. Counting Zeros in the Critical Strip

The starting point of our discussion is based on the Argument principle. Suppose that the function F(s)
is analytic, apart from a finite number of poles, in the closure of a domain D bounded by a simple closed
positively oriented Jordan curve C. Suppose further that F'(s) has no zeros or poles on C. Then

1 F'(s)
represents the total number of zeros of F(s) in D minus the total number of poles of F(s) in D, counted
with multiplicities. Here A¢ arg F'(s) denotes the change of argument of the function F'(s) along C.

1
s = %Ac arg F'(s)

It is convenient to use the function £(s), since it is entire and its zeros are precisely the zeros of {(s)
in the critical strip. To calculate N(T'), it is convenient to take the domain (—1,2) x (0,7T), so that C
is the rectangular path passing through the vertices

2, 24iT, —1+iT, -1

in the anticlockwise direction. If no zeros of {(s) has imaginary part T, then

1)
NI =55 ) ets)

1
ds = %Ac arg&(s).

Let us now divide C into the following parts. First, let L; denote the line segment from —1 to 2.
Next, let Lo denote the line segment from 2 to 2417, followed by the line segment from 2 +i7" to % +iT.
Finally, let L3 denote the line segment from % +iT to —1+iT, followed by the line segment from —1+iT’
to —1.
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Since £(s) is real and non-zero on Ly, clearly Ar, argé(s) = 0. On the other hand,
E(o+it) =&l —0—it) =&(1 — o +it),

so that Ay, arg&(s) = Ap, arg&(s). If we write L = Lo, so that L denotes the line segment from 2 to
2 4+ 1T, followed by the line segment from 2 4 iT" to % +iT', then

(42) 7N(T) = Ay arg&(s).
Recall that
£(s) = (s — 1)n—>/2T (g + 1) ¢(s).

It follows that

(43) Apargé(s) = Aparg(s — 1) + Apargn /2 + ApargT (% + 1) + Aparg((s).
Clearly
1 . 1 1
(44) Aparg(s—1) =arg ~3 +iT' ) = ot oT™)
and
—s/2 1 1
(45) Apargm =ApL —§tlog7r :—§Tlog7r.

On the other hand,
s 5 1.
ApargD (5 + 1) = JmlogT’ (Z + §1T) .
By Stirling’s formula,

5 1 3 1 5 1 5 1 1
logT’ (Z + —iT) = (— + —iT) log (— + —iT) — = — T+ Zlogm +O(T™),

2 4 2 4 2 4 2 2
so that
S T T 3 T
4 A IM(z+1)==log=+-m— = 7.
(46) Larg (2—|— ) 5 og2+87r 24—0( )
Combining (42)—(46), we have
1 T 3 1
N(T)—E—%logw—i-?logg-l—g—2—+S(T)+O(T )
T T T 7
=_—log— — — + = T !
2710857 ~ 37 g TIMFOTT,

where

7S(T) = Ap arg ((s).

To prove Theorem 6D, it suffices to prove the following result.

THEOREM 6P. We have S(T) = O(logT) as T — oc.
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Note first of all that arg ((2) = 0. On the other hand,

Img¢ (8))
Re((s)

arg ((s) = tan™? (
and Re((s) # 0 on the line o = 2. It follows that
|arg ((2 +1T)| < g,

and so Ajgaqiryarg((s) = O(1). Hence we may assume, without loss of generality, that L is the line
segment from 2 + 1T to % +iT. We shall give two proofs, the first of which uses Jensen’s formula.

Suppose that Pe((s) vanishes ¢ times on the line segment from 2 + iT to % +1iT". Then this line
segment can be divided into ¢ + 1 parts, where in each subinterval, PRe((s) may vanish only at one or

both of the endpoints and has constant sign strictly in between, so that the variation of arg {(s) in each
such subinterval does not exceed m. It follows that

1
(47) S(T) < (g+ 1)m+ 5T
To prove our result, it remains to find a suitable bound for ¢q. For s = o +iT', we have
1
Re((s) = 5(((0 +iT) + ((o —1iT)).

Let T be fixed, and consider the function

1 . .
Fr(s) = 5(C(s +3T) + (s — 7))
(note that we no longer insist that s = o +iT"). Then ¢ is the number of zeros of fr(s) on the line

segment from 1/2 to 2, and so is bounded above by the number of zeros of fr(s) in the disc |s—2| < 3/2.
In other words,

(48) g<n (;) ,

where, for every r > 0, n(r) denotes the number of zeros of fr(s) in the disc |s — 2| < r. By Jensen’s
formula and noting that we may assume that ¢ (% +1iT) # 0, we have

7/4n(r) 1 [ 7.
4 — - 1 2 Lo
(49) [ 0= o o] (24 1)

On the other hand,

7/4 7/4 7/4
(50) / _n(r) dr > / _n(r) dr >n (§> / 1d7" =n <§> log Z
0 r 3/2 r 2 32 T 2 6

Observe that

d6 —log [ fr(2)]

(2] = |36(2-+1T) + 2 = iT) | = ez + 17

— 1 — 1 7w’
Re|D o || 21— m=2-5 >0

n=1

so that

(51) —log|fr(2)] = O(1).
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Finally, recall that |¢(s)| < T%/* for every o > 1/4. Tt follows that for every @ € [0, 27|, we have

. 1 . .
o< o) ) <

(52) log

so that

7.
fr <2 + Ze19>‘ < logT.
Combining (49)—(52), we conclude that

3
(53) n (5) <L logT.
Theorem 6P now follows on combining (47), (48) and (53).

The starting point of our second proof of Theorem 6P is the observation that

2HiT /
¢(s)
A i ovim arg (s :/ Jm ds,
[ HiT 24iT] gC(s) i (s)

since arg ((s) = Jmlog((s). We therefore need to study the logarithmic derivative of ((s) on the line
segment between % +1iT and 2 4 iT’, and show that

+iT ¢(s)

This approach has the added bonus of providing some intermediate results which are useful in the
deduction of the asymptotic formula given in Theorem 6E. Recall the inequality (38). If we write
s =24 1iT, where T' > 2, then

2+ iT)) (1 1 )
Re | ———~ | < AzlogT — Re| -+ ———+1—7—7F |,
< ¢(2+1T) 3708 ; p 2+iT—p
where Ajs is a positive absolute constant. Clearly

¢2+iT)) _ - Aln) _ oS logn) _
Re <m) = Z - cos(Tlogn) = O (Z 2 > = 0O(1),

n=1

24iT !
/ 3 45 = O(1og ).

with the immediate consequence that

1 1
;9{8 (; + m) = O(lOgT)

Writing p = § + i7y, where 3,7 € R, we see that

1 B 2-3 1
T, T oA T —F AT (T

%el >0 and
p

We have proved the following result.

THEOREM 6Q. For all sufficiently large positive real numbers T, we have
S~ OfleeT),
T (T~ )2

where p denotes the zeros of the function ((s) in the critical strip.
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This has two immediate consequences. Their proofs are left as exercises.

THEOREM 6R. For all sufficiently large positive real numbers T, the number of zeros of the function
¢(s) in the critical strip with |y —T| < 1 is O(logT).

THEOREM 6S. For all sufficiently large positive real numbers T, we have

1
——— = 0(logT),
[v=T|>1

where p denotes the zeros of the function ((s) in the critical strip.

The crucial estimate is given by the following result. The range for ¢ is greater than for our present
need, but will be necessary for later use.

THEOREM 6T. For every s = 0 +iT, where —1 < o < 2 and where T is sufficiently large and T # ~y
for any zero p = B+ iy of the function ((s) in the critical strip, we have

((s) 1
) = Zp: S_p+0(logT),

[y—=T|<1

(54)

where p denotes the zeros of the function ((s) in the critical strip.

PROOF. We start with the formula

C/(S)_ _L Oﬂ_lfl(%’—i—l) 1 1
(%) (o U1t 2T(%+1)+zp:(p+s—p>’

given in Theorem 6N. Writing s = 2 4+ i7", we have

¢'(241T) 1

1 1F —1T
S\eT) g o — = -
(56) C@2+11) T+ 2 %7737 1T +Z( 2+1T p)

Note now that ¢'(2 +iT)/{(2 +iT) = O(1) and I"(2 4 4iT)/T'(2 + 3iT) = O(logT) for every T under
consideration, and I''(5+1) /T'(5+41) = O(log T") for every s under consideration. It follows on subtracting
(56) from (55) that

(57) ¢Gs) = Z (s L .1 —p) + O(logT)

¢(s) —p 24iT
1 1 1 1
_ _ _ _ O(log T).
zp: s—p zp: syiT—p " zp: (s—p 2—|—iT—p>+ (log 7)
lvy=T|<1 l[y=T|<1 lvy=T|=1

On the one hand, every zero p of the function {(s) in the critical strip satisfies |2 4+ iT — p| > 1. Hence

(58) > ﬁzo > 1| =0(ogT),

P
ly=T|<1 |[y=T|<1

in view of Theorem 6R. On the other hand, if |y —T'| > 1, then

1 1 ‘ 2—0 3
- . == " S 29
s—p 24iT-p [(s=p)2+iT —p)| — (T —7)
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and so

1 1 1
(59) > (sp_2+iTp>:O > T = O(log T),

P )
l[y=T|>1 [y=T|>1

in view of Theorem 6S. The inequality (54) now follows on combining (57)-(59). O

Taking imaginary parts in the inequality (54) on the line segment between 3 417" and 2 +i7', where
T is sufficiently large and T # ~ for any zero p = 8 + iy of the function ((s) in the critical strip, gives

= Y w4+ 0(0eT).
s—p

l[y=T|<1

Combining this with the simple observation that

24iT 1
/ Jm ds
3T S—=p

and Theorem 6R, we obtain

= ‘A[§+1T,2+1T] arg(s —p)| <m

2+iTj C/(S)d 0 ) OllonT) — Oflon T
/%HT mC(S) °T Zp: +O(logT) = O(log T).
l[y—T|<1

This completes the proof of Theorem 6P.

6.8. An Asymptotic Formula

In this section, we shall establish the asymptotic formula in Theorem 6E when X > e. Here the starting
point is the simple observation that

Go(X) =37 An),

n<X

where 3" denotes that the term in the sum corresponding to n = X is %A(n) Analogous to the
discussion for 11 (X) in Chapter 5, we want to write

(60) Go(X) = 3" M) = 3 A1 (5) ,

where the function

0 if0<Y <1,
(61) I(Y):{l/Q ify =1,

1 ify >1,
brings the function ((s) into play.

The following is a suitable analogue of Theorem 5F. However, the proof is much more complicated
since we do not have absolute convergence.



THEOREM 6U. Suppose thatY >0 and ¢ > 0. Let
1 c+ioco Ys
I(Y)= — —d
¥)=5m /HOO P
where the integral in the case Y =1 is defined to be the limit of

c+HiT s
I(Y,T):L/ s

2mi _iT S
as T — oo. Then (60) and (61) hold. Furthermore, for every T > 0, we have

Yemin{l, (#T|logY|)~'} if Y #1,

(62 ) - 1) < { X A

Proor. For every 11,75 > 0, write
T
Y, T, Ts) = 2%“ /C:FTIQ ?ds.
We shall consider three cases, correspondingtoY >1,0<Y <land Y = 1.
Suppose first of all that Y > 1. We consider the rectangular path with vertices
c—iTy, c+ily, —u+ily, —u—iT7y,
where u > 0, followed in the anticlockwise direction. Applying Cauchy’s residue theorem, we obtain

1 —u+iTs> YS 1 c+iTs Ys 1 c—iTy YS
(63) I(YlevTQ)_]-__ —ds+ — —ds — — — ds.

27 )y, S 271 J i, S 27l J i, S

On the vertical edge o = —u, we have |Y*/s| <Y " /u, and so

1 —u+iTs Ys
L / s

(T1 + TQ)Yﬁu
2mi —u—iTy S ’

(64) 2mu

<

On the horizontal edge t = T3, we have |Y*®/s| < Y?/T3, and so

1 c+iTs Ys
o | s
27 )y, S

1 [ Y° Ye
< =

65 o=
(65) =0 ) T T 2nhhlogY

On the horizontal edge t = —T7, we have |Y*/s| <Y /Ty, and so

1 C—iTl Ys
o | s
2mi s

—u—iT1

1 . Ye
<

o=
(66) =or ). 7T 2nTilogY

Combining (63)—(66), we obtain

T + TQ)Y_U Ye¢ n Ye¢
2mu 2rTilogY  2nThlogY

(Y, T, Ty) — 1] < &

Since the left hand side is independent of w, it follows on letting © — oo that

Ye Ye
-1 < + .
2nTylogY  2nT5logY

|I(Y7 T17T2)
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Letting T7,T» — oo gives (61). Letting T'= Ty = T3 gives one of the inequalities in (62). To deduce the
other inequality, we use the circular arc A~ (¢, T) centred at s = 0 and passing from ¢ —iT to ¢+ iT on
the left of the line ¢ = ¢, as in the proof of Theorem 5F. Then Cauchy’s residue theorem gives

1 Y
1Y, )-1(Y)=1IY,T) - 1= — —ds.
(67) (YT) ) = 1T — 1= s

On the circular arc A~ (¢, T), we have |Y*/s| < Y°/R, where R = (c® + T?)'/? is the radius of A~ (c, T).

It follows that
1 Ys
L / LAY
2mi A- (c,T) S

The inequality |I(Y) — I(Y,T)| < Y now follows on combining (67) and (68).

1Ye

< ——2tR=Y"
(68) < 5 2mR

Suppose next that 0 <Y < 1. We consider the rectangular path with vertices
C—iTl, C+iT2, U+iT2, U—iTl,
where u > 0, followed in the clockwise direction. Applying Cauchy’s integral theorem, we obtain

1 u+iTs ys 1 u—iTy Ys 1 u—+iTs Y$
2mi Sy, S 27 Jo_ip, S 27 Joyim, S

On the vertical edge o = u, we have |Y*/s| < Y"/u, and so

1 [utiTeys Ty + T Y
—./ — ds S %.
27Tl u—iTy S

On the horizontal edge t = —T7, we have |Y*/s| <Y /Ty, and so
1 u—iT1 Ys

o [ s

2mi Jo_ip, S

On the horizontal edge t = Ty, we have |Y*/s| < Y7 /Ty, and so

1 /u+iT2 Ys
— —ds
27 Joyim, S

(70)

2mu

1 [®y° Ye ve

<_ - —_— — = .
=or ). T T T2aTilogY  2aTy|logY]|

(71)

(72) <

1 /oo Y° d Ye¢ Ye©
_ —_— g = — = .
—2r ), Ty 2nTalogY 2nTs|logY|

Combining (69)—(72), we obtain

(Ty + Tp) Y™ ye ye

I(Y, Ty, Ty)| < :
YT To)l < —— 0 T T\ log Y] | 2nT5]log Y|

Since the left hand side is independent of w, it follows on letting © — oo that

YC YC
| < + :
21Ty |logY|  27Ts|logY|

(Y, T3, T3)

Letting T3, To — oo gives (61). Letting T' = Ty = T4 gives one of the inequalities in (62). To deduce the
other inequality, we use the circular arc A*(c,T) centred at s = 0 and passing from ¢ — iT to ¢+ iT on
the right of the line ¢ = ¢, as in the proof of Theorem 5F. Then Cauchy’s integral theorem gives

1 Y?
(73) IV,T)—1(Y)=1(Y,T) = — / — ds.
27 A+(C,T) S
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On the circular arc A% (¢, T), we have |Y*/s| < Y¢/R, where R = (c? + T?)'/? is the radius of A*(c,T).

It follows that
1 Ys
L / s
27 A+ (c,T) S

The inequality |I(Y) — I(Y,T)| < Y° now follows on combining (73) and (74).

<

1 Ye
4 ——2 =Y¢.
(74) <R TR

Suppose finally that Y = 1. Then

1 s 1 (T dt 1 (" oe—it
0=  C=r S LTS
i J._ir S 27 J_pc+it 2w J_pct+t

Note that the imaginary part of the integrand of the last integral is an odd function, while the real part
is an even function. It follows that

1T e 1
I(1,T)=— ——dt - - asT — co.
mJo 2+1t2 2

On the other hand, we have

11(1) — I(1,7)| = ‘% —I(l,T)‘ = l/OQLdK l/oot%dt:c(ﬂT)_l.

T p A+t2 T T w p
This completes the proof. ()

In view of the identity (60), it is now reasonable to compare 9o(X) with the sum

WX, T) = iA(n)I X ) iiz\(n) /C+iT X" 45
T — n’ T omi — e SN®

B 1 c+iT 0 A(TL) XS B 1 c+iT C/(S) XS
B 2_7Ti/c—iT (nz: ?> ?ds— 2i c—iT (_ C(S)> s @

=1

Using Theorem 6U, we see that

/(31 ()
(&) (o

with the understanding that the last term is present only if X is a prime power.

(75) [0(X) — (X, T)[ <Y A(n)
<> Aln log%D_ }+c(7rT)_1A(X),
n=1
n#

Let X > e be given and fixed. We shall choose
(76) c:1+(logX)‘1, so that X°¢ =eX.

Note that ¢ < 2. We can write

(77) i A(n) <%>Cmin {1, <7TT
#

1og§‘>1}—zl+22+23+z4,

n

P
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where
Y= X e (5) min {1’ (7 lgED} |
R B ) e (b))
>, = X<,§X/3A(") (E)m{1 (”T 1g£\)}
Y - n>§/3A(n) (%)cmin {1, <7rT 1og§D_1} |

Suppose first of all that n < 3X/4 or n > 4X/3. Then it is easy to see that |log(X/n)| > log(4/3).
In view of (76) and (37), we have

(78) Yo > <XT! i Ar(:)

n=1

— X7t (— g((f))> < XT 'log X.

Suppose next that 3X/4 < n < X. In this case, let X; denote the largest prime power less than X.
We may assume, without loss of generality, that 3X/4 < X; < X, for otherwise we have } , = 0. For
the term n = X1, we have

X—Xl) JX-X

log X = “log 2L = 1og (1
R Y X =T X

It follows that the contribution of this term to the sum ), is

< A(X}) min {1, ﬁ} < (log X) min {1, ﬁ} .

The other terms form a subcollection of n = X; — m, where 0 < m < X/4, and we have

X X1 n m m

log— >log — = —log — = —1 l1—— | 2 —.

B =% OgX1 og( X1>_X1
It follows that the contribution of these terms to the sum ), is

Xu -1 A(Xy —m) -1 2
< DL AX -m) s < XTT YT S < XT (log X)
0o<m<X/4 0<m<X/4
Hence
(79) Z < XT ' (log X)? + (log X) min { 1 X
2 ) T<X> )

where (X)) denotes the distance of X to the nearest prime power.

Suppose finally that X < n < 4X/3. In this case, let X5 denote the smallest prime power greater
than X. We may assume, without loss of generality, that X < Xy < 4X/3, for otherwise we have
>3 = 0. For the term n = X, we have

X X5 Xo— X Xo— X
= = = > .
log n‘ log e log (1+ X > >

X




Chapter 6 : The Riemann Zeta Function ______  6-25

It follows that the contribution of this term to the sum ), is

< A(X3) min {1, ﬁ} < (log X ) min {1, ﬁ} .

The other terms form a subcollection of n = X5 + m, where 0 < m < X/3, and we have

Xo n m m
log - ’ log ; log (1—1— 2) =

X
log —| >
n

It follows that the contribution of these terms to the sum ), is

X5 1 A(X2 +m) “1 2
< Y Ao +m) 2 < XT Y = < XT (log X)2.
0<m<X/3 0<m<X/3
Hence
(80) Z < XT7*(log X)* + (log X) min { 1 X )
3 'T(X)

Combining (77)—(80), we conclude that
oo X c
Z A(n) <—> min {1, <7rT
n
X

and so it follows from (75) and (76) that

log — 1 < XT '(log X)? + (log X) min{ 1, ——
min
& g g "TX) [

(81) [vo(X) — (X, T)| < XT '(log X)? + (log X ) min {1, %} ifc=1+ (logX)~ 1.

We now need to study the term ¥ (X, T).
Consider a rectangular path with vertices
c—iT, c+iT, -U+iT, -U—iT,

followed in the anticlockwise direction and where U and T are chosen carefully to satisfy the following
two conditions:

(i) U is a large odd positive integer to ensure that the left edge of the rectangular path passes
halfway between two consecutive trivial zeros of {(s).

(ii) T is chosen so that |y —T| > (log T)~* for any zero p = 3 +iy of {(s) in the critical strip. This
is clearly possible by varying T" by a bounded amount, in view of Theorem 6R.

Applying Cauchy’s residue theorem, we obtain

(82)  W(X,T)= —— /HiT ( CI(S)) SSRE (C'(s)> X s

211 J_y it (s) S 2mi J_u—ir (s) 8
1 c—iT CI(S) XS CI(O) XP (U/2] ngm
" o UiT(‘qs))?d”X‘ O 2 o T T

P
[vI<T
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We study first the integral

@3 L /c+iT (_C'(@) SSUTUE B (_<'<s>> X? ase L[ (_C’(s)) X

omi _par N C(s) ) s 2 )_par U C(s) 2mi Jo1ur \ C(s) ) s

For every s = 0 +1iT, where —1 < ¢ < 2, we have

1‘
— <
s—p| = [T—v

in view of condition (ii). This, combined with Theorems 6R and 67T, gives the bound

¢'(s) ‘ 2
< (logT)=.
(o) | < oeT)
It follows on recalling X¢ = eX and ¢ < 2 that
1ot (s)\ X (logT)? [€ X (logT)?
84 — — —d — X7d —_.
(8 27 i ( () ) s ST /_oo 7 TlogX

To study the first integral on the right hand side of (83), we need the following estimate.
THEOREM 6V. Suppose that Bes < —1 and |s + 2m| > 1 for every m € N. Then

¢'(s)
¢(s)

< log(2]s]).

PROOF. We start with the formula

r <1 ; s) =7 Y2250(1 — )T (g) cos %

Combining this with the functional equation (1), we obtain the functional equation in unsymmetric form

C(s) = 2°7°7I0(1 — s)¢(1 — s) cos M

2
On taking logarithmic derivatives, we have
/ / _ / _ —
() o M=) ((=s) 7w w(l-s)
¢(s) M1-s) ((1-s) 2 2

where C' is a constant. Note next that if Res < —1, then Re(1 — s) > 2. Furthermore, if |s + 2m| > 1,
then |(1—s) — (2m + 1)| > 1, so that tan 17(1 — s) is bounded. The result now follows on noting that

¢(1—s)

RUED1

‘H‘ = O(log|1 — s|) = O(log2|s|)  and

for Re(1 —s) > 2. O

It now follows from Theorem 6V that

1 —1+iT / X log 2T -1 loo T
21yt ¢(s) T J.u TXlog X

(85)
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Combining (83)—(85), we obtain

(86)

i c+iT (_C’(S)) )is ds < X(lOgT)2

2m J g\ C(s) Tlog X

A similar consideration gives the analogous estimate

(87) RNV (—CI(S)> X s < X(logT)”

27Ti —_U—iT C(S) TlOgX ’

Note also that Theorem 6V also leads to the estimate

1 YT (s) X® log ou [T TlogU
— — ds XUt .
(88) 2mi )yt < ¢(s) ) s U [ < TUxv

Combining (82) and (86)—(88), we obtain

/2  _
¢ Xr X—2m X(logT)? TlogU
YT =X =) : p+m§::1 om0\ Togx ) PO\ x0T )
v<T

valid for arbitrarily large values of U. Keeping T fixed and letting U — oo, we deduce that

w(x,1) = x - SO _ %+§:X_2m'+o()('(lo—g7”)2>.
P m=1

¢(0) 2m Tlog X
IvI<T
Combining this with (81), we obtain
0 X oo —
(89) wo(X) = X 0 -2 ot Z )
Mp< "

where the error term R(X,T) satisfies the bound

X (log XT)? , X
(90) R(X,T)<<#+(logX)m1n{l,m}.

However, we have to recognize that (89) and (90) have been established under a restriction on the value
of T' which has made it necessary for us to vary its value by a bounded amount. This has the effect of
changing the number of terms in the sum over p in (89) by O(logT') terms, in view of Theorem 6R, and
each such term clearly contributes at most O(XT~1). It follows that the error incurred on relaxing the
restriction on 7T is at most O(XT ! logT) which is easily absorbed in the error estimate (90). Hence
(89) and (90) remain valid for all large values of T'.

Note now that for fixed X, we have R(X,T) — 0 as T — oo. It follows that

. (0) XP s B ¢'(0) XP 1
W(X) = X - 5 %1——1@—27—m0—ﬁ)
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6.9. The Prime Number Theorem

The estimates (89) and (90) give us another opportunity to establish the Prime number theorem, in the
form 1p9(X) ~ X as X — oo. Clearly we need a good estimate for the sum

XPr
(91) )
o P

lvI<T

as well as an appropriate estimate for the error term R(X,T'), by choosing suitably large values for the
parameter T

To obtain a good estimate for the sum (91), the idea here is to make use of the zero-free region
given by Theorem 6F. A consequence of this zero-free region is that for every zero p = 5+ iy of {(s) in
the critical strip with |y| < T, where T' > 2, we have

Cc Cc

- <1- ,
log|y| = logT
where c is a positive absolute constant. It follows that for any such zero p, we have

|X?| = XP < XE*C(IOgX)/(IOgT)7
and so

S 2« Xeetlor /00T 3 L
P p P v
vI<T 0<y<T

Note next that

(92) > %: /OTt—ldN(t) = @ +/0Tt—2N(t) dt,
0<h<T

where N(T') denotes the number of zeros p = 8 + iy of {(s) in the critical strip with 0 < v < T. But
N(T) = O(TlogT) for large T by Theorem 6D, so the sum (92) is < (log 7). Hence

XP
(93) D = < X(log T)?e e X)/ (e ™),
p

P
[vI<T

Combining (89), (90) and (93), we now have

X (log XT)?

Yo(X) — X < T

+ (log X) min {1, } + X (log T)Qe*f:(log X)/(ogT)

X
T(X)
We may assume, without loss of generality, that X is an integer, so that (X) > 1. Then

X (log XT)?

- + X(logT)2efc(logX)/(logT).

PYo(X) — X <

We now choose T to satisty (log T)? = log X, so that T—! = ¢~ X)"* Then

—1/2 —1/2
) )

bo(X) — X < X (log X)2e~1eX)* 4 X (log X)e clos X)™/” « yo—c'(loz X

where ¢ < min{1, ¢} is a positive absolute constant.
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PROBLEMS FOR CHAPTER 6

1. Prove Theorem 6R.

2. Prove Theorem 6S.



