Formula Reference Sheet

1. Simple Linear Regression
”21 1 LiYi— (Z? 1331)(21 13/1)
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Pearson’s correlation coefficient: r =

Regression Model:
Y; = B0+ Bizi+e, E(e)=0, Var(e) =02 Covle,e;)=0fori#j

Regression Coefficients:

B, = "Eimm u (T =) (T w)

and By =1 — A7
P et (T w)” o=9-h

Analysis of Variance:
SST = SSR+SSE  where SST =37 (i —9)% = S0, 92 — 2 (0, vi)? and
SSR =321, (%i — 9)° =B [Z?:l TilYi — % (i i) (i yz)]

p2_ SSR 2 _ SSE
SST n—2

Significance of Model:

F = %gg = Sgg% 5; Reject Ho at the a level of significance if f > Fi.1,—2 (significant model)

Inference on the Model:

A

B + ta/2m—2 s(B;), where s(B;)=s

1
i (i—2)?
Tests for By:

Ho:B1=08%vs Hy: 31 (# or < or >) 3 (test for the slope)

test whether ¢ = 61(35)1 ~ t,_o at a certain significance level «

Tests for Bo:
HOZBOZB(())VSHl:ﬂO (7é or < or >)ﬁ8

test whether ¢ = % ~ t,_9 at a certain significance level «

Use of Model:

Yo = bo + b1z
Confidence Interval for E(Yp): o & tajom—2 s \/ o (zo—1)2__

i= 1(12733)

Prediction Interval for a new observation of Y: g &t 2:n—2 s \/1 +1 L Z:(a:o )2

i 1(x17$)2
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2. Multiple Linear Regression

Regression Model:

Y = Bo+ Bixii + Paa; + ...+ Brag + €,
E(e) =0, Var(g)=0c% Cov(e,e) =0fori+#j

Regression Coefficients: B3 = (X'X)"'X'Y
Analysis of Variance:

SST=SSR-+SSE

Source df SS MS
Regression k SSR MSR= SSR/k
Error n—k—1 SSE MSE=SSE/(n—k—1)
Total n—1 SST
e

Significance of Model: F = 3128

Inference on the model:

e Confidence intervals: [BJ —ta/25./Cjj » Bj +tq/25,/¢j5| » and ¢;; are the diagonal

elements of (X'X)~!

C e, /3"*5'(0)
e Tests Statistics: ¢ = iq—\/r]“

Model selection:

o AIC = nllog (2rSSE/n) + 1] +2(p+ 1)
e BIC =nllog(2rSSE/n) + 1]+ (p+1)logn

2 _ MSE __ SSE/(n—p) __ n—1SSE
® Ry =1- 3537 = 1= S5t = L — w553t
o C,Mallows
o [ — (SSEc—S5m)/q

SSE: /(n—k—1) °

where SSEy, SSFE;, are the error sums of squares for the

reduced (smaller) model and for the full (larger) model, respectively.

Use of Model:

Yo = bo + byaf + box + - - - + byl
Confidence Interval for E(Yy): 9o £ t(1—a/2)m—k—1 5(%o)

Prediction Interval for a new observation of Y: 9o & t(1—a/2)n—k—1 5(%0 — %o)
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