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@ Analysis of Variance - ANOVA
One-way ANOVA

@® Chi-Square tests
Goodness-of-fit test
Test of independence
Test of Homogeneity
Test for several proportions

© Nonparametric Tests
Sign Test
Wilcoxon signed-rank test
Kruskal-Wallis Test
Run Test
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We can do all the possible tests in pairs.
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For example if k = 10, there are 45 possible pairs for testing. By
using o = 5% in each of these tests, 0.05 x 45 ~ 2 tests may give
us statistically significant differences in means completely at
random.

» Thus, a new methodology is required.
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Ho: p1=po=--+= gk vs Hy : at least one p; differs
» Y i-th observation that belongs to j-th group, i =1,...,n; and
Jj=1..k

nj

> Y, = Z Y the sum of observations of the j-th group.
i=1 "

- 1
> Y,=— Z Yjj sample mean of j-th group
n;y <
=1
k Inj
> Y. = Z Z Y;; the sum of all the observations
j=1 i=1
B I

> Y. = - ZZ Yjj the sample mean, where n = Zf:l n;
j=1 i=1
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One-way ANOVA

Two sources of variability in the data:

» variation among observations within a population

» variation among populations that is due to the differences in the
characteristics of the population,

Part of the goal of the analysis of variance is to determine if the
differences among the k sample means are what we would expect
due to random variation alone or, rather, due to variation beyond
merely random effects.

» Assumptions
The k populations are independent and normally distributed with
means fi1, ..., jx and common variance o2
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One-way ANOVA

Variability Degrees of Freedom | Sum of Squares Mean Square
k
SSB
Bet k—1 (7, —¥..)? =SSB —~— = MSB
etween groups ;”J(}’AJ y.) k—1
kK
Ssw
Withi _k =y )2 =SSW | ——— = MSW
ithin groups n ;;(Yl )’J) n— k
kK
SST
Total n—1 S>> (i —y.)?=SST = MST
j=1 i=1 n—1
_ MSB E
- MSW k—1,n—k

Reject Hoy when F > kal,nfk,a-
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One-way ANOVA

» Homoscedasticity. Levene's test is applied for testing the
equality of variances in the k populations which is a generalization
of the standard F-test for testing the equality of variances in two
populations.

» When the above assumptions are not valid, either the response
variable is transformed, or the corresponding nonparametric test,
named Kruskal Wallis test is applied.

» If Hp is rejected, i.e. if it is assumed that there is a statistically
significant difference between three or more groups, then it is
important to find between which groups there is difference.

» Bonferroni's method. N tests are applied and the p—value is
readjusted to p’ = N p with the assumption that p’ < 1.



One-way ANOVA

22 patients who underwent heart surgery were divided into three groups.

» Group 1. Patients who were treated with a mixture of 50% nitrous oxide and 50%
oxygen for 24 hours.

» Group 2. Patients who were treated with a mixture of 50% nitrous oxide and 50%
oxygen Only during surgery.

» Group 3. Patients who were treated with a mixture of 35 — 50% nitrous oxide and
50% oxygen for 24 hours.

In the following table the value of folic acid mg// in erythrocytes of patients is
presented.

Patients Group 1l Group2  Group 3

1 243 206 241
2 251 210 258
3 275 226 270
4 291 249 293
5 347 255 328
6 354 273
7 380 285
8 392 295
9 309

Do the patients of the three groups have the same mean level of folic acid mg// in

their erythrocytes?
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o AN\nAemidpdioeic 800 1 TeplocdTepwV TOPAYOVTWV

> AmAéC YPOLPLKEC TTOLPOLOTALOELS

> Y TATLOTIKY CUMTIEPOLOOLTONOY oL
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> Ovolo Bepameldv: 4 x 3 =12
> Metpdpe tn petoAnth andkpiong péoa os kdbe piow omd
awtéc Tic Bepametec.

> Mrmopolpe vor €xoupe pia 1 TeploodTePEG TTAUPATNPNOELS TG
petoANTHC amdkplone péoa o kdbe Bepateior.
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eivau éval Tuyxaio deiypa attd to ohvolo Twv duvatv eTumédwy

TOU TOPALYOVTAL.

To evdloLpépov oG ETILKEVTPMOVETOL OTNV ovdAuoT TNng dlocomopdic
NS LETAPANTHC ATOKPLONC OE ETULUEPOUC BPOUC KOL OTNV EKTiUNOT
TWV CUVLOTWOMV TN SLLOTIopAlg Tou oeideTon oTig eTLdpdloelg
TWV TTAPAYOVTWV.
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> yi. = @ derypatikdg péoog ou avtiotouxel otn Bepareia (7, )
i=1,...,a,j=1,....8

8
ZJ{:1 k=1 Yijk 5 ; . , . ¢
3 ELYMAUTLKOG LECOCG TWV TIAPATNPNOEWY TOV |/ ETILTLEOOV

| 4 _)_/, =
Tou mapdyovtae A i =1,... .

>y = %{;:Iy”k Selypatikdg HECOG TWV TTALPATNPNOEWV TOV j ETULTIESOU
Tov Tapdyovta B j=1,... 8.

_ S S v o
>y = W YEVLKOC péTOC.



AELYUTIKEC UECEC TLUEC
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- 7 T ik P , . ,
> Ji.. = =S5 Beypamikdg péoog Twv TapaTnpioewy Tov i eTuTéSoy
Tou mapdyovtae A i =1,... .
[y - 2&1 Eﬂ:l}ﬁk 5 ) ; , . ¢5
yj. = =ELEEEE Serypatikdg HéCOG TV Topatnpoewv Tov j eTuméSou
Tov Tapdyovta B j=1,... 8.
= i) 2'6—1 k=1 ik , .
> y. = JJT YEVLKOG HETCOG.

Actypotikéc kOpLeg emdpdoelg
> O/Z,':y,:. — Yoy i = 1,"'0{

> Bi=y;.—y.,j=1,---8
> >l di=0, Zf:l Bi=0
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Kow emidpoon twv Ttopayévtwy Tévw ot petaPANTH
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pij = p+ i+ B + (ab);

(aB)ij = pij — (p+ i+ Bj) = pig — pio — pj + p

aMnAeTtidpocon tou apdyovta A ko B otn Oepateio (1, ).
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pij = ptai+ B+ (af)y

(aB)ij = pij — (1 + i + Bj) = pij — pi. — pj + p

aMnAeTtidpocon tou apdyovta A ko B otn Oepateio (1, ).

> Actypotiky aAAnAemiSpoon

(@B)y = V. — (7o + & + )



ANNAeTudpdoslc
pij = p+ i+ B + (af)j

(aB)ij = pij — (1 + i + Bj) = pij — pi. — pj + p
aMnAeTtidpocon tou apdyovta A ko B otn Oepateio (1, ).

> Actypotiky aAAnAemiSpoon

(aB)y = . — (Fou + &i + By) = Jj. — i — V. + 7

[e%

> (aB); =0, j=1...8



[MopayovTtikd TElpOal TPLOV TTAPXYOVTWY

» A, B, C mtopdyovteg pe o, B ko ¢ emimedo avtioTouxot.
» A, B, C kipieg emudpdoeig
» AB, AC, BC adnAemudpdosic Tpotng T&Eng

» ABC aMn)emidpoon Sevtepng td&ng, adAnienidpoon petal dAwv twv
TapayévTwy, opileton pe tnv BoRbeia o X B X ¢ dpwv



[MopayovTtikd TElpOal TPLOV TTAPXYOVTWY

» A, B, C mtopdyovteg pe o, B ko ¢ emimedo avtioTouxot.
» A, B, C kipieg emudpdoeig
» AB, AC, BC adnAemudpdosic Tpotng T&Eng

» ABC aMn)emidpoon Sevtepng td&ng, adAnienidpoon petal dAwv twv
TapayévTwy, opileton pe tnv BoRbeia o X B X ¢ dpwv

MAeoVeEKTALATA TLAPALYOVTLKDV TELPOUUATWY

® yivetow duvath M ATOTUNOT TwV Kowwv eTidpdocwv dVo 1
TEPLOCOTEPWV TPty dVTwY, SnAadn 1 adAnAeTtiSporon tovg.

® Shec oL ToPATNPNOELG XPNOLLOTIOLOVVTOL YLL TNV EKTIUNCT TwWV
edpdoswv Twv Tapaydviwy. Kébe tapathpnomn diver TAnpoypopieg
Yot GAOVG TOUG TAPAYOVTEG TOV UTtELoépXovTal oTo Telpape. Agv
pévouv TopatnpNoelg AvekLETAAAEVTEG OTNV TENKT ATOTUNOT TWV
KOpLWV eTidpdocwv kol AAANAETILSpdLoswY

o Ta amoteAéopatal Tov & yovTon oTd aUTd LoXVouV ot éval eydho
£0pOC TELPAUUATIKGOV guVONKOV



Y UUTIEPALOMATONOYLOL OF TTOLPALYOVTLKO
TEelpALAL TTAPOVE TUYALOTIONONG

Yijk =+ i + B + (aB)ik + €iji

i=1-- a,

i=1,---,8, k=1,---.n
émov € ~ N(O,

)
0?) tuyaio o@dALaTaL,

a 8
Z ap = 0, Z ﬁj =0
i=1 Jj=1

> Yijk OTIOKPLOT TIOU ToPXTNPELTAL GTNV Kk eMavEAN(T TOV TELPAUATOC
v T Bepareia (7, f).

> [ YEVIKOG péTOG

> «o; kOpla emidpaon mapdyovtow A, i =1,---

> 53; kopla emidpoon mapdyovton B, j=1,---, 8

> (af); adAnheTiSpaon Twv Tapaydvtwv A kaw B otn Bepameia (7, )
i=1,-,aj=1---,8



Y UUTIEPALOMATONOYLOL OF TTOLPALYOVTLKO
TEelpALAL TTAPOVE TUYALOTIONONG

Yijk = b+ o + B + (af)ix + €iji

i=1--

i=1,---,8, k=1,---.n
émov € ~ N(O,

)
0?) tuyaio o@dALaTaL,

a 8
Z ap = 0, Z ﬁj =0
i=1 Jj=1

> Yijk OTIOKPLOT TIOU ToPXTNPELTAL GTNV Kk eMavEAN(T TOV TELPAUATOC
v T Bepareia (7, f).

> [ YEVIKOG péTOG

> «o; kOpla emidpaon mapdyovtow A, i =1,---

> 53; kopla emidpoon mapdyovton B, j=1,---, 8

> (af); adAnheTiSpaon Twv Tapaydvtwv A kaw B otn Bepameia (7, )
i=1,-,aj=1---,8

(to TapaTtdve TPATUTIO YeEVIKeVETAL £UKONAL YLOL TLEPLOTETEPOUG

P& YOVTES)



‘EXeyxol TmoBéoswv

> ‘Eleyxoc TTdBeong kipiwv eudpdoswv tapdyovta A

Hyo: a;=0, i=1,...,akatd H; : Touldyiotov éva a; # 0

> ‘Eleyxoc Tmdbeong kipiwv eudpdoswv tapdyovta B

Ho: B8j=0, j=1,...,8 katd Hy : Ttouldxiotov éva 3 # 0

» ‘Eleyyoc TméBeong aAAnheidpdoswy petal Twv Tapayébviwv A
kot B

Ho: (aB)ij=0,i=1,...,0,j=1,...,08 katd H; : Toudxiotov éva (af3)jj 7



Avéivon Altootopdc pe 800 TAPAYOVTEC

a p B
22D =y =Y (i -y Han)y (7 -

a B n
”ZZ(Y,'..—Y;..—Y +y. 2+ZZ ik — Vi)

i=1 j=1 i=1 j=1 k=1

SST = SSA+ S5B + SSAB + SSE

BaBpoi EAevBepiog

afn—1=(a-1D)+B-1)+(a-1)(B-1)+aB(n—-1)



Avéivon Altootopdc pe 800 TAPAYOVTEC

SSA SSB
MSA — SSAB MSE — SSBE

(a—-1)(B-1) af(n—1)



Avéivon Altootopdc pe 800 TAPAYOVTEC

SSA SSB
MSA=2—7 MSB=5—3
SSAB SSBE
MSA = —_— MSE = ————
(a—1)(B-1) af(n—1)
MSA MSB
F = WSE ~ Faflyaﬁ(nflﬁ F = W ~ Fﬁflxaﬁ(nfl)

MSAB
= msg ~ Fle-ne-1.0s0-1)
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_ MSAB
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MSE " Fle-ne-1.a80-1)
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Avéivon Altootopdc pe 800 TAPAYOVTEC

SSA SSB
MSA=2—7 MSB=5—3
SSAB SSBE
MSA = —_— MSE = ————
(a—1)(B-1) af(n—1)
MSA MSB
F = WSE ~ Faflyaﬁ(nflﬁ F = W ~ Fﬁflxaﬁ(nfl)
_ MSAB

~ Fozf —1),aB(n—
MSE " Fle-ne-1.a80-1)

Apa og eminedo oNUAVTIKSOTNTOG a AToppiTToupe TN Undevik? uTtéOeon av
F > Fat,..0p(n-1)-

» Analyze — General Linear Model — Univariate



Avéivon Altootopdc pe 800 TAPAYOVTEC

MetapAntédTnTo BoBpot ‘ABpolopa Tetpaywvikdg F —éXeyxoL
elevbeplog TETPAYDVWV péoog
SSA MSA
Mapdyovtag A a—1 SSA = MSA —
—1 MSE
n s B B -1 SSB 5B MSB MsB
apdyovtog - —_— = —
Py 8 —1 MSE
ANMNAETHES AB | ( 1)(8 —1) | SSAB A8 MSAB M5AB
eTtidpoo a — - _— =
" poen (a=1)(B—1) MSE
SSE
Tedipato (EXE) afB(n—1) SSE = MSE
aB(n—1)
S
OAwk 1y afn—1 SST = MST
afn—1
F— MsA

MeE ~ Fa—l,aﬁ(n—l) amoppinttovue TNV Hy étav F > Fa—l,aﬁ(n—1)<

F — MsB

wieE ~ Fp—1,ap(n—1) amoppinrovpe tnv Hy étav F > Fg_ 1 op(n—1)-

F — MsaB

e ~ Fla—1)(8-1),a8(n—1) amoppimtovue tnv Hy tarv

F > Fla—1)8-1),a8(n-1)-




MNoporyovtikd elpdpata pe otabepoic
Tapdyovteg Xwplc emavdindn (n = 1)

ylj:u_'_al"i_ﬁj—i_(aﬁ)lj—i_eljv i:17"'7057j:17"'767

émov ;i ~ N(0,02) Tuxoio opdAporter.



MNoporyovtikd elpdpata pe otabepoic
Tapdyovteg Xwplc emavdindn (n = 1)

yU:M_'_al"i_ﬁj—i_(a/B)lj—i_eljv I.:].,"',Oé,_].:].,"',ﬁ,
émov ;i ~ N(0,02) Tuxoio opdAporter.

> Acv éxoupe petaPAntétnta péoa o kdBe Bepoteio
» MndeviCovton o BaBpol elevBepiog Twv opaludtwv



MNoporyovtikd elpdpata pe otabepoic
Tapdyovteg Xwplc emavdindn (n = 1)

ylj:M—'_Oél"i_ﬁj—i_(aB)lj—i_eljv I.:].,"',Oé,j:].,"',ﬁ,
émov ;i ~ N(0,02) Tuxoio opdAporter.
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Aev givau duvath M cupmepaopatoloyio og utd To TPSTUTIO ALV
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Topayévtwv A kol B



MNoporyovtikd elpdpata pe otabepoic
Tapdyovteg Xwplc emavdindn (n = 1)

ylj:M—'_Oél"i_ﬁj—i_(aB)lj—i_eljv I.:].,"',Oé,j:].,"',ﬁ,
émov ;i ~ N(0,02) Tuxoio opdAporter.

> Acv éxoupe petaPAntétnta péoa o kdBe Bepoteio
» MndeviCovton o BaBpol elevBepiog Twv opaludtwv

Aev givau duvath M cupmepaopatoloyio og utd To TPSTUTIO ALV
dev uoBéooupe bTiL Sev uttdpxel aAANAeTSpoon peTadl Twv
Topayévtwv A kol B

yU:M+al+Bj+6U7 I.:].,"',Oé,j:].,"',ﬁ,



Avéivon Altootopdc pe 800 TAPAYOVTEC

MetapAntéTnTo BoBpot ‘ABpolopa Tetporywvikdg F—éXeyxoL
eAevBeplog TETPAYDVWV péocog
SSA MSA
Mapdyoviag A a—1 SSA = MSA —
a—1 MSE
Mop& B B—-1 SSB B MSB M5B
apdyovTag — — = -
ey B—1 MSE
pRELIN ( 1)(B — 1) SSE F MSE
@AApOLTOL a — — =
(e =1)(B—1)
SST
OAk? af —1 SST = MST
af —1
MSA

F = 35 ~ Fa-1,(a-1)(8-1)

F — MsB

atoppitttoupe THv Hy

étav F > Fo_ 1 (a—1)(8-1)-

WeE ™ F/j_L(a_l)(B_l) amoppinttovue TNV Hy étav F > FB_I,(Q_l)(ﬁ_l).




‘Acknon

O umevBuvog ToLdtNTag Lot Bropnyaviog Topaywy g ETUTAWY
koulivorg BéAnoe vau Biepeuviosl To katd Tdoo 1 avtox Twv
ouykoAAfoewv TOTov TAT emtnpedleton and tov TUTO Tou WlypoToc
TNE kOMaC TTou XpnotpoToLeitan yia TLg kKoAfoelg kaBde kol amd T
Beppokpaoion Tov piypatoc katd tn Siadikoeoion Tne kOAANomne. H
Beppokpaoion Tou piypotog tng k6o ptopel va pubuiotel pe
akpiPeio oe tpilow Srovpopetikd emimeda (50°C, 60°C kou 70°C) pe
XPHon el8lkol unxaviLatog ouykdAAnong ov diabétel 1 Brounyavio.
O umevbuvoc Bewpel Twe TpéTel v eAéyEel kol Toug Téooeplc TUTIOUC
piypotog k6o ou siva StaBéoipuol oty ayopd. Mot To okomd autd
oxeddle éva Telpopor oto otolo yivovtow ouykoAfoelg Tomouv TAT
yio SLdpopouc cuvduaopoig plypatoc kdAAog ko Beppokpaciong
pbypotog ko petpdton n dvaun (oe Newton) Tou mpéter vo
epappootel (k&Beta) oto ehelBepo dkpo Tou opldvtiou Sokod wote
va eTéNBeL 1 priEM Tov Seopol Tov mpaypatomoliOnke. To Sedopéval
Tov Telpdpatoc Stvovtol oTov Tivoka Ttou okohouBet.



‘Acknon

Kélda tomov A

Kolia tomov B

Kolia tomov I

Koila tonov A

Bepuorpacia| Avvauy |Oepuoxpacial Avvaun | Ospuokpacia | Avvaun |@spuoxpacia| Avvaun
Hiynarog HIPpaTOS Hiyparos Hiypatos
50°C 30.4 70°C 17.7 60°C 38.9 50°C 359
70°C 33.6 70°C 18.4 50°C 41.6 50°C 36.3
60°C 37.9 50°C 22.6 50°C 43.6 50°C 379
50°C 36.4 50°C 20.3 70°C 29.3 50°C 36.9
70°C 322 60°C 17.9 60°C 36.1 70°C 233
60°C 32.7 60°C 21.9 70°C 30.5 70°C 23.2
50°C 373 70°C 18.6 50°C 39.8 60°C 34.5
70°C 34.6 50°C 23.4 50°C 40.3 60°C 343
60°C 335 60°C 22.0 60°C 329 60°C 28.6
50°C 34.4 60°C 22.7 70°C 29.0 60°C 33.7
70°C 33.2 50°C 22.0 60°C 35.8 70°C 20.3
60°C 35.0 70°C 235 70°C 28.5 70°C 28.0




‘Acknon

@ Avayvwpiote to eidoc Tou oxedlaopol Tou ypnoiLomoliOnke, TN
petoAnTh adkpLomg, Toug Tapdyovteg ko to £i8og Twv emdpdoswy
toug (otabepéc M Tuxaieg). Adote katdAAnAo TpdTuTo YLaL TV
Teprypopt) Tov TpofAfuatog ko Tpoodiopiote Tic uTobéoelc Tov To
Siémouv (T ouvBrikeg Tou TpéTEL VoL LkatvoTtoloYvToL).

@ No kotaokevdoeTe ToL SLLYPAUIATO TV KUplwv eTidpdocwy Twv
TapayOvTwv kabmg ko to Stdypoppor aAANAeTSpatong autdv. T
OUVEYXELQL, VO EPEVVNOETE, HEAETOVTOG TOL SLOLYPOLLULOLTOL, 0LV UTEALPXEL
k&toia Oeppokpaoiol pwiypoatog e tTnv omolal peyloToToLeiton 1 S0vauun
TIoV TPETEL VoL epappooTel MoTe v omdoel M kdAANon (aveddpTnTa
atd tov TOTo TNg kdAAaG Tou XpmopoToLeiton) 1 v VTLEPXEL KATOLOG
TOTog KOG 1) XPHOT TOV OToloV eYLoTOTOLEL TN SUvaun Tou TpéTel
vaL epoppooTel Hhote va omdoet i kOANon (aveEdptnTo atd T
Beppokpacion Tov piypoatog).

© Na 3doete Tov mivaka avdAuomg SLaoTopdlc ko VoL evToTioeTe, o€
emitedo onuavtikéTnTag 1%, Tic onpavTikéc TtopayovTikéc eTudpdioeig
avapépovtog k&be wopd Tora etvar M undevikf uttdOeomn Tov eNéyyete.
Téhoc, kdvovtoc YpopLkh) avdAvon Twv VTtoAoIT®WY, Vo eAéyEete TO
kortd Ttéoo propel v BewpnBel bti Loxdouv oL utoBécelg Tou TpotiTOoUL.



/.
Epotnua 1
MpdkeiTon yLow TapayovTikd Telpapo 0o otabepddv Topaydvtwy e
Ttéooepa emineda o évag ko tplo emtimedo o dANog ko cuvoAlkd 12
Bepameieg. Na k&Be Bepameion TpokvTTEL TG éxOULV YiveL n = 4
emovadfelg, yeyovog Tou kablotd to oxedloopd Looppotnuévo.

Mopéyovteg: o tOTog piypatog kMo (pe 4 emimeda) ko 1
Beppokpaoio tou piypotog kSMag (pe 3 emineda)

MeTaBAnTy awndkplong: 1 d0voun Tov aokeitow kédbeta oTov
opLlévTio dokd péxpL v «oTdoely 1 KOAANoT



/.
Epotnua 1
MpdkeiTon yLow TapayovTikd Telpapo 0o otabepddv Topaydvtwy e
Ttéooepa emineda o évag ko tplo emtimedo o dANog ko cuvoAlkd 12
Bepameieg. Na k&Be Bepameion TpokvTTEL TG éxOULV YiveL n = 4
emovadfelg, yeyovog Tou kablotd to oxedloopd Looppotnuévo.

Mopéyovteg: o tOTog piypatog kMo (pe 4 emimeda) ko 1
Beppokpaoio tou piypotog kSMag (pe 3 emineda)

MeTaBAnTy awndkplong: 1 d0voun Tov aokeitow kédbeta oTov
opLlévTio dokd péxpL v «oTdoely 1 KOAANoT

i=1234
Vg =M+ + P+ (@) ey J=123
k=1234

omov @; ot xipeg emdpdoetg Tov mupdyovia «Tvmog kOMagy (Glue), f; ot kipieg emdpdoetg Tov
napdyovia «@eppokpacion (Temp) xor (aff),; M addnlenidpuon petald tov ddo mapayéviov yw T
Oepaneio (7, /) . Ta opdipota &, vmodétovpe ot etvar aveldpmreg Toyaies petafintég pe katavoun
N(0,0) yw kabe 7, j Ko k.
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> a test to determine if a population has a specified theoretical
distribution.
Hop : The population has a specified theoretical distribution vs
Hi : The population has NOT the specified theoretical
distribution
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frequency of occurrence of observations in an observed sample and
the expected frequencies obtained from the hypothesized
distribution.
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that the die is honest.

Hozf(x):%, x=1,...,6 vs H; : not Hy :



Goodness-of-fit test

> a test to determine if a population has a specified theoretical
distribution.
Hop : The population has a specified theoretical distribution vs
Hi : The population has NOT the specified theoretical
distribution
» The test is based on how good is the obtained fit between the
frequency of occurrence of observations in an observed sample and
the expected frequencies obtained from the hypothesized
distribution.
» For example, we consider the tossing of a die. We hypothesize
that the die is honest.

Hp : f(x):%, x=1,...,6 vs H; : not Hy :
The die is tossed 120 times and each outcome is recorded

X 11213 |45 |6
observed | 18 | 22 | 30 | 21 | 17 | 12
expected | 20 | 20 | 20 | 20 | 20 | 20
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» The observed frequencies O;
» Compute the expected frequencies under the null hypothesis.
E; = np;
n : the sample size
pi : the probability of the value x;.
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X2 = Z (OE) ~ X2, under Hy
i=1 i
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> If X2 > XE_I.OC, then Hy is rejected at a% significant level.
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pi : the probability of the value x;.
» Compute the quantity
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i — Ei)?
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> If X2 > XE_I.OC, then Hy is rejected at a% significant level.
» The decision criterion described here should not be used unless
each of the expected frequencies is greater or equal to 5.



Goodness-of-fit test

» The observed frequencies O;

» Compute the expected frequencies under the null hypothesis.
E; = np;
n : the sample size
pi : the probability of the value x;.
» Compute the quantity

k
(0 — Ei)?
X2 = Z; —E ~ X2, under Hy

> If X2 > XE_I.OC, then Hy is rejected at a% significant level.
» The decision criterion described here should not be used unless
each of the expected frequencies is greater or equal to 5.

2 _ (20—20)2 | (22—20)% | (17—20)> | (18—20)> | (19—20)2 | (24—20)> _
PX =t Tttt T =17

X%,o.os =11.07




Goodness-of-fit test

» Example

The level of noise in a village near to a racetrack is rated during a
race at a scale of 1-5 from all adult residents of the population.
The results of the responses of the people presented in the
following table.

Noise Level | 1 | 2 | 3 4 5
Frequencies | 90 | 88 | 85 | 104 | 128

At « = 5% significance level, test if there is a difference between
the percentage of responses of residents about how they experience
the noise level.



Goodness-of-fit test

» Example
The Weibull distribution with cumulative distribution function (cdf)

F(ty=1—e"WA"  t>0

contains as a spacial case for & = 2 the Rayleigh distribution which is used to
describe the error in the determination of the location of an item by its
programmer. When the errors are analyzed in rectangular coordinate systems,
they are described by two independent normal distributions with mean 0 and
common standard deviation. A company that produces positioning devices,
argues that the determination error (in meters) of the location that a new
device presents when used in open area follows the Rayleigh distribution and at
50% of cases, the error is less than 0.832555 meters.

The following table presents the measurements of determination error (in
meters) of the location in a random sample of 66 selected users of the new
device.

[ Determining error [ <0.3 [ 0.3-0.5 [ 0.5-0.7 [ 0.7-0.9 [ 0.9-1.1 [ >1.1 ]
| Frequencies [ 6 [ 8 [ 11 [ 12 [ 10 [ 19 |

Based on the above data, check the validity of the company’s claim.



Goodness-of-fit test
» When the X? test is applied to continuous variables, it is influenced by
the grouping of the data. So, X? goodness of fit test is preferred when
we have categorical variables with finite state space.



Goodness-of-fit test

» When the X? test is applied to continuous variables, it is influenced by
the grouping of the data. So, X? goodness of fit test is preferred when
we have categorical variables with finite state space.

In SpSS, we cannot apply X2 goodness of fit test to continuous variables.



Goodness-of-fit test
» When the X? test is applied to continuous variables, it is influenced by
the grouping of the data. So, X? goodness of fit test is preferred when
we have categorical variables with finite state space.

In SpSS, we cannot apply X2 goodness of fit test to continuous variables.
In cases where continuous data is available, Kolmogorov - Smirnov test is
preferable where it is based on the empirical cumulative distribution
function.



Goodness-of-fit test
» When the X? test is applied to continuous variables, it is influenced by
the grouping of the data. So, X? goodness of fit test is preferred when
we have categorical variables with finite state space.

In SpSS, we cannot apply X2 goodness of fit test to continuous variables.
In cases where continuous data is available, Kolmogorov - Smirnov test is
preferable where it is based on the empirical cumulative distribution
function.

» The X? test can be applied even when the parameters of the
population distribution are unknown. In this case the degrees of freedom
of the statistical test are reduced according to the number of parameters
under estimation.



Goodness-of-fit test
» When the X? test is applied to continuous variables, it is influenced by
the grouping of the data. So, X? goodness of fit test is preferred when
we have categorical variables with finite state space.

In SpSS, we cannot apply X2 goodness of fit test to continuous variables.
In cases where continuous data is available, Kolmogorov - Smirnov test is
preferable where it is based on the empirical cumulative distribution
function.

» The X? test can be applied even when the parameters of the
population distribution are unknown. In this case the degrees of freedom
of the statistical test are reduced according to the number of parameters
under estimation.

The unknown parameters of the distribution are estimated by the
observations and in this case the test statistic has the following form

(0 — E)?
S L SO



Goodness-of-fit test
» When the X? test is applied to continuous variables, it is influenced by
the grouping of the data. So, X? goodness of fit test is preferred when
we have categorical variables with finite state space.

In SpSS, we cannot apply X2 goodness of fit test to continuous variables.
In cases where continuous data is available, Kolmogorov - Smirnov test is
preferable where it is based on the empirical cumulative distribution
function.

» The X? test can be applied even when the parameters of the
population distribution are unknown. In this case the degrees of freedom
of the statistical test are reduced according to the number of parameters
under estimation.

The unknown parameters of the distribution are estimated by the
observations and in this case the test statistic has the following form

(0 — E)?
S L SO

and Hj is rejected when X2 > Xy_1_,.
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Empirical cumulative distribution function

Let xq,x2,...,X, be a random sample.
n
Z I(x;i < x)
i=1
Fl) ==

If the sample is derived from the assumed distribution then the
empirical cumulative distribution function should not differ
significantly from the theoretical cdf.

It holds
P(lim |Fo(x) — F(x)|=0)=1, V¥x

n—oo

Kolmogorov - Smirnov test is based on the observed differences of
Fn(x) and F(x).



Kolmogorov - Smirnov test

D, = sup{Fa(x) — F(x)}
Dy = sup{F(x) — Fa(x)}

The test statistic is

D = sup{|Fn(x) — F(x)|}
= max{DS,D;}

It is based on the maximum observed difference of the theoretical
and the empirical cdf.
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Kolmogorov - Smirnov test
Under Hy, it holds

P(VanD<d)=1-23 (~1)<1e 2/ 0<d<1
i=1

This is true for any theoretical distribution assumed.

Hp is rejected at significance level a if D > D, , where D, , the value of
the corresponding table.

» Kolmogorov - Smirnov test requires the theoretical distribution under
the null hypothesis to be fully determined.

» If the theoretical distribution is not known, its parameters are
estimated by the data. But in this case there are no tables to give the
critical values so simulations are needed to identify them.

Example:
Test if the observations given in the file KS1.sav come from the normal
distribution.
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The chi-square test can also be used to test the hypothesis of
independence of two variables of classification.

Hg The variables A and B are independent
H; The variables A and B are dependent

B, B, --- B.
A1 | Ou O -+ Oxc
A2 021 022 et 02c
Ar Orl Or2 e Orc

Hg The probability in the cell (i,/) is equal to the product of the
probabilities to be in the group i of the variable A and in group j of the
variable B

pij = pi- - Pj Vi,j
Hi Not Hp i.e. pj # pi. - p.j, for at least one (i, ).
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Test of independence

Example:

The aeronautical aluminum alloy 2024-73 and 2024-74 are often
used in the fuselage and wings of the aircraft. During the repair of
250 damages in the fuselage and the wings of aircraft (a) the type
of aluminum alloy used to manufacture, and (b) the type of failure
were recorded.

failure
Alloy fatigue corrosion crash
2024 - 73 47 76 27
2024 - 74 41 42 17

Is the type of failure independent of the type of alloy?



Test of Homogeneity

» It can be used to test whether different populations have the
same percentage of people with the same characteristic

» r > 2 populations are divided into ¢ > 2 groups based on some
characteristic and examine if the rate of each group is the same
across all populations.

Hg The percentage of each group is the same across all
populations

H; The percentage of at least one group is not the same across all
populations



Example:

Test of Homogeneity

A telecommunication company has 5 factories that operate with the
same specifications. In order to check the company if there is not any
difference in the offered quality between the factories, it got a sample of
phones manufactured and submitted to check in order to see how many
of them are defective. The collected data are shown in the table below.

Factory | defective, not defective
A 20 80
B 7 153
C 8 152
D 6 74
E 19 201

Test if the percentage of defective telephones is the same across the five

factories.



Test for several proportions

The chi-square statistic for testing homogeneity is also applicable
for testing the hypothesis that k binomial parameters have the
same value

Ho: pr=p2=---=pk
Samples 1 2 . k
successes X1 X2 . Xk
failures n —Xxi np — X2 ng — Xk

» Compute the quantity

L a2
X2 :Z(o’ee’)ka{l under Ho
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Test for several proportions

The chi-square statistic for testing homogeneity is also applicable
for testing the hypothesis that k binomial parameters have the
same value

Ho: pr=p2=---=pk
Samples 1 2 . k
successes X1 Xo .. X
failures | m—x1 nm—x ... ng—xx

» Compute the quantity

L a2
X2 :Z(o’ee’)ka{l under Ho

i

> If X2 > XE_I.OU then Hy is rejected at a% significance level.
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Sign Test
» Hy: 0x —dy =0vs Hliax—(Sy;ﬁO
Test the equality of the medians of two continuous dependent random
variables X and Y (paired samples)
Or equivalent
Hy p=05vs H p#0.5

where p = P(X > Y).
Let

n

ny = Z/(x,- > i), no = Z/(x,- <y)
i=1

i=1
R =max{n;,n_}
Under Hyg, R ~ B(n,0.5) thus E(R) = n/2 Var(R) = n/4.
The probability P(R > r) can be computed.
If nis large then under Hy, R ~ N(n/2,n/4)
In this case, the test statistic is
R—n/2-05

D=2 N (0.1)
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Wilcoxon signed-rank test

> Hy: dx —dy =0 vs Hy : (5)(—5)/750

Wilcoxon signed-rank test step by step:

1. Compute the ranks of the absolute differences |x; — y;| ignoring the
cases where x; — y; = 0.

2. Compute the sums of the ranks S, and S, that correspond to positive
and negative differences respectively.

3. If the sample size n is large, then

S min{S,, Sp} — "("H

~ N(0.1)

3
n(nt1)(2n+1) -t
24 - Z 48

i=1
under Hp.
L the number of cases that we have equal observations and t; the
number of observations with the same rank.



Wilcoxon signed-rank test

Example

To evaluate the results of the retraining seminar in engineers, 35
engineers were randomly selected and asked to answer a series of
questions before and a month after the seminar. The scores are
presented in the file entitled seminar.sav.

Test if there is a difference in the median performance of engineers
before and after participation in the seminar.
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Kruskal-Wallis Test

» Hp: (5)(1 :6X2 :"':6Xk and H; not Hp

Kruskal-Wallis Test step by step

1. Compute the ranks of the observations assuming the k samples as one.

2. Compute the sums of the ranks R;, the number of observations n; in each
group and the quantity T; = 2 — t; in cases where they are observations with
the same rank where t; is the number of observations with the same rank.

3. If nj's are large, i.e. nj > 5.

12 R
T N(N+1) Z,-:l o 3N A~ X

!

under Hp.
In the case that they are observations with the same rank, the above quantity
is corrected as follows

H
t2(t — 1)
1—
ZNQ(N,I

where L is the number of cases that we have equal observations.

Hl




Kruskal-Wallis Test

Example:
The file tires.sav displays the results of laboratory measurements

of the tread wear indicator (TWI) presenting the tires of three
different companies when used under the same conditions.

Test, at a significance level of 5%, if there are differences between
the tires of the three companies.
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Run Test

» Randomness test
Hp The sample is random H; The sample is not random

The random variable is of the form {0,1}
— defective or not defective product.
— component type A or Type B
— a characteristic above or bellow a value

If the population is expressed by a binary variable then the sample is a
run sequence.

Definition: In a symbol sequence of at least two types of symbols, run is
called a sequence of the same symbol which is blocked by symbols of
other type. The number of symbols of the run is called the length of the
run.

If the random variable is continuous then the sample is a device of real
numbers, but it can be converted to a run sequence.

A symbol is associated with each sample depending on whether or not it is
greater than the median or the mean. Price equal to the median or the average

is omitted.
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0,0,0,1,0,1,1,0,...

Ho The sample is random H; The sample is not random

If the sample is not random then there are trends expressed with symbol
accumulations and either the number of runs is small but their length is large, or there
are symbol recycling expressed by systematic variations of symbols and the number of
runs is very large.

So according to the above we reject the null hypothesis, if the number of runs is very
small or very large.

» Let Ry and R; the number of 0 and 1 runs and ng and n; the number of the
corresponding symbols in the sample.

Hy is rejected at significance level a% if

P(R<k)=a/2or P(R> k) =a/2
where R = Ry + Ry,
ki and kp the corresponding values in the tables of this test.
2ngny
ng + ny
2ngn1(2ngny — no — ny)
(no 4 n1)2(no + n2 — 1)

R—
STHR NGO, 1)

nr = E(R) = +1

0% = Var(R) =
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Run Test
» Example.
During a laboratory experiment, the friction coefficient between
two metals was measured. The results are presented in the
following table.

0.59 0.61 056 0.58 0.60 0.52 0.54
0.53 051 0.62 0.58 0.61 0.57 0.56
0.63 0.62 055 051 0.50 0.61 0.57
0.55 053 0.49 0.62 0.63 0.60 0.53

The head of the laboratory suspects that measurements shots were
not correct and therefore wants to examine whether the measures
can be considered random or not. With the help of the median,
test if there are significant indications at significance levels

a = 0.05% that the measurements can not be considered random.



	Analysis of Variance - ANOVA
	One-way ANOVA 

	Chi-Square tests 
	Goodness-of-fit test 
	Test of independence 
	Test of Homogeneity 
	Test for several proportions 

	Nonparametric Tests
	Sign Test 
	Wilcoxon signed-rank test 
	Kruskal–Wallis Test 
	Run Test 


