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Exercise 1

Wednesday, December 13, 2023 12:44 PM

Let T; and T, unbiased estimtors and 8 an unknown parameter. Let also
the estimarorT = AT; + (1 — A)T,, where Ais constant. Is T

unbiased?
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Exercise 2

Wednesday, December 13, 2023 12:44 PM

Let a random sample X4, X5, ..., X;; drawn from a distribution with an unknown parameter
0, and let the estimator: T = )i, A4 ;X ;, where 4; constant (i = 1,2, ...,n). What must
hold for the constants A; so that T be unbiased for the unknown parameter 6;
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Exercise 3
Wednesday, December 13, 2023 12:44 PM

Let X1, X5, ..., X;; random sample of a population with distribution for which it holds u = 6

koL o2 = 26.
X1+ X, 3X1+ 2X,

Show that the estimators T; = — . T, = are unbiased for 6 and find the most

effective.
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Exercise 4
Wednesday, December 13 ,2023  4:28P M

Let X4, X5, ..., X, and random sample and p=P(X<a). Show that the estimator
T(Xy,X5,...,X,) = %[number of X,k =1,2,..,vsothat X, < a) is unbiased.
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Let X4, X5, ..., X, random sample from a distribution with p.d.f. f(x) = 6x°~1, 0 <x <1, 8 > 0. Find and estimator for 6

using:
(a) the moments method,

(B) with the maximum likelihood estimator method "Erey T"\ va 5' v T l'et Tﬂ & prperan """)"
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